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## Preface

As circuit complexity continues to increase, the microelectronic industry must possess the ability to quickly adapt to the market changes and new technology through automation and simulations. The purpose of this book is to provide in a single volume a comprehensive reference work covering the broad spectrum of filter design from passive, active, to digital. The book is written and developed for the practicing electrical engineers and computer scientists in industry, government, and academia. The goal is to provide the most up-to-date information in the field.

Over the years, the fundamentals of the field have evolved to include a wide range of topics and a broad range of practice. To encompass such a wide range of knowledge, this book focuses on the key concepts, models, and equations that enable the design engineer to analyze, design, and predict the behavior of large-scale systems that employ various types of filters. While design formulas and tables are listed, emphasis is placed on the key concepts and theories underlying the processes.

This book stresses fundamental theory behind professional applications and uses several examples to reinforce this point. Extensive development of theory and details of proofs have been omitted. The reader is assumed to have a certain degree of sophistication and experience. However, brief reviews of theories, principles, and mathematics of some subject areas are given. These reviews have been done concisely with perception.

The compilation of this book would not have been possible without the dedication and efforts of Professor Rashid Ansari and Dr. A. Enis Cetin, and most of all the contributing authors. I wish to thank them all.

Wai-Kai Chen
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### 1.1 Introduction

An electrical filter is a system that can be used to modify, reshape, or manipulate the frequency spectrum of an electrical signal according to some prescribed requirements. For example, a filter may be used to amplify or attenuate a range of frequency components, reject or isolate one specific frequency component, and so on. The applications of electrical filters are numerous, for example,

- To eliminate signal contamination such as noise in communication systems
- To separate relevant from irrelevant frequency components
- To detect signals in radios and TV's
- To demodulate signals
- To bandlimit signals before sampling
- To convert sampled signals into continuous-time signals
- To improve the quality of audio equipment, e.g., loudspeakers
- In time-division to frequency-division multiplex systems
- In speech synthesis
- In the equalization of transmission lines and cables
- In the design of artificial cochleas

Typically, an electrical filter receives an input signal or excitation and produces an output signal or response. The frequency spectrum of the output signal is related to that of the input by some rule of correspondence. Depending on the type of input, output, and internal operating signals, three general types of filters can be identified, namely, continuous-time, sampled-data, and discrete-time filters.

A continuous-time signal is one that is defined at each and every instant of time. It can be represented by a function $x(t)$ whose domain is a range of numbers $\left(t_{1}, t_{2}\right)$, where $-\infty \leq t_{1}$ and $t_{2} \leq \infty$. A sampleddata or impulse-modulated signal is one that is defined in terms of an infinite summation of continuoustime impulses (see Ref. [1, Chapter 6]). It can be represented by a function

$$
\hat{x}(t)=\sum_{n=-\infty}^{\infty} x(n T) \delta(t-n T)
$$

where $\delta(t)$ is the impulse function. The value of the signal at any instant in the range $n T<t<(n+1) T$ is zero. The frequency spectrum of a continuous-time or sampled-data signal is given by the Fourier transform.*

A discrete-time signal is one that is defined at discrete instants of time. It can be represented by a function $x(n T)$, where $T$ is a constant and $n$ is an integer in the range $\left(n_{1}, n_{2}\right)$ such that $-\infty \leq n_{1}$ and $n_{2} \leq \infty$. The value of the signal at any instant in the range $n T<t<(n+1) T$ can be zero, constant, or undefined depending on the application. The frequency spectrum in this case is obtained by evaluating the $z$ transform on the unit circle $|z|=1$ of the $z$ plane.

Depending on the format of the input, output, and internal operating signals, filters can be classified either as analog or digital filters. In analog filters the operating signals are varying voltages and currents, whereas in digital filters they are encoded in some binary format. Continuous-time and sampled-data filters are always analog filters. However, discrete-time filters can be analog or digital.

Analog filters can be classified on the basis of their constituent components as

- Passive RLC filters
- Crystal filters
- Mechanical filters
- Microwave filters
- Active RC filters
- Switched-capacitor filters

Passive RLC filters comprise resistors, inductors, and capacitors. Crystal filters are made of piezoelectric resonators that can be modeled by resonant circuits. Mechanical filters are made of mechanical resonators. Microwave filters consist of microwave resonators and cavities that can be represented by resonant circuits. Active $R C$ filters comprise resistors, capacitors, and amplifiers; in these filters, the performance of resonant circuits is simulated through the use of feedback or by supplying energy to a passive circuit. Switched-capacitor filters comprise resistors, capacitors, amplifiers, and switches. These are discrete-time filters that operate like active filters but through the use of switches the capacitance values can be kept very small. As a result, switched-capacitor filters are amenable to VLSI implementation.

This section provides an introduction to the characteristics of analog filters. Their basic characterization in terms of a differential equation is reviewed in Section 1.2 and by applying the Laplace transform, an algebraic equation is deduced that leads to the $s$-domain representation of a filter. The representation of analog filters in terms of the transfer function is then developed. Using the transfer function, one can

[^0]obtain the time-domain response of a filter to an arbitrary excitation, as shown in Section 1.3. Some important time-domain responses, i.e., the impulse and step responses, are examined. Certain filter parameters related to the step response, namely, the overshoot, delay time, and rise time, are then considered. The response of a filter to a sinusoidal excitation is examined in Section 1.4 and is then used to deduce the basic frequency-domain representations of a filter, namely, its frequency response and loss characteristic. Some idealized filter characteristics are then identified and the differences between idealized and practical filters are delineated in Section 1.5. Practical filters tend to introduce signal degradation through amplitude and/or delay distortion. The causes of these types of distortion are examined in Section 1.6. In Section 1.7, certain special classes of filters, e.g., minimum-phase and allpass filters, are identified and their applications mentioned. This chapter concludes with a review of the design process and the tasks that need to be undertaken to translate a set of filter specifications into a working prototype.

### 1.2 Characterization

A linear causal analog filter with input $x(t)$ and output $y(t)$ can be characterized by a differential equation of the form

$$
b_{n} \frac{\mathrm{~d}^{n} y(t)}{\mathrm{d} t^{n}}+b_{n-1} \frac{\mathrm{~d}^{n-1} y(t)}{\mathrm{d} t^{n-1}}+\cdots+b_{0} y(t)=a_{n} \frac{\mathrm{~d}^{n} x(t)}{\mathrm{d} t^{n}}+a_{n-1} \frac{\mathrm{~d}^{n-1} x(t)}{\mathrm{d} t^{n-1}}+\cdots+a_{0} x(t)
$$

The coefficients $a_{0}, a_{1}, \ldots, a_{n}$ and $b_{0}, b_{1}, \ldots, b_{n}$ are functions of the element values and are real if the parameters of the filter (e.g., resistances, inductances, etc.) are real. If they are independent of time, the filter is time invariant. The input $x(t)$ and output $y(t)$ can be either voltages or currents. The order of the differential equation is said to be the order of the filter.

An analog filter must of necessity incorporate reactive elements that can store energy. Consequently, the filter can produce an output even in the absence of an input. The output on such an occasion is caused by the initial conditions of the filter, namely,

$$
\left.\frac{\mathrm{d}^{n-1} y(t)}{\mathrm{d} t^{n-1}}\right|_{t=0},\left.\frac{\mathrm{~d}^{n-2} y(t)}{\mathrm{d} t^{n-2}}\right|_{t=0}, \ldots, y(0)
$$

The response in such a case is said to be the zero-input response. The response obtained if the initial conditions are zero is sometimes called the zero-state response.

### 1.2.1 Laplace Transform

The most important mathematical tool in the analysis and design of analog filters is the Laplace transform. It owes its widespread application to the fact that it transforms differential into algebraic equations that are a lot easier to manipulate. The Laplace transform of $x(t)$ is defined as ${ }^{\star}$

$$
X(s)=\int_{-\infty}^{\infty} x(t) e^{-s t} \mathrm{~d} t
$$

where $s$ is a complex variable of the form $s=\sigma+j \omega$. Signal $x(t)$ can be recovered from $X(s)$ by applying the inverse Laplace transform, which is given by

[^1]$$
x(t)=\frac{1}{2 \pi j} \int_{C-j \infty}^{C+j \infty} X(s) e^{s t} \mathrm{~d} s
$$
where $C$ is a positive constant. A shorthand notation of the Laplace transform and its inverse are
$$
X(s)=\mathscr{L} x(t) \quad \text { and } \quad x(t)=\mathscr{L}^{-1} X(s)
$$

Alternatively,

$$
X(s) \leftrightarrow x(t)
$$

A common practice in the choice of symbols for the Laplace transform and its inverse is to use upper case for the $s$ domain and lower case for the time domain.

On applying the Laplace transform to the $n$th derivative of some function of time $y(t)$, we find that

$$
\mathscr{L}\left[\frac{\mathrm{d}^{n} y(t)}{\mathrm{d} t^{n}}\right]=s^{n} Y(s)-s^{n-1} y(0)-\left.s^{n-2} \frac{\mathrm{~d} y(t)}{\mathrm{d} t}\right|_{t=0}-\cdots-\left.\frac{\mathrm{d}^{n-1} y(t)}{\mathrm{d} t^{n-1}}\right|_{t=0}
$$

Now, on applying the Laplace transform to an $n$ th-order differential equation with constant coefficients, we obtain

$$
\left(b_{n} s^{n}+b_{n-1} s^{n-1}+\cdots+b_{0}\right) Y(s)+\Psi_{y}(s)=\left(a_{n} s^{n}+a_{n-1} s^{n-1}+\cdots+a_{0}\right) X(s)+\Psi_{x}(s)
$$

where
$X(s)$ and $Y(s)$ are the Laplace transforms of the input and output, respectively
$\Psi_{x}(s)$ and $\Psi_{y}(s)$ are functions that combine all the initial-condition terms that depend on $x(t)$ and $y(t)$, respectively

### 1.2.2 Transfer Function

An important $s$-domain characterization of an analog filter is its transfer function, as for any other linear system. This is defined as the ratio of the Laplace transform of the response to the Laplace transform of the excitation.

An arbitrary linear, time-invariant, continuous-time filter, which may or may not be causal, can be represented by the convolution integral

$$
y(t)=\int_{-\infty}^{\infty} h(t-\tau) x(\tau) \mathrm{d} \tau=\int_{-\infty}^{\infty} h(\tau) x(t-\tau) \mathrm{d} \tau
$$

where $h(t)$ is the impulse response of the filter. The Laplace transform yields

$$
\begin{aligned}
Y(s) & =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} h(t-\tau) x(\tau) \mathrm{d} \tau\right] e^{-s t} \mathrm{~d} t \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(t-\tau) e^{-s t} x(\tau) \mathrm{d} \tau \mathrm{~d} t \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(t-\tau) e^{-s t} \cdot e^{s \tau} \cdot e^{-s \tau} x(\tau) \mathrm{d} \tau \mathrm{~d} t
\end{aligned}
$$

Changing the order of integration, we obtain

$$
\begin{aligned}
Y(s) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(t-\tau) e^{-s(t-\tau)} \cdot x(\tau) e^{-s \tau} \mathrm{~d} t \mathrm{~d} \tau \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(t-\tau) e^{-s(t-\tau)} \mathrm{d} t \cdot x(\tau) e^{-s \tau} \mathrm{~d} \tau
\end{aligned}
$$

Now, if we let $t=t^{\prime}+\tau$, then $\mathrm{d} t / \mathrm{d} t^{\prime}=1$ and $t-\tau=t^{\prime}$; hence,

$$
\begin{aligned}
Y(s) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h\left(t^{\prime}\right) e^{-s t^{\prime}} \mathrm{d} t^{\prime} \cdot x(\tau) e^{-s \tau} \mathrm{~d} \tau \\
& =\int_{-\infty}^{\infty} h\left(t^{\prime}\right) e^{-s t^{\prime}} \mathrm{d} t^{\prime} \cdot \int_{-\infty}^{\infty} x(\tau) e^{-s \tau} \mathrm{~d} \tau \\
& =H(s) X(s)
\end{aligned}
$$

Therefore, the transfer function is given by

$$
\begin{equation*}
H(s)=\frac{Y(s)}{X(s)}=\mathscr{L} h(t) \tag{1.1}
\end{equation*}
$$

In effect, the transfer function is equal to the Laplace transform of the impulse response.
Some authors define the transfer function as the Laplace transform of the impulse response. Then through the use of the convolution integral, they show that the transfer function is equal to the ratio of the Laplace transform of the response to the Laplace transform of the excitation. The two definitions are, of course, equivalent.

Typically, in analog filters the input and output are voltages, e.g., $x(t)+v_{i}(t)$ and $y(t)+v_{\mathrm{o}}(t)$. In such a case the transfer function is given by

$$
\frac{V_{\mathrm{o}}(s)}{V_{\mathrm{i}}(s)}=H_{V}(s)
$$

or simply by

$$
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=H_{V}(s)
$$

However, on occasion the input and output are currents, in which case

$$
\frac{I_{\mathrm{o}}(s)}{I_{\mathrm{i}}(s)} \equiv \frac{I_{\mathrm{o}}}{I_{\mathrm{i}}}=H_{I}(s)
$$

The transfer function can be obtained through network analysis using one of several classical methods,* e.g., by using

[^2]- Kirchhoff's voltage and current laws
- Matrix methods
- Flow graphs
- Mason's gain formula
- State-space methods

A transfer function is said to be realizable if it characterizes a stable and causal network. Such a transfer function must satisfy the following constraints:

1. It must be a rational function of $s$ with real coefficients.
2. Its poles must lie in the left-half $s$ plane.
3. The degree of the numerator polynomial must be equal to or less than that of the denominator polynomial.

A transfer function may represent a network comprising elements with real parameters only if its coefficients are real. The poles must be in the left-half $s$ plane to ensure that the network is stable and the numerator degree must not exceed the denominator degree to assure the existence of a causal network.

### 1.3 Time-Domain Response

From Equation 1.1,

$$
Y(s)=H(s) X(s)
$$

Therefore, the time-domain response of a filter to some arbitrary excitation can be deduced by obtaining the inverse Laplace transform of $Y(s)$, i.e.,

$$
y(t)=\mathscr{L}^{-1}\{H(s) X(s)\}
$$

### 1.3.1 General Inversion Formula

If

1. the singularities of $Y(s)$ in the finite plane are poles, ${ }^{*}$ and
2. $Y(s) \rightarrow 0$ uniformly with respect to the angle of $s$ as $|s| \rightarrow \infty$ with $\sigma \leq C$, where $C$ is a positive constant, then [2]

$$
y(t)= \begin{cases}0 & \text { for } t<0  \tag{1.2}\\ \frac{1}{2 \pi j} \int_{C-j \infty}^{C+j \infty} Y(s) e^{s t} \mathrm{~d} s=\frac{1}{2 \pi j} \int_{\Gamma} Y(s) e^{s t} \mathrm{~d} s & \text { for } t \geq 0\end{cases}
$$

where $\Gamma$ is a contour in the counterclockwise sense make up of the part of the circle $s=R e^{j \theta}$ to the left of line $s=C$ and the segment of the line $s=C$ that overlaps the circle, as depicted in Figure 1.1; $C$ and $R$ are sufficiently large to ensure that $\Gamma$ encloses all the finite poles of $Y(s)$.
From the residue theorem [3] and Equation 1.2, we have

$$
y(t)= \begin{cases}0 & \text { for } t<0 \\ \frac{1}{2 \pi j} \int_{\Gamma} Y(s) e^{s t} \mathrm{~d} s=\sum_{i=1}^{K} \operatorname{res}_{s=p_{i}} Y_{0}(s) & \text { for } t \geq 0\end{cases}
$$

[^3]

FIGURE 1.1 Contour $\Gamma$ for the evaluation of the inverse Laplace transform.
where $Y_{0}(s)=Y(s) e^{s t}$ and $K$ is the number of poles in $Y(s)$. If $Y_{0}(s)$ has a pole $p_{i}$ of order $m_{i}$, the residue can be obtained by using the general formula [3]

$$
\operatorname{res}_{z=p_{i}} Y_{0}(s)=\frac{1}{\left(m_{i}-1\right)!} \lim _{s \rightarrow p_{i}} \frac{\mathrm{~d}^{m_{i}-1}}{\mathrm{~d} s^{m_{i}-1}}\left[\left(s-p_{i}\right)^{m_{i}} Y_{0}(s)\right]
$$

Note that complex poles yield complex residues. Hence, like the poles of $Y_{0}(s)$, its residues occur in complexconjugate pairs. For this reason, $y(t)$ is found to be a real function of $t$, as can be easily verified.

Condition 1 listed previously may not be satisfied sometimes, for example, if

$$
\lim _{s \rightarrow \infty} Y(s)=A_{0}
$$

where $A_{0}$ is a constant. In such a case, we can express $Y(s)$ as

$$
Y(s)=A_{0}+Y^{\prime}(s)
$$

where $Y^{\prime}(s)$ satisfies conditions 1 and 2 . Thus,

$$
y(t)=A_{0} \delta(t)+\mathscr{L}^{-1} Y^{\prime}(s)
$$

The inverse Laplace transform of $Y^{\prime}(s)$ can now be obtained by using the inversion formula.

### 1.3.2 Inverse by Using Partial Fractions

The simplest way to obtain the time-domain response of a filter is to express $H(s) X(s)$ as a partial-fraction expansion and then invert the resulting fractions individually. If $Y(s)$ has simple poles, we can write

$$
Y(s)=A_{0}+\sum_{i=1}^{K} \frac{A_{i}}{s-p_{i}}
$$

where $A_{0}$ is a constant and

$$
A_{i}=\lim _{s \rightarrow p_{i}}\left[\left(s-p_{i}\right) Y(s)\right]
$$

is the residue of pole $s=p_{i}$. On applying the general inversion formula to each partial fraction, we obtain

$$
y(t)=A_{0} \delta(t)+u(t) \sum_{i=1}^{K} A_{i} e^{p_{i} t}
$$

where $\delta(t)$ and $u(t)$ are the impulse function and unit step, respectively.

### 1.3.3 Impulse and Step Responses

The response of a filter to an impulse $\delta(t)$ designated as

$$
y(t)=\mathscr{R} \delta(t) \equiv h(t)
$$

where $\mathscr{R}$ is an operator, is of considerable importance. Its absolute integrability guarantees the stability of the filter ${ }^{*}$ and its Laplace transform, namely, $H(s)$, is the transfer function as has been shown in the section on the transfer function.

For an Nth-order, causal, linear, and time-invariant filter

$$
H(s)=\frac{a_{0}+a_{1} s+a_{2} s^{2}+\cdots+a_{M} s^{M}}{b_{0}+b_{1} s+b_{2} s^{2}+\cdots+b_{N} s^{N}}
$$

where $M \leq N$.
The step (or unit-step) response is the output of a filter to the signal

$$
u(t)= \begin{cases}1 & \text { for } t \geq 0 \\ 0 & \text { for } t<0\end{cases}
$$

The Laplace transform of $u(t)$ is $1 / s$. Hence, the step response of an arbitrary filter is obtained as

$$
y(t)=\mathscr{R} u(t) \equiv y_{u}(t)=\mathscr{L}^{-1}\left[\frac{H(s)}{s}\right]
$$

### 1.3.4 Overshoot, Delay Time, and Rise Time

Three time-domain parameters of a filter are usually associated with the step response [4], namely, the overshoot, delay time, and rise time. The overshoot $\gamma$ is the difference between the peak value and the asymptotic value of the step response in percent as $t \rightarrow \infty$. The delay time $\tau_{d}$ is the time required for the step response to reach $50 \%$ of the asymptotic value. The rise time $\tau_{r}$ is the time required for the step response to increase from $10 \%$ to $90 \%$ of the asymptotic value. These three parameters are illustrated in Figure 1.2, where $K=a_{0} / b_{0}$ is a scaling constant that normalizes the asymptotic value of the step response as $t \rightarrow \infty$ to unity.
The delay and rise times defined in terms of the step response entail quite a bit of computation. Alternative definitions of these parameters that are easier to use have been proposed by Elmore [4]. These are based on the impulse response and give accurate results if the overshoot is small. The delay time is defined as

$$
\tau_{\mathrm{D}}=\int_{0}^{\infty} t h(t) \mathrm{d} t
$$

and the rise time assumes the form

$$
\tau_{\mathrm{R}}=\left[2 \pi \int_{0}^{\infty}\left(t-\tau_{\mathrm{D}}\right)^{2} h(t) \mathrm{d} t\right]^{1 / 2}=\sqrt{2 \pi}\left[\int_{0}^{\infty} t^{2} h(t) \mathrm{d} t-\tau_{\mathrm{D}}^{2}\right]^{1 / 2}
$$
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FIGURE 1.2 Overshoot, delay time, and rise time.


FIGURE 1.3 Physical interpretation of Elmore's definitions of delay and rise times: (a) impulse response $h(t)$ and (b) unit-step response $y_{u}(t)$.

The physical interpretation of these parameters is illustrated in Figure 1.3a and b. If the overshoot is small, say less than $1 \%$, then

$$
\tau_{\mathrm{D}} \approx \tau_{d} \quad \text { and } \quad \tau_{\mathrm{R}} \approx \tau_{r}
$$

The simplification brought about by Elmore's definitions can be easily demonstrated. Consider a filter whose step response approaches unity as $t \rightarrow \infty$. Such a filter has a transfer function of the form

$$
\begin{equation*}
H(s)=\frac{1+a_{1} s+a_{2} s^{2}+\cdots+a_{M} s^{M}}{1+b_{1} s+b_{2} s^{2}+\cdots+b_{N} s^{N}} \tag{1.3}
\end{equation*}
$$

that is, $a_{0}=b_{0}=1$. From the definition of the Laplace transform,

$$
\begin{align*}
H(s) & =\int_{0}^{\infty} h(t) e^{-s t} \mathrm{~d} t \\
& =\int_{0}^{\infty} h(t)\left(1-s t+\frac{s^{2} t^{2}}{2!}-\cdots\right) \mathrm{d} t \\
& =\int_{0}^{\infty} h(t) \mathrm{d} t-s \int_{0}^{\infty} t h(t) \mathrm{d} t+\frac{s^{2}}{2!} \int_{0}^{\infty} t^{2} h(t) \mathrm{d} t-\cdots \\
& =\int_{0}^{\infty} h(t) \mathrm{d} t-s \tau_{\mathrm{D}}+\frac{s^{2}}{2!}\left(\frac{\tau_{\mathrm{R}}^{2}}{2 \pi}+\tau_{\mathrm{D}}^{2}\right)-\cdots \tag{1.4}
\end{align*}
$$

Alternatively, from Equation 1.3, direct division gives

$$
\begin{equation*}
H(s)=1-\left(b_{1}-a_{1}\right) s+\left(b_{1}^{2}-a_{1} b_{1}+a_{2}-b_{2}\right) s^{2}+\cdots \tag{1.5}
\end{equation*}
$$

Now by comparing Equations 1.4 and 1.5, we deduce

$$
\int_{0}^{\infty} h(t) \mathrm{d} t=1, \quad \tau_{\mathrm{D}}=b_{1}-a_{1}
$$

and

$$
\tau_{\mathrm{R}}=\left\{2 \pi\left[b_{1}^{2}-a_{1}^{2}+2\left(a_{2}-b_{2}\right)\right]\right\}^{1 / 2}
$$

The previous definitions are based on the assumption that the unit-step response approaches unity as $t \rightarrow \infty$. If this is not the case, i.e., coefficients $a_{0}$ and $b_{0}$ are not equal to unity, then we can write

$$
H(s)=K H^{\prime}(s)
$$

where $K=a_{0} / b_{0}$ and

$$
H^{\prime}(s)=\frac{1+a_{1}^{\prime} s+a_{2}^{\prime} s^{2}+\cdots+a_{M}^{\prime} s^{M}}{1+b_{1}^{\prime} s+b_{2}^{\prime} s^{2}+\cdots+b_{N}^{\prime} s^{N}}
$$

Using the coefficients of $H^{\prime}(s)$ in the formulas for $\tau_{\mathrm{D}}$ and $\tau_{\mathrm{R}}$ yields approximate values for the delay time and rise time, since these parameters are independent of the absolute value of the step response.

### 1.4 Frequency-Domain Analysis

The frequency response of an analog filter is deduced by finding its steady-state sinusoidal response, as we shall now demonstrate.

### 1.4.1 Sinusoidal Response

Consider an Nth-order analog filter characterized by a transfer function $H(s)$. The sinusoidal response of such a filter is

$$
y(t)=\mathscr{L}^{-1}[H(s) X(s)]
$$

where

$$
\begin{equation*}
X(s)=\mathscr{L}[u(t) \sin \omega t]=\frac{\omega}{(s+j \omega)(s-j \omega)} \tag{1.6}
\end{equation*}
$$

The product $H(s) X(s)$ satisfies conditions 1 and 2 imposed on the general inversion formula of Equation 1.2. Hence, for $t \geq 0$, we have

$$
\begin{equation*}
y(t)=\frac{1}{2 \pi j} \int_{\Gamma} Y(s) e^{s t} \mathrm{~d} s=\sum \operatorname{res}\left[H(s) X(s) e^{s t}\right] \tag{1.7}
\end{equation*}
$$

where $\Gamma$ is a contour enclosing the poles of $H(s)$ and $X(s)$ as in Figure 1.1.
Assuming simple poles for the transfer function, Equations 1.6 and 1.7 give

$$
\begin{equation*}
y(t)=\sum_{i=1}^{N} X\left(p_{i}\right) e^{p_{i} t} \operatorname{res}_{s=p_{i}} H(s)+\frac{1}{2 j}\left[H(j \omega) e^{j \omega t}-H(-j \omega) e^{-j \omega t}\right] \tag{1.8}
\end{equation*}
$$

If the filter is assumed to be stable, then the poles are in the left-half $s$ plane, i.e., $p_{i}=\sigma_{i}+j \omega_{i}$ with $\sigma_{i}<0 .^{*}$ As a consequence

$$
\lim _{t \rightarrow \infty} e^{p_{i} t}=\lim _{t \rightarrow \infty}\left(e^{\sigma_{i} t} \cdot e^{j \omega_{i} t}\right)=0
$$

and since the residues of $H(s)$ are finite, the steady-state sinusoidal response is obtained from Equation 1.8 as

$$
\begin{equation*}
\tilde{y}(t)=\lim _{t \rightarrow \infty} y(t)=\frac{1}{2 j}\left[H(j \omega) e^{j \omega t}-H(-j \omega) e^{-j \omega t}\right] \tag{1.9}
\end{equation*}
$$

Equation 1.9 was deduced on the assumption that the poles of the transfer function are simple. However, it also applies for transfer functions with higher-order poles.

Now from the definition of the Laplace transform

$$
H(s)=\int_{-\infty}^{\infty} h(t) e^{-s t} \mathrm{~d} t
$$

and hence

$$
\begin{equation*}
H(-j \omega)=\int_{-\infty}^{\infty} h(t) e^{j \omega t} \mathrm{~d} t=\left[\int_{-\infty}^{\infty} h(t) e^{-j \omega t} \mathrm{~d} t\right]^{*}=H^{*}(j \omega) \tag{1.10}
\end{equation*}
$$

[^5]If we write

$$
\begin{equation*}
H(j \omega)=M(\omega) e^{j \theta(\omega)} \tag{1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
M(\omega)=|H(j \omega)| \quad \text { and } \quad \theta(\omega)=\arg H(j \omega) \tag{1.12}
\end{equation*}
$$

the steady-state sinusoidal response of the filter is obtained from Equations 1.9 through 1.12 as

$$
\begin{aligned}
\tilde{y}(t) & =\frac{1}{2 j}\left[M(\omega) e^{j \theta(\omega)} e^{j \omega t}-M(\omega) e^{-j \theta(\omega)} e^{-j \omega t}\right] \\
& =M(\omega) \frac{1}{2 j}\left[e^{j[\omega t+\theta(\omega)]}-e^{-j[\omega t+\theta(\omega)]}\right] \\
& =M(\omega) \sin [\omega t+\theta(\omega)]
\end{aligned}
$$

The preceding analysis has shown that the steady-state response of an analog filter to a sinusoid of unit amplitude is a sinusoid of amplitude $M(\omega)$, shifted by an angle $\theta(\omega)$. In effect, for a given frequency $\omega$, the filter introduces a gain $M(\omega)$ and a phase shift $\theta(\omega)$.

As functions of frequency, $M(\omega)$ and $\theta(\omega)$ are known as the amplitude (or magnitude) response and phase response of the filter, respectively. The transfer function evaluated on the imaginary axis, namely, $H(j \omega)$ is the frequency response and, as was shown, its magnitude and angle are the amplitude response and phase response, respectively.

Two other quantities of a filter, which are of significant interest, are its phase and group delays These are defined as

$$
\tau_{\mathrm{p}}(\omega)=-\frac{\theta(\omega)}{\omega} \quad \text { and } \quad \tau_{\mathrm{g}}(\omega)=-\frac{\mathrm{d} \theta(\omega)}{\mathrm{d} \omega}
$$

respectively. For filters, the group delay is the more important of the two. As a function of frequency, $\tau_{\mathrm{g}}(\omega)$ is usually referred to as the delay characteristic.

### 1.4.2 Graphical Construction

Consider a filter characterized by a transfer function of the form

$$
\begin{equation*}
H(s)=H_{0} \frac{N(s)}{D(s)}=H_{0} \frac{\prod_{i=1}^{M}\left(s-z_{i}\right)}{\prod_{i=1}^{N}\left(s-p_{i}\right)^{m_{i}}} \tag{1.13}
\end{equation*}
$$

where $H_{0}$ is a constant. The frequency response of the filter is obtained as

$$
H(j \omega)=M(\omega) e^{j \theta(\omega)}=\frac{H_{0} \prod_{i=1}^{M}\left(j \omega-z_{i}\right)}{\prod_{i=1}^{N}\left(j \omega-p_{i}\right)^{m_{i}}}
$$

By letting

$$
\begin{align*}
& j \omega-z_{i}=M_{z_{i}} e^{j \psi_{z_{i}}}  \tag{1.14}\\
& j \omega-p_{i}=M_{p_{i}} e^{j \psi_{p_{i}}} \tag{1.15}
\end{align*}
$$

we obtain

$$
\begin{equation*}
M(\omega)=\frac{\left|H_{0}\right| \prod_{i=1}^{M} M_{z_{i}}}{\prod_{i=1}^{N} M_{p_{i}}^{m_{i}}} \tag{1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta(\omega)=\arg H_{0}+\sum_{i=1}^{M} \psi_{z_{i}}-\sum_{i=1}^{N} m_{i} \psi_{p_{i}} \tag{1.17}
\end{equation*}
$$

where $\arg H_{0}=\pi$ if $H_{0}$ is negative.
The gain and phase shift $M(\omega)$ and $\theta(\omega)$ for some frequency $\omega=\omega_{i}$ can be determined graphically by using the following procedure:

1. Mark the zeros and poles of the filter in the $s$ plane.
2. Draw the phasor $s=j \omega_{i}$, where $\omega_{i}$ is the frequency of interest.
3. Draw a phasor of the type in Equation 1.14 for each simple zero of $H(s)$.
4. Draw $m_{i}$ phasor of the type in Equation 1.15 for each pole of order $m_{i}$.
5. Measure the magnitudes and angles of the phasors in steps 3 and 4 and use them in Equations 1.16 and 1.17 to calculate the gain $M\left(\omega_{i}\right)$ and phase shift $\theta\left(\omega_{i}\right)$, respectively.

The amplitude and phase responses of a filter can be determined by repeating the preceding procedure for frequencies $\omega=\omega_{1}, \omega_{2}, \ldots$, in the range 0 to $\infty$. The procedure is illustrated in Figure 1.4.

It should be mentioned that the modern approach for the analysis of filters is through the use of the many circuit analysis programs such as SPICE.* Nevertheless, the above graphical method is of interest and merits consideration for two reasons. First, it illustrates some of the fundamental properties of filters. Second, it provides a certain degree of intuition about the expected amplitude or phase response of a filter. For example, if a filter has pole close to the $j \omega$ axis, then as $\omega$ approaches the neighborhood of the pole, the magnitude of the phasor from the pole to the $j \omega$ axis decreases rapidly to a very small value and then increases as $\omega$ increases above this value. As a result, the amplitude response will exhibit a large peak in the frequency range close to the pole. On the other hand, a zero close to or on the $j \omega$ axis will lead to a notch in the amplitude response when $\omega$ is in the neighborhood of the zero.

Other situations are of interest, for example, if the poles of a filter are located in a band of the $s$ plane below the horizontal line $s=\omega_{c}$ and its zeros are located above this line, then the filter will pass low-frequency and attenuate high-frequency components since $M_{z i}<M_{p i}$ if $\omega>\omega_{c}$ for all $i$. Such a filter is said to be a low-pass filter. If the zeros are located below the line $s=\omega_{c}$ and the poles above it, then the filter will pass high-frequency and attenuate low-frequency components, i.e., the filter will be a high-pass one.
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FIGURE 1.4 Graphical method for the evaluation of the frequency response.

### 1.4.3 Loss Function

Quite often, it is desirable to represent a filter in terms of its loss function. Consider a filter represented by the voltage transfer function

$$
\frac{V_{\mathrm{o}}(s)}{V_{\mathrm{i}}(s)}=H(s)=\frac{N(s)}{D(s)}
$$

where
$V_{\mathrm{i}}(s)$ and $V_{\mathrm{o}}(s)$ are the Laplace transforms of the input and output voltages, respectively
$N(s)$ and $D(s)$ are polynomials in $s$

The loss (or attenuation) of the filter in decibels is defined as

$$
\begin{equation*}
A(\omega)=20 \log \left|\frac{V_{\mathrm{i}}(j \omega)}{V_{\mathrm{o}}(j \omega)}\right|=20 \log \frac{1}{|H(j \omega)|}=10 \log L\left(\omega^{2}\right) \tag{1.18}
\end{equation*}
$$

where

$$
L\left(\omega^{2}\right)=\frac{1}{H(j \omega) H(-j \omega)}
$$

$A(\omega)$ as a function of $\omega$ is the loss characteristic.

With $\omega=s / j$ in Equation 1.18, the function

$$
L\left(-s^{2}\right)=\frac{D(s) D(-s)}{N(s) N(-s)}
$$

can be formed. This is called the loss function of the filter and, as is evident, its zeros are the poles of $H(s)$ and their negatives, whereas its poles are the zeros of $H(s)$ and their negatives.

### 1.5 Ideal and Practical Filters

An ideal low-pass filter is one that will pass only low-frequency components. Its loss characteristic is given by

$$
A(\omega)= \begin{cases}0 & \text { for } 0 \leq \omega<\omega_{c} \\ \infty & \text { for } \omega_{c}<\omega<\infty\end{cases}
$$

The frequency ranges 0 to $\omega_{c}$ and $\omega_{c}$ to $\infty$ are the passband and stopband, respectively. The boundary between the passband and stopband, namely, $\omega_{c}$, is the cutoff frequency. An ideal high-pass filter will pass all components with frequencies above the cutoff frequency and reject all components with frequencies below the cutoff frequency, i.e.,

$$
A(\omega)= \begin{cases}\infty & \text { for } 0 \leq \omega<\omega_{c} \\ 0 & \text { for } \omega_{\mathrm{c}}<\omega<\infty\end{cases}
$$

Idealized loss characteristics can similarly be identified for bandpass and bandstop filters as

$$
A(\omega)= \begin{cases}\infty & \text { for } 0 \leq \omega<\omega_{\mathrm{c} 1} \\ 0 & \text { for } \omega_{\mathrm{c} 1}<\omega<\omega_{\mathrm{c} 2} \\ \infty & \text { for } \omega_{\mathrm{c} 2} \leq \omega<\omega\end{cases}
$$

and

$$
A(\omega)= \begin{cases}0 & \text { for } 0 \leq \omega<\omega_{\mathrm{cl}} \\ \infty & \text { for } \omega_{\mathrm{cl}}<\omega<\omega_{\mathrm{c} 2} \\ 0 & \text { for } \omega_{\mathrm{c} 2} \leq \omega<\infty\end{cases}
$$

respectively.
Practical filters differ from ideal ones in that the passband loss is not zero, the stopband loss is not infinite, and the transition between passband and stopband is gradual. Practical loss characteristics for low-pass, high-pass, bandpass, and bandstop filters assume the forms

$$
\begin{gathered}
A_{\mathrm{LP}}(\omega) \begin{cases}\leq A_{\mathrm{p}} & \text { for } 0 \leq \omega<\omega_{\mathrm{p}} \\
\geq A_{\mathrm{a}} & \text { for } \omega_{\mathrm{a}} \leq \omega \leq \infty\end{cases} \\
A_{\mathrm{HP}(\omega)} \begin{cases}\geq A_{\mathrm{a}} & \text { for } 0 \leq \omega \leq \omega_{\mathrm{a}} \\
\leq A_{\mathrm{p}} & \text { for } \omega_{\mathrm{p}} \leq \omega<\infty\end{cases} \\
A_{\mathrm{BP}}(\omega) \begin{cases}\geq A_{\mathrm{a}} & \text { for } 0 \leq \omega \leq \omega_{\mathrm{a} 1} \\
\leq A_{\mathrm{p}} & \text { for } \omega_{\mathrm{p} 1} \leq \omega \leq \omega_{\mathrm{p} 2} \\
\geq A_{\mathrm{a}} & \text { for } \omega_{\mathrm{a} 2} \leq \omega \leq \infty\end{cases}
\end{gathered}
$$

and

$$
A_{\mathrm{BS}}(\omega)= \begin{cases}\leq A_{\mathrm{p}} & \text { for } 0 \leq \omega \leq \omega_{\mathrm{p} 1} \\ \geq A_{\mathrm{a}} & \text { for } \omega_{\mathrm{a} 1} \leq \omega \leq \omega_{\mathrm{a} 2} \\ \leq A_{\mathrm{p}} & \text { for } \omega_{\mathrm{p} 2} \leq \omega \leq \infty\end{cases}
$$

respectively, where $\omega_{\mathrm{p}}, \omega_{\mathrm{p} 1}$, and $\omega_{\mathrm{p} 2}$ are passband edges, $\omega_{\mathrm{a}}, \omega_{\mathrm{a} 1}$, and $\omega_{\mathrm{a} 2}$ are stopband edges, $A_{\mathrm{p}}$ is the maximum passband loss, and $A_{\mathrm{a}}$ is the minimum stopband loss. In practice, $A_{\mathrm{p}}$ is determined from the allowable amplitude distortion (see Section 1.6) and $A_{\mathrm{a}}$ is dictated by the allowable adjacent channel interference and the desirable signal-to-noise ratio.
It should be mentioned that in practical filters the cutoff frequency $\omega_{\mathrm{c}}$ is not a very precise term. It is often used to identify some hypothetical boundary between passband and stopband such as the 3 dB frequency in Butterworth filters, the passband edge in Chebyshev filters, the stopband edge in inverseChebyshev filters, or the geometric mean of the passband and stopband edges in elliptic filters.
If a filter is required to have a piecewise constant loss characteristic (or amplitude response) and the shape of the phase response is not critical, the filter can be fully specified by its band edges, the minimum passband and maximum stopband losses $A_{\mathrm{p}}$ and $A_{\mathrm{a}}$, respectively.

### 1.6 Amplitude and Delay Distortion

In practice, a filter can distort the information content of the signal. Consider a filter characterized by a transfer function $H(s)$ and assume that its input and output signal are $v_{\mathrm{i}}(t)$ and $v_{\mathrm{o}}(t)$. The frequency response of the filter is given by

$$
H(j \omega)=M(\omega) e^{j \theta(\omega)}
$$

where $M(\omega)$ and $\theta(\omega)$ are the amplitude and phase responses, respectively.
The frequency spectrum of $v_{\mathrm{i}}(t)$ is its Fourier transform, namely, $V_{\mathrm{i}}(j \omega)$. Assume that the information content of $v_{\mathrm{i}}(t)$ is concentrated in frequency band $B$ given by

$$
B=\left\{\omega: \omega_{L} \leq \omega \leq \omega_{H}\right\}
$$

and that its frequency spectrum is zero elsewhere.
Let us assume that the amplitude response is constant with respect to band $B$, i.e.,

$$
\begin{equation*}
M(\omega)=G_{0} \quad \text { for } \omega \in B \tag{1.19}
\end{equation*}
$$

and that the phase response is linear, i.e.,

$$
\begin{equation*}
\theta(\omega)=-\tau_{\mathrm{g}} \omega+\theta_{\mathrm{o}} \quad \text { for } \omega \in B \tag{1.20}
\end{equation*}
$$

where $\tau_{\mathrm{g}}$ is a constant. This implies that the group delay is constant with respect to band $B$, i.e.,

$$
\tau(\omega)=-\frac{d \theta(\omega)}{d \omega}=\tau_{g} \quad \text { for } \omega \in B
$$

The frequency spectrum of the output signal $v_{\mathrm{o}}(t)$ can be obtained from Equations 1.19 and 1.20 as

$$
\begin{aligned}
V_{\mathrm{o}}(j \omega) & =H(j \omega) V_{\mathrm{i}}(j \omega)=M(\omega) e^{j \theta(\omega)} V_{\mathrm{i}}(j \omega) \\
& =\left[G_{0} e^{-j \omega \tau_{g}+j \theta_{0}}\right] V_{\mathrm{i}}(j \omega)=G_{0} e^{j \theta_{0}}\left[e^{-j \omega \tau_{g}} V_{\mathrm{i}}(j \omega)\right]
\end{aligned}
$$

and from the time-shifting theorem of the Fourier transform

$$
v_{\mathrm{o}}(t)=G_{0} e^{j \theta_{0}} v_{\mathrm{i}}\left(t-\tau_{\mathrm{g}}\right)
$$

We conclude that the amplitude response of the filter is flat and its phase response is a linear function of $\omega$ (i.e., the delay characteristic is flat) in band $B$, then the output signal is a delayed replica of the input signal except that a gain $G_{o}$ and a constant phase shift $\theta_{0}$ are introduced.

If the amplitude response of the filter is not flat in band $B$, then amplitude distortion will be introduced since different frequency components of the signal will be amplified by different amounts.

If the delay characteristic is not flat in band $B$, then delay (or phase) distortion will be introduced since different frequency components will be delayed by different amounts.

Amplitude distortion can be quite objectionable in practice and, consequently, in each frequency band that carries information, the amplitude response is required to be constant to within a prescribed tolerance. The amount of amplitude distortion allowed determines the maximum passband loss $A_{\mathrm{p}}$.

If the ultimate receiver of the signal is the human ear, e.g., when a speech or music signal is to be processed, delay distortion is quite tolerable. However, in other applications it can be as objectionable as amplitude distortion and the delay characteristic is required to be fairly flat. Applications of this type include data transmission, where the signal is to be interpreted by digital hardware, and image processing, where the signal is used to reconstruct an image that is to be interpreted by the human eye. The allowable delay distortion dictates the degree of flatness in the delay characteristic.

### 1.7 Minimum-Phase, Nonminimum-Phase, and Allpass Filters

Filters satisfying prescribed loss specifications for applications where delay distortion is unimportant can be readily designed with transfer functions whose zeros are on the $j \omega$ axis or in the left-half $s$ plane. Such transfer functions are said to be minimum-phase since the phase response at a given frequency $\omega$ is increased if any one of the zeros is moved into the right-half $s$ plane, as will now be demonstrated.

### 1.7.1 Minimum-Phase Filters

Consider a filter where the zeros $z_{i}$ for $i=1,2, \ldots, M$ are replaced by their mirror images and let the new zeros be located at $z=\bar{z}_{i}$, where

$$
\operatorname{Re} \bar{z}_{i}=-\operatorname{Re} z_{i} \quad \text { and } \quad \operatorname{Im} \bar{z}_{i}=\operatorname{Im} z_{i}
$$

as depicted in Figure 1.5. From the geometry of the new zero-pole plot, the magnitude and angle of each phasor $j \omega-\bar{z}_{i}$ are given by


FIGURE 1.5 Zero-pole plots of minimum-phase and corresponding nonminimum-phase filter.

$$
M_{\bar{z}_{i}}=M_{z_{i}} \quad \text { and } \quad \psi_{\bar{z}_{i}}=\pi-\psi_{z_{i}}
$$

respectively. The amplitude response of the modified filter is obtained from Equation 1.16 as

$$
\bar{M}(\omega)=\frac{\left|H_{0}\right| \prod_{i=1}^{M} M_{\bar{z}_{i}}}{\prod_{i=1}^{N} M_{p_{i}}^{m_{i}}}=\frac{\left|H_{0}\right| \prod_{i=1}^{M} M_{z_{i}}}{\prod_{i=1}^{N} M_{p_{i}}^{m_{i}}}=M(\omega)
$$

Therefore, replacing the zeros of the transfer function by their mirror images leaves the amplitude response unchanged.

The phase response of the original filter is given by Equation 1.17 as

$$
\begin{equation*}
\theta(\omega)=\arg H_{0}+\sum_{i=1}^{M} \psi_{z_{i}}-\sum_{i=1}^{N} m_{i} \psi_{p_{i}} \tag{1.21}
\end{equation*}
$$

and since $\psi_{\bar{z}_{i}}=\pi-\psi_{z_{i}}$, the phase response of the modifier filter is given by

$$
\begin{align*}
\bar{\theta}(\omega) & =\arg H_{0}+\sum_{i=1}^{M} \psi_{\bar{z}_{i}}-\sum_{i=1}^{N} m_{i} \psi_{p_{i}} \\
& =\arg H_{0}+\sum_{i=1}^{M}\left(\pi-\psi_{z_{i}}\right)-\sum_{i=1}^{N} m_{i} \psi_{p_{i}} \tag{1.22}
\end{align*}
$$

that is, the phase response of the modified filter is different from that of the original filter. Furthermore, from Equations 1.21 and 1.22

$$
\bar{\theta}(\omega)-\theta(\omega)=\sum_{i=1}^{M}\left(\pi-2 \psi_{z_{i}}\right)
$$

and since $-\pi / 2 \leq-\psi_{z_{i}} \leq \pi / 2$, we have

$$
\bar{\theta}(\omega)-\theta(\omega) \geq 0
$$

or

$$
\bar{\theta}(\omega) \geq \theta(\omega)
$$

As a consequence, the phase response of the modified filter is equal to or greater than that of the original filter for all $\omega$.

A frequently encountered requirement in the design of filters is that the delay characteristic be flat to within a certain tolerance within the passband(s) in order to achieve tolerable delay distortion, as was demonstrated in Section 1.6. In these and other filters in which the specifications include constraints on the phase response or delay characteristic, a nonminimum-phase transfer function is almost always required.

### 1.7.2 Allpass Filters

An allpass filter is one that has a constant amplitude response. Consider a transfer function of the type given by Equation 1.13. From Equation $1.10, H(-j \omega)$ is the complex conjugate of $H(j \omega)$, and hence a constant amplitude response can be achieved if

$$
M^{2}(\omega)=\left.H(s) H(-s)\right|_{s=j \omega}=H_{0}^{2} \frac{N(s)}{D(s)} \times\left.\frac{N(-s)}{D(-s)}\right|_{s=j \omega}=H_{0}^{2}
$$

Hence, an allpass filter can be obtained if

$$
N(-s)=D(s)
$$

that is, the zeros of such a filter must be the mirror images of the poles and vice versa. A typical zero-pole plot for an allpass filter is illustrated in Figure 1.6. A second-order allpass transfer function is given by


FIGURE 1.6 Typical zero-pole plot of an allpass filter.

$$
H_{\mathrm{AP}}(s)=\frac{s^{2}-b s+c}{s^{2}+b s+c}
$$

where $b>0$ for stability. As described previously, we can write

$$
\begin{aligned}
M^{2}(\omega) & =\left.H_{\mathrm{AP}}(s) H_{\mathrm{AP}}(-s)\right|_{s=j \omega} \\
& =\frac{s^{2}-b s+c}{s^{2}+b s+c} \times\left.\frac{s^{2}+b s+c}{s^{2}-b s+c}\right|_{s=j \omega}=1
\end{aligned}
$$

Allpass filters can be used to modify the phase responses of filters without changing their amplitude responses. Hence, they are used along with minimumphase filters to obtain nonminimum-phase filters that satisfy amplitude and phase response specifications simultaneously.

### 1.7.3 Decomposition of Nonminimum-Phase Transfer Functions

Some methods for the design of filters satisfying amplitude and phase response specifications, usually methods based on optimization, yield a nonminimum-phase transfer function. Such a transfer function can be easily decomposed into a product of a minimum-phase and an allpass transfer function, i.e.,

$$
H_{\mathrm{N}}(s)=H_{\mathrm{M}}(s) H_{\mathrm{AP}}(s)
$$

Consequently, a nonminimum-phase filter can be implemented as a cascade arrangement of a minimumphase and an allpass filter.

The preceding decomposition can be obtained by using the following procedure:

1. For each zero in the right-half $s$ plane, augment the transfer function by a zero and a pole at the mirror image position of the zero.
2. Assign the left-half $s$-plane zeros and the original poles to the minimum-phase transfer function $H_{\mathrm{M}}(\mathrm{s})$.
3. Assign the right-half $s$-plane zeros and the left-hand $s$-plane poles generated in step 1 to the allpass transfer function $H_{\mathrm{AP}}(s)$.

This procedure is illustrated in Figure 1.7. For example, if


FIGURE 1.7 Decomposition of nonminimum-phase transfer function.

$$
H_{\mathrm{N}}(s)=\frac{\left(s^{2}+4 s+5\right)\left(s^{2}-3 s+7\right)(s-5)}{\left(s^{2}+2 s+6\right)\left(s^{2}+4 s+9\right)(s+2)}
$$

then, we can write

$$
H_{\mathrm{N}}(s)=\frac{\left(s^{2}+4 s+5\right)\left(s^{2}-3 s+7\right)(s-5)}{\left(s^{2}+2 s+6\right)\left(s^{2}+4 s+9\right)(s+2)} \times \frac{\left(s^{2}+3 s+7\right)(s+5)}{\left(s^{2}+3 s+7\right)(s+5)}
$$

Hence,

$$
H_{\mathrm{N}}(s)=\frac{\left(s^{2}+4 s+5\right)\left(s^{2}+3 s+7\right)(s+5)}{\left(s^{2}+2 s+6\right)\left(s^{2}+4 s+9\right)(s+2)} \times \frac{\left(s^{2}-3 s+7\right)(s-5)}{\left(s^{2}+3 s+7\right)(s+5)}
$$

or

$$
H_{\mathrm{N}}(s)=H_{\mathrm{M}}(s) H_{\mathrm{AP}}(s)
$$

where

$$
\begin{aligned}
H_{\mathrm{M}}(s) & =\frac{\left(s^{2}+4 s+5\right)\left(s^{2}+3 s+7\right)(s+5)}{\left(s^{2}+2 s+6\right)\left(s^{2}+4 s+9\right)(s+2)} \\
H_{\mathrm{AP}}(s) & =\frac{\left(s^{2}-3 s+7\right)(s-5)}{\left(s^{2}+3 s+7\right)(s+5)}
\end{aligned}
$$

### 1.8 Introduction to the Design Process

The design of filters starts with a set of specifications and ends with the implementation of a prototype. It comprises four general steps, as follows:

1. Approximation
2. Realization
3. Study of imperfections
4. Implementation

### 1.8.1 The Approximation Step

The approximation step is the process of generating a transfer function that satisfies the desired specifications, which may concern the amplitude, phase, and possibly the time-domain response of the filter.

The available methods for the solution of the approximation problem can be classified as closed-form or iterative. In closed-form methods, the problem is solved through a small number of design steps using a set of closed-form formulas or transformations. In iterative methods, an initial solution is assumed and, through the application of optimization methods, a series of progressively improved solutions are obtained until some design criterion is satisfied. Closed-form solutions are very precise and entail a minimal amount of computation. However, the available solutions are useful in applications where the loss characteristic is required to be piecewise constant to within some prescribed tolerances. Iterative methods, on the other hand, entail a considerable amount of computation but can be used to design filters
with arbitrary amplitude and phase response characteristics (see Ref. [1, Chapter 14]) for the application of these methods for the design of digital filters). Some classical closed-form solutions are the so-called Butterworth, Chebyshev, and elliptic* approximations to be described in Chapter 2 by A.M. Davis.

In general, the designer is interested in simple and reliable approximation methods that yield precise designs with the minimum amount of computation.

### 1.8.2 The Realization Step

The synthesis of a filter is the process of converting some characterization of the filter into a network. The process of converting the transfer function into a network is said to be the realization step and the network obtained is sometimes called the realization.

The realization of a transfer function can be accomplished by expressing it in some form that allows the identification of an interconnection of elemental filter subnetworks and/or elements. Many realization methods have been proposed in the past that lead to structures of varying complexity and properties. In general, the designer is interested in realizations that are economical in terms of the number of elements, do not require expensive components, and are not seriously affected by variations in the element values such as may be caused by variations in temperature and humidity, and drift due to element aging.

### 1.8.3 Study of Imperfections

During the approximation step, the coefficients of the transfer function are determined to a high degree of precision and the realization is obtained on the assumption that elements are ideal, i.e., capacitors are lossless, inductors are free of winding capacitances, amplifiers have infinite bandwidths, and so on. In practice, however, the filter is implemented with nonideal elements that have finite tolerances and are often nonlinear. Consequently, once a realization is obtained, sometimes referred to as a paper design, the designer must embark on the study of the effects of element imperfections. Several types of analysis are usually called for ranging from tolerance analysis, study of parasitics, time-domain analysis, sensitivity analysis, noise analysis, etc. Tight tolerances result in high-precision filters but the cost per unit would be high. Hence the designer is obliged to determine the highest tolerance that can be tolerated without violating the specifications of the filter throughout its working life. Sensitivity analysis is a related study that will ascertain the degree of dependence of a filter parameter, e.g., the dependence of the amplitude response on a specific element. If the loss characteristic of a filter is not very sensitive to certain capacitance, then the designer would be able to use a less precise and cheaper capacitor, which would, of course, decrease the cost of the unit.

### 1.8.4 Implementation

Once the filter is thoroughly analyzed and found to meet the desired specifications under ideal conditions, a prototype is constructed and tested. Decisions to be made involve the type of components and packaging, and the methods are to be used for the manufacture, testing, and tuning of the filter. Problems may often surface at the implementation stage that may call for one or more modifications in the paper design. Then the realization and possibly the approximation may have to be redone.

[^7]
### 1.9 Introduction to Realization

Realization tends to depend heavily on the type of filter required. The realization of passive $R L C$ filters differs quite significantly from that of active filters which, in turn, is entirely different from the realization of microwave filters.

### 1.9.1 Passive Filters

Passive RLC filters have been the mainstay of communications since the 1920s and, furthermore, they continue to be of considerable importance today for frequencies in the $100-500 \mathrm{kHz}$ range.

The realization of passive $R L C$ filters has received considerable attention through the years and it is, as a consequence, highly developed and sophisticated. It can be accomplished by using available filterdesign packages such as FILSYN [5] and FILTOR [6]. In addition, several filter-design handbooks and published design tables are available [7-10].

The realization of passive $R L C$ filters starts with a resistively terminated $L C$ two-port network such as that in Figure 1.8. Then through one of several approaches, the transfer function is used to generate expressions for the $z$ or $y$ parameters of the $L C$ two-port. The realization of the $L C$ two-port is achieved by realizing the $z$ or $y$ parameters. The realization of passive filters is considered in Section I.

### 1.9.2 Active Filters

Since the reactance of an inductor is $\omega L$, increased inductance values are required to achieve reasonable reactance values at low frequencies. For example, an inductance of 1 mH which will present a reactance of $6.28 \mathrm{k} \Omega$ at 1 MHz will present only $0.628 \Omega$ at 100 Hz . Thus, as the frequency range of interest is reduced, the inductance values must be increased if a specified impedance level is to be maintained. This can be done by increasing the number of turns on the inductor coil and to some extent by using ferromagnetic cores of high permeability. Increasing the number of turns increases the resistance, the size, and the cost of the inductor. The resistance is increased because the length of the wire is increased $[R=(\rho \times$ length $) /$ Area $]$, and hence the $Q$ factor is reduced. The cost goes up because the cost of materials as well as the cost of labor go up, since an inductor must be individually wound. For these reasons, inductors are generally incompatible with miniaturization or microcircuit implementation.

The preceding physical problem has led to the invention and development of a class of inductorless filters known collectively as active filters. Sensitivity considerations, which will be examined in Chapter 4 by I. Filanovsky, have led to two basic approaches to the design of active filters. In one approach, the active filter is obtained by simulating the inductances in a passive RLC filter or by realizing a signal flow graph of the passive RLC filter. In another approach, the active filter is obtained by cascading a number of low-order filter sections of some type, as depicted in Figure 1.9a where $Z_{o 0}$ is the output impedance of the signal source.


FIGURE 1.8 Passive RLC filter.

(b)

FIGURE 1.9 (a) Cascade realization and (b) Thévenin equivalent circuit of filter section.

Each filter section is made up of an interconnection of resistors, capacitors, and active elements, and by Thévenin's theorem, it can be represented by its input impedance, open-circuit voltage transfer function, and output impedance as shown in Figure 1.9b. The voltage transfer function of the configuration is given by

$$
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}
$$

and since the input voltage of section $k$ is equal to the output voltage of section $k-1$, i.e., $V_{\mathrm{i} k}=V_{\mathrm{o}(k-1)}$ for $k=2,3, \ldots, K$, and $V_{\mathrm{o}}=V_{\mathrm{o} K}$ we can write

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{V_{\mathrm{i} 1}}{V_{\mathrm{i}}} \times \frac{V_{\mathrm{o} 1}}{V_{\mathrm{i} 1}} \times \frac{V_{\mathrm{o} 2}}{V_{\mathrm{i} 2}} \times \cdots \times \frac{V_{\mathrm{o} K}}{V_{\mathrm{i} K}} \tag{1.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{V_{\mathrm{il}}}{V_{\mathrm{i}}}=\frac{Z_{\mathrm{il}}}{Z_{\mathrm{o} 0}+Z_{\mathrm{i} 1}} \tag{1.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{V_{\mathrm{ok}}}{V_{\mathrm{i} k}}=\frac{Z_{\mathrm{i}(k+1)}}{Z_{\mathrm{o} k}+Z_{\mathrm{i}(k+1)}} H_{k}(s) \tag{1.25}
\end{equation*}
$$

is the transfer function of the $k$ th section. From Equations 1.23 through 1.25 , we obtain

$$
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{Z_{\mathrm{i} 1}}{Z_{\mathrm{o} 0}+Z_{\mathrm{i} 1}} \prod_{k=1}^{K} \frac{Z_{\mathrm{i}(k+1)}}{Z_{\mathrm{o} k}+Z_{\mathrm{i}(k+1)}} H_{k}(s)
$$

Now if

$$
\left|Z_{\mathrm{ik}}\right| \gg\left|Z_{\mathrm{o}(k-1)}\right|
$$



FIGURE 1.10 First-order $R C$ network.
for $k=1,2, \ldots, K$, then the loading effect produced by section $k+1$ on section $k$ can be neglected and hence

$$
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\prod_{k-1}^{K} H_{k}(s)
$$

Evidently, a highly desirable property in active filter sections is that the magnitude of the input impedance be large and/or that of the output impedance be small since in such a case the transfer function of the cascade structure is equal to the product of the transfer functions of the individual sections.

An arbitrary Nth-order transfer function obtained by using the Butterworth, Bessel, Chebyshev, inverse-Chebyshev, or elliptic approximation can be expressed as

$$
H(s)=H_{0}(s) \prod_{k=1}^{K} \frac{a_{2 k} s^{2}+a_{1 k} s+a_{0 k}}{s^{2}+b_{1 k} s+b_{0 k}}
$$

where

$$
H_{0}(s)= \begin{cases}\frac{a_{10} s+a_{00}}{b_{10} s+b_{00}} & \text { for odd } N \\ 1 & \text { for even } N\end{cases}
$$

The first-order transfer function $H_{0}(s)$ for the case of an odd-order can be readily realized using the $R C$ network of Figure 1.10.

### 1.9.3 Biquads

From the above analysis, we note that all we need to be able to realize an arbitrary transfer function is a circuit that realizes the biquadratic transfer function

$$
\begin{equation*}
H_{\mathrm{BQ}}(s)=\frac{a_{2} s^{2}+a_{1} s+a_{0}}{s^{2}+b_{1} s+b_{0}}=\frac{a_{2}\left(s+z_{1}\right)\left(s+z_{2}\right)}{\left(s+p_{1}\right)\left(s+p_{2}\right)} \tag{1.26}
\end{equation*}
$$

where zeros and poles occur in complex conjugate pairs, i.e., $z_{2}=z_{1}{ }^{*}$ and $p_{2}=p_{1}{ }^{*}$. Such a circuit is commonly referred to as a biquad.

After some manipulation, the transfer function in Equation 1.26 can be expressed as

$$
\begin{aligned}
H_{\mathrm{BQ}}(s) & =K \frac{s^{2}+\left(2 \operatorname{Re} z_{1}\right) s+\left(\operatorname{Re} z_{1}\right)^{2}+\left(\operatorname{Im} z_{1}\right)^{2}}{s^{2}+\left(2 \operatorname{Re} p_{1}\right) s+\left(\operatorname{Re} p_{1}\right)^{2}+\left(\operatorname{Im} p_{1}\right)^{2}} \\
& =K \frac{s^{2}+\left(\omega_{z} / Q_{z}\right) s+\omega_{\mathrm{z}}^{2}}{s^{2}+\left(\omega_{p} / Q_{p}\right) s+\omega_{\mathrm{p}}^{2}}
\end{aligned}
$$

where
$K=a_{2}$
$\omega_{\mathrm{z}}$ and $\omega_{\mathrm{p}}$ are the zero and pole frequencies, respectively
$Q_{\mathrm{z}}$ and $Q_{\mathrm{p}}$ are the zero and pole quality factors (or $Q$ factors for short), respectively
The formulas for the various parameters are as follows:

$$
\begin{aligned}
\omega_{\mathrm{z}} & =\sqrt{\left(\operatorname{Re} z_{1}\right)^{2}+\left(\operatorname{Im} z_{1}\right)^{2}} \\
\omega_{\mathrm{p}} & =\sqrt{\left(\operatorname{Re} p_{1}\right)^{2}+\left(\operatorname{Im} p_{1}\right)^{2}} \\
Q_{\mathrm{z}} & =\frac{\omega_{\mathrm{z}}}{2 \operatorname{Re} z_{1}} \\
Q_{\mathrm{p}} & =\frac{\omega_{\mathrm{p}}}{2 \operatorname{Re} p_{1}}
\end{aligned}
$$

The zero and pole frequencies are approximately equal to the frequencies of minimum gain and maximum gain, respectively. The zero and pole $Q$ factors have to do with the selectivity of the filter. A high zero $Q$ factor results in a deep notch in the amplitude response, whereas a high pole $Q$ factor results in a very peaky amplitude response.
The dc gain and the gain as $\omega \rightarrow \infty$ in decibels are given by

$$
M_{0}=20 \log \left|H_{\mathrm{BQ}}(0)\right|=20 \log \left(K \frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}\right)
$$

and

$$
M_{\infty}=20 \log \left|H_{\mathrm{BQ}}(j \infty)\right|=20 \log K
$$

respectively.

### 1.9.4 Types of Basic Filter Sections

Depending on the values of the transfer function coefficients, five basic types of filter sections can be identified, namely, low-pass, high-pass, bandpass, notch (sometimes referred to as bandreject), and allpass. These sections can serve as building blocks for the design of filters that can satisfy arbitrary specifications. They are actually sufficient for the design of all the standard types of filters, namely, Butterworth, Chebyshev, inverse-Chebyshev, and elliptic filters.

### 1.9.4.1 Low-Pass Section

In a low-pass section, we have $a_{2}=a_{1}=0$ and $a_{0}=K \omega_{\mathrm{p}}^{2}$. Hence, the transfer function assumes the form

$$
H_{\mathrm{LP}}(s)=\frac{a_{0}}{s^{2}+b_{1} s+b_{0}}=\frac{K \omega_{\mathrm{p}}^{2}}{s^{2}+\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right) s+\omega_{\mathrm{p}}^{2}}
$$

### 1.9.4.2 High-Pass Section

In a high-pass section, we have $a_{2}=K$ and $a_{1}=a_{0}=0$. Hence, the transfer function assumes the form

$$
H_{\mathrm{HP}}(s)=\frac{a_{2} s^{2}}{s^{2}+b_{1} s+b_{0}}=\frac{K s^{2}}{s^{2}+\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right) s+\omega_{\mathrm{p}}^{2}}
$$

(see Figure 1.11b)

### 1.9.4.3 Bandpass Section

In a bandpass section, we have $a_{1}=K \omega_{\mathrm{p}} / Q_{\mathrm{p}}$ and $a_{2}=a_{0}=0$. Hence the transfer function assumes the form

$$
H_{\mathrm{BP}}(s)=\frac{a_{1} s}{s^{2}+b_{1} s+b_{0}}=\frac{K\left(\omega_{p} / Q_{\mathrm{p}}\right) s}{s^{2}+\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right)+\omega_{\mathrm{p}}^{2}}
$$

(see Figure 1.11c)







FIGURE 1.11 Basic second-order filter sections: (a) low-pass, (b) high-pass, (c) bandpass,


FIGURE 1.11 (continued) (d) notch, and (e) allpass.

### 1.9.4.4 Notch Section

In a notch section, we have $a_{2}=K, a_{1}=0$, and $a_{0}=K \omega_{\mathrm{p}}^{2}$. Hence, the transfer function assumes the form

$$
H_{\mathrm{N}}(s)=\frac{a_{2} s^{2}+a_{0}}{s^{2}+b_{1} s+b_{0}}=\frac{K\left(s^{2}+\omega_{\mathrm{z}}^{2}\right)}{s^{2}+\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right) s+\omega_{\mathrm{p}}^{2}}
$$

(see Figure 1.11d)

### 1.9.4.5 Allpass Section

In an allpass section, we have $a_{2}=K, a_{1}=-K \mathrm{w}_{\mathrm{p}} / Q_{\mathrm{p}}$, and $a_{0}=K \omega_{\mathrm{p}}^{2}$. Hence the transfer function assumes the form

$$
H_{\mathrm{AP}}(s)=\frac{a_{2} s^{2}+a_{1} s+a_{0}}{s^{2}+b_{1} s+b_{0}}=\frac{K\left[s^{2}-\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right) s+\omega_{\mathrm{p}}^{2}\right]}{s^{2}+\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right) s+\omega_{\mathrm{p}}^{2}}
$$

(see Figure 1.11e)
The design of active and switched-capacitor filters is treated in some detail in Section II.
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### 2.1 Introduction

The approximation problem for filters is illustrated in Figure 2.1. A filter is often desired to produce a given slope of gain over one or more frequency intervals, to remain constant over other intervals, and to completely reject signals having frequencies contained in still other intervals. Thus, in the example shown in the figure, the desired gain is zero for very low and very high frequencies. The centerline, shown dashed, is the nominal behavior and the shaded band shows the permissible variation in the gain characteristic. Realizable circuits must always generate smooth curves and so cannot exactly meet the piecewise linear specification represented by the centerline. Thus, the realizable behavior is shown by the smooth, dark curve that lies entirely within the shaded tolerance band.

What type of frequency response function can be postulated that will meet the required specifications and, at the same time, be realizable: constructible with a specified catalog of elements? The answer depends upon the types of elements allowed. For instance, if one allows pure delays with a common delay time, summers, and scalar multipliers, a trigonometric polynomial will work; this, however, will cause the gain function to be repeated in a periodic manner. If this is permissible, one can then realize the filter in the form of an FIR digital filter or as a commensurate transmission line filter, and in fact, it can be realized in such a fashion that the resulting phase behavior is precisely linear. If one fits the required behavior with a rational trigonometric function, a function that is the ratio of two trigonometric polynomials, an economy of hardware will result. The phase, however, will unfortunately no longer be linear. These issues are discussed at greater length in Ref. [1].

Another option would be to select an ordinary polynomial in $\omega$ as the approximating function. Polynomials, however, behave badly at infinity. They approach infinity as $\omega \rightarrow \pm \infty$, a highly undesirable solution. For this reason, one must discard polynomials. A rational function of $\omega$, however, will work nicely for the ratio of two polynomials will approach zero as $\omega \rightarrow \pm \infty$ if the degree of the numerator polynomial is selected to be of lower degree than that of the denominator. Furthermore, by the Weierstrass theorem, such a function can approximate any continuous function arbitrarily closely over any closed interval of finite length [2]. Thus, one sees that the rational functions in $\omega$ offer a suitable approximation for analog filter design and, in fact, do not have the repetitive nature of the trigonometric rational functions.


FIGURE 2.1 General approximation problem.
Suppose, therefore, that the gain function is of the form

$$
\begin{equation*}
A(\omega)=\frac{N(\omega)}{D(\omega)}=\frac{a_{0}+a_{1} \omega+a_{2} \omega^{2}+\cdots+a_{r} \omega^{r}}{b_{0}+b_{1} \omega+b_{2} \omega^{2}+\cdots+b_{q} \omega^{q}} \tag{2.1}
\end{equation*}
$$

where $r \leq q$ for reasons mentioned above. Assuming that the filter to be realized is constrained to be constructable with real* elements, one must require that $A(-\omega)=A(\omega)$, that is, that the gain be an event function of frequency. But then, as it is straightforward to show, one must require that all the odd coefficients of both numerator and denominator be zero. This means that the gain is a function of $\omega^{2}$ :

$$
\begin{equation*}
A(\omega)=\frac{N\left(\omega^{2}\right)}{D\left(\omega^{2}\right)}=\frac{a_{0}+a_{1} \omega^{2}+\cdots+a_{m} \omega^{2 m}}{b_{0}+b_{1} \omega^{2}+\cdots+b_{n} \omega^{2 n}}=A\left(\omega^{-2}\right) \tag{2.2}
\end{equation*}
$$

The expression has been reindexed and the constants redefined in an obvious manner. The net result is that one must approximate the desired characteristic by the ratio of two polynomials in $\omega^{2}$; the objective is to determine the numerator and denominator coefficients to meet the stated specifications. Once this is accomplished one must compute the filter transfer function $G(s)$ in order to synthesize the filter [4,5]. Assuming that $G(s)$ is real (has real coefficients), then its complex conjugate satisfies $G^{\star}(s)=G\left(s^{*}\right)$, from which it follows that $G(s)$ is related to $A\left(\omega^{2}\right)$ by the relationship

$$
\begin{equation*}
[G(s) G(-s)]_{s=j \omega}=G(j \omega) G^{*}(j \omega)=|G(j \omega)|^{2}=A^{2}\left(\omega^{2}\right) \tag{2.3}
\end{equation*}
$$

In fact, it is more straightforward to simply cast the original approximation problem in terms of $A^{2}\left(\omega^{2}\right)$, rather than in terms of $A(\omega)$. In this case, Equation 2.2 becomes

$$
\begin{equation*}
A^{2}\left(\omega^{2}\right)=\frac{N\left(\omega^{2}\right)}{D\left(\omega^{2}\right)}=\frac{a_{0}+a_{1} \omega^{2}+\cdots+a_{m} \omega^{2 m}}{b_{0}+b_{1} \omega^{2}+\cdots+b_{n} \omega^{2 n}} \tag{2.4}
\end{equation*}
$$

Thus, one can assume that the approximation process produces $A^{2}\left(\omega^{2}\right)$ as the ratio of two real polynomials in $\omega^{2}$. Since Equation 2.3 requires the substitutions $s \rightarrow j \omega$, one also has $s^{2} \rightarrow-\omega^{2}$, and conversely. Thus, Equation 2.3 becomes

$$
\begin{equation*}
G(s) G(-s)=A^{2}\left(-s^{2}\right) \tag{2.5}
\end{equation*}
$$

Though this has been shown to hold only on the imaginary axis, it continues to hold for other complex values of $s$ as well by analytic continuation. ${ }^{\dagger}$

[^8]The problem now is to compute $G(s)$ from Equation 2.5, a process known as the factorization problem. The solution is not unique; in fact, the phase is arbitrary-subject only to certain realizability conditions. To see this, just let $G(j \omega)=A(\omega) e^{j \phi(\omega)}$, where $\phi \omega$ is an arbitrary phase function. Then, Equation 2.3 implies that

$$
\begin{equation*}
G(j \omega) G^{*}(j \omega)=A(\omega) e^{j \phi(\omega)} \cdot A(\omega) e^{-j \phi(\omega)}=A^{2}(\omega) \tag{2.6}
\end{equation*}
$$

If the resulting structure is to have the property of minimum phase [6], the phase function is determined completely by the gain function. If not, one can simply perform the factorization and accept whatever phase function results from the particular process chosen. As has been pointed out earlier in this chapter, it is often desirable that the phase be a linear function of frequency. In this case, one must follow the filter designed by the above process with a phase equalization filter, one that has constant gain and a phase characteristic that, when summed with that of the first filter, produces linear phase. As it happens, the human ear is insensitive to phase nonlinearity, so the phase is not of much importance for filters designed to operate in the audio range. For those intended for video applications, however, it is vitally important. Nonlinear phase produces, for instance, the phenomenon of multiple edges in a reproduced picture.

If completely arbitrary gain characteristics are desired, computer optimization is necessary [6]. Indeed, if phase is of great significance, computer algorithms are available for the simultaneous approximation of both gain and phase. These are complex and unwieldy to use, however, so for more modest applications the above approach relying upon gain approximation only suffices. In fact, the approach arose historically in the telephone industry in its earlier days in which voice transmission was the only concern, data and video transmission being unforeseen at the time. Furthermore, the frequency division multiplexing of voice signals was the primary concern; hence, a number of standard desired shapes of frequency response were generated: low pass, high pass, bandpass, and bandreject (or notch). Typical but stylized specification curves are shown in Figure 2.2. This figure serves to define the following parameters: the minimum passband gain $A_{\mathrm{p}}$, the maximum stopband gain $A_{\mathrm{s}}$, the passband cutoff frequency $\omega_{\mathrm{p}}$, the stopband cutoff frequency $\omega_{s}$ (the last two parameters are for low-pass and high-pass filters only), the center frequency $\omega_{\mathrm{o}}$, upper passband and stopband cutoff frequencies $\omega_{\mathrm{pu}}$ and $\omega_{\mathrm{su}}$, and lower passband and stopband cutoff frequencies $\omega_{\mathrm{pl}}$ and $\omega_{\mathrm{sl}}$ (the last four parameters are for the bandpass


FIGURE 2.2 Catalog of basic filter types: (a) low pass, (b) high pass, (c) bandpass, and (d) bandreject.
and band-reject filters only). As shown in the figure, the maximum passband gain is usually taken to be unity. In the realization process, the transfer function scale factor is often allowed to be a free parameter that is resolved in the design procedure. The resulting "flat gain" (frequency independent) difference from unity is usually considered to be of no consequence, as long as it is not too small, thus creating signal-to-noise ratio problems. There is a fifth standard type that we have not shown: the allpass filter. It has a constant gain for all frequencies, but with a phase characteristic that can be tailored to fit a standard specification in order to compensate for phase distortion. Frequency ranges where the gain is relatively large are called passbands and those where the gain is relatively small, stopbands. Those in between-where the gain is increasing or decreasing-are termed transition bands.

In order to simplify the design even more, one bases the design of all other types of filter in terms of only one: the low pass. In this case, one says that the low-pass filter is a prototype. The specifications of the desired filter type are transformed to those of an equivalent low-pass prototype, and the transfer function for this filter is determined to meet the transformed specifications. Letting the low-pass frequency be symbolized by $\Omega$ and the original by $\omega$, one sets

$$
\begin{equation*}
\Omega=f(\omega) \tag{2.7}
\end{equation*}
$$

The approximation problem is then solved in terms of $\Omega$. Letting

$$
\begin{equation*}
p=j \Omega \tag{2.8}
\end{equation*}
$$

one then has $G(p)$, the desired transfer function.
Two approaches are now possible. One is to apply the inverse transformation, letting

$$
\begin{equation*}
s=j \omega=j f^{-1}(\Omega)=j f^{-1}(p / j) \tag{2.9}
\end{equation*}
$$

thus obtaining the desired transfer function

$$
\begin{equation*}
G(s)=G(j \omega)=G\left[j f^{-1}(\Omega)\right]=G\left[j f^{-1}(p / j)\right] \tag{2.10}
\end{equation*}
$$

The other consists of designing the circuit to realize the low-pass prototype filter, then transform each of the elements from functions of $p$ to functions of $s$ by means of the complex frequency transformation

$$
\begin{equation*}
s=j \omega=j f^{-1}(\Omega)=j f^{-1}(p / j) \tag{2.11}
\end{equation*}
$$

As it happens, the transformation $p=f(s)$ has a special form. It can be shown that if $f$ is real for real values of $s$, thereby having real parameters, and maps the imaginary axis of the $p$ plane into the imaginary axis of the $s$ plane then it must be an odd function; furthermore, if it is to map positive real rational functions into those of like kind (necessary for realizability with $R, L$, and $C$ elements, as well as possibly ideal transformers*), it must be a reactance function. (See Ref. [7] for details.) Since it is always desirable from an economic standpoint to design filters of minimum order, it is desirable that the transformation be of the smallest possible degree. As a result, the following transformations are used:

$$
\begin{align*}
& (\mathrm{lpp} \leftrightarrow \mathrm{lp}) \quad p=k s  \tag{2.12}\\
& (\mathrm{lpp} \leftrightarrow \mathrm{hp}) \quad p=\frac{k}{s} \tag{2.13}
\end{align*}
$$

[^9]\[

$$
\begin{align*}
& (\mathrm{lpp} \leftrightarrow \mathrm{bp}) \quad p=\frac{s^{2}+\omega_{\mathrm{o}}^{2}}{B s}  \tag{2.14}\\
& (\mathrm{lpp} \leftrightarrow \mathrm{br}) \quad p=\frac{B s}{s^{2}+\omega_{\mathrm{o}}^{2}} \tag{2.15}
\end{align*}
$$
\]

where the parameters $k, B$, and $\omega_{\mathrm{o}}$ are real constants to be determined by the particular set of specifications. We have used the standard abbreviations of lpp for low-pass prototype, lp for low pass, hp for high pass, bp for bandpass, and br for bandreject. Often the letter $f$ is added; for example, one might use the acronym brf for bandreject filter. The reason for including the transformation in Equation 2.12 is to allow standardization of the lpp. For instance, one can transform from an lpp with, say, a passband cutoff frequency of $1 \mathrm{rad} / \mathrm{s}$ to a low-pass filter with a passband cutoff of perhaps 1 kHz .

As a simple example, suppose a bandreject filter were being designed and that the result of the approximation process were

$$
\begin{equation*}
H(p)=\frac{1}{p+1} \tag{2.16}
\end{equation*}
$$

Then the br transfer function would be

$$
\begin{equation*}
H(s)=[H(p)]_{p=\left[B s /\left(s^{2}+\omega_{\mathrm{o}}^{2}\right)\right]}=\frac{1}{\frac{B s}{s^{2}+\omega_{\mathrm{o}}^{2}}+1}=\frac{s^{2}+\omega_{\mathrm{o}}^{2}}{s^{2}+B s+\omega_{\mathrm{o}}^{2}} \tag{2.17}
\end{equation*}
$$

(The parameters $\omega_{\mathrm{o}}$ and $B$ would be determined by the bandreject specifications.) As one can readily see, a first-order lpp is transformed into a second-order brf. In general, for bandpass and bandreject design, the object transfer function is of twice the order of the lpp. Since the example is so simple, it can readily be seen that the circuit in Figure 2.3 realizes the lpp voltage gain function in Equation 2.16. If one applies the transformation in Equation 2.15 the $1-\Omega$ resistor maps into a $1-\Omega$ resistor, but the 1 F capacitor maps into a combination of elements having the admittance

$$
\begin{equation*}
Y(p)=p=\frac{1}{\frac{s}{B}+\frac{\omega_{o}^{2}}{B s}} \tag{2.18}
\end{equation*}
$$

But this is simply the series connection of a capacitor of value $B / \omega_{\mathrm{o}}^{2}$ farads and anductor of value $1 / B$ henrys. The resulting bandreject filter is shown in Figure. 2.4.

The only remaining "loose end" is the determination of the constant(s) in the appropriate transformation equation selected appropriately from Equations 2.12 through 2.15 . This will be done here for the


FIGURE 2.3 Low-pass prototype.


FIGURE 2.4 Resulting bandreject filter.
$\operatorname{lpp} \times \mathrm{bp}$ transformation (Equation 2.14). It is typical, and the reader should have no difficulty working out the other cases. Substituting $p=j \Omega$ and $s=j \omega$ in Equation 2.14, one gets

$$
\begin{equation*}
j \Omega=\frac{-\omega^{2}+\omega_{0}^{2}}{j B \omega} \tag{2.19}
\end{equation*}
$$

or

$$
\begin{equation*}
\Omega=\frac{\omega^{2}-\omega_{o}^{2}}{B \omega}=\frac{\omega}{B}-\frac{\omega_{0}^{2}}{B \omega} \tag{2.20}
\end{equation*}
$$

This clearly shows that $\omega= \pm \omega_{\mathrm{o}}$ maps into $\Omega=0$ and $\omega= \pm \infty$ into $\Omega= \pm \infty$. However, as $\omega \rightarrow 0+$, $\Omega \rightarrow-\infty$ and as $\omega \rightarrow 0-, \Omega \rightarrow+\infty$. Of perhaps more interest is the inverse transformation. Solving Equation 2.20 for $\omega$ in terms of $\Omega$, one finds that*

$$
\begin{equation*}
\omega=\frac{B \Omega}{2}+\sqrt{\left[\frac{B \Omega}{2}\right]+\omega_{\mathrm{o}}^{2}} \tag{2.21}
\end{equation*}
$$

Now, consider pairs of values of $\Omega$, of which one is the negative of the other. Letting $\omega_{+}$be the image of $\Omega$ with $\Omega>0$ and $\omega_{-}$be the image of $-\Omega$, one has

$$
\begin{equation*}
\omega_{+}=\frac{B \Omega}{2}+\sqrt{\left[\frac{B \Omega}{2}\right]+\omega_{\mathrm{o}}^{2}} \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{-}=\frac{-B \Omega}{2}+\sqrt{\left[\frac{B \Omega}{2}\right]+\omega_{\mathrm{o}}^{2}} \tag{2.23}
\end{equation*}
$$

Subtracting, one obtains

$$
\begin{gather*}
\omega_{+}-\omega_{-}=B \Omega  \tag{2.24}\\
\omega_{+} \omega_{-}=\omega_{\mathrm{o}}^{2} \tag{2.25}
\end{gather*}
$$

Thus, the geometric mean of $\omega_{+}$and $\omega_{-}$is the parameter $\omega_{o}$; furthermore, the lpp frequencies $\Omega=1 \mathrm{rad} / \mathrm{s}$ map into points whose difference is the parameter $B$. Recalling that $A(\Omega)$ has to be an even function of $\Omega$, one sees that the gain magnitudes at these two points must be identical. If the lpp is designed so that $\Omega=1 \mathrm{rad} / \mathrm{s}$ is the "bandwidth" (single-sided), then the object bpf will have a (two-sided) bandwidth of $B \mathrm{rad} / \mathrm{s}$.

An example should clarify things. Figure 2.5 shows a set of bandpass filter gain specifications. Some slight generality has been allowed over those shown in Figure 2.2 by allowing the maximum stopband gains to be different in the two stopbands.

The graph is semilog: the vertical axis is linear with a dB scale and the horizontal axis is a log scale (base 10). The -0.1 dB minimum passband gain, by the way, is called the passband ripple because actual
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FIGURE 2.5 Bandpass filter specifications.


FIGURE 2.6 Bandpass filter specifications.
realized response is permitted to "ripple" back and forth between 0 and -0.1 dB . Notice that the frequency has been specified in terms of kilohertz-often a practical unit. Equation 2.20, however, can be normalized to any unit without affecting $\Omega$. Thus, by normalizing $\omega$ to $2 \pi \times 10^{3}$, one can substitute $f$ in kilohertz for $\omega$; the parameters $\omega_{\mathrm{o}}$ (replaced of $f_{\mathrm{o}}$ symbolically) and $B$ will then be in kilohertz also.

Now, notice that $5 \times 20=100 \neq 4 \times 27=108$, so the specifications are not geometrically symmetric relative to any frequency. Somewhat arbitrarily choosing $f_{0}=\sqrt{5 \times 20}=10 \mathrm{kHz}$, one can force the specifications to have geometric symmetry by the following device: simply reduce the upper stopband cutoff frequency from 27 to 25 kHz . Then force the two stopband attenuations to be identical by decreasing the -30 dB lower stopband figure to -40 dB . This results in the modified specifications shown in Figure 2.6. If one chooses to map the upper and lower passband cutoff frequencies to $\Omega=1 \mathrm{rad} / \mathrm{s}$ (a quite typical choice, as many filter design catalogs are tabulated under this assumption), one then has

$$
\begin{equation*}
B=20-5=15 \mathrm{kHz} \tag{2.26}
\end{equation*}
$$

This fixes the parameters in the transformation and the lpp stopband frequency can be determined from Equation 2.20:


FIGURE 2.7 Bandpass filter specifications.

$$
\begin{equation*}
\Omega_{s}=\frac{25^{2}-10^{2}}{15 \times 25}=\frac{25}{15}-\frac{100}{375}=1.498 \mathrm{rad} / \mathrm{s} \tag{2.27}
\end{equation*}
$$

The lpp specifications then assume the form shown in Figure 2.7. Once the lpp approximation problem is solved, one can then transform either the derived transfer function or the synthesized circuit back up to bandpass form since the parameters of the transformation are known.

### 2.2 Butterworth LPP Approximation

For performing lpp approximations, it is more convenient to work with the characteristic function $k(\omega)$ than with the gain function. It is defined by the equation

$$
\begin{equation*}
A^{2}(\omega)=\frac{1}{1+K^{2}(\omega)} \tag{2.28}
\end{equation*}
$$

Although $\Omega$ was used in Section 2.1 to denote lpp frequency, the lower case $\omega$ is used here and throughout the remainder of the section. No confusion should result because frequency will henceforth always mean lpp frequency. The main advantage in using the characteristic function is simply that it approximates zero over any frequency interval for which the gain function approximates unity. Further, it becomes infinitely large when the gain becomes zero. These ideas are illustrated in Figure 2.8. Notice that $K(\omega)$ can be either positive or negative in the passband for it is squared in the defining equation. The basic problem in lpp filter approximation is therefore to find a characteristic function that approximates zero in the passband, approximates infinity in the stopband, and makes the transition from one to the other rapidly. Ideally, it would be exactly zero in the passband, then become abruptly infinity for frequencies in the stopband.

The $n$ th-order Butterworth approximation is defined by

$$
\begin{equation*}
K(\omega)=\omega^{n} \tag{2.29}
\end{equation*}
$$

This characteristic function is sketched in Figure 2.9 for two values of $n$-one small and the other large. As is easily seen, the larger order provides a better approximation to the idea "brick wall" lpp response. Notice, however, that $K(1)=1$ regardless of the order; hence $A(1)=0.5(-3 \mathrm{~dB})$ regardless of the order.

It is conventional to define the loss function $H(s)$ to be reciprocal of the gain function:

$$
\begin{equation*}
H(s)=\frac{1}{G(s)} \tag{2.30}
\end{equation*}
$$

Letting $s=j \omega$ and applying Equation 2.28 results in

$$
\begin{equation*}
|H(j \omega)|^{2}-K^{2}(\omega)=1 \tag{2.31}
\end{equation*}
$$



FIGURE 2.8 Filter specifications in terms of the characteristic function: (a) gain and (b) characteristic function.


FIGURE 2.9 Butterworth characteristic function.
which is one form of Feldtkeller's equation, a fundamental equation in the study of filters. The loss approximates unity wherever the characteristic function approximates zero and infinity when the latter approximates infinity.

The loss function can be used to illustrate a striking property of the Butterworth approximation. Taking the $k$ th derivative of Equation 2.31, one has

$$
\begin{equation*}
\frac{\mathrm{d}^{k}|H(j \omega)|^{2}}{\mathrm{~d} \omega^{k}}=\frac{\mathrm{d}^{k} K^{2}(\omega)}{\mathrm{d} \omega^{k}}=\frac{\mathrm{d}^{k} \omega^{2 n}}{\mathrm{~d} \omega^{k}}=\frac{(2 n)!}{k!} \omega^{2 n-k} \tag{2.32}
\end{equation*}
$$

This has the value zero at $\omega=0$ for $k \leq 2 n-1$. It is the unique polynomial having this property among the set of all monic* polynomials of order $2 n$ or lower having the value zero at the origin. But this means that the square of the Butterworth characteristic function $K(\omega)$ is the flattest of all such polynomials at $\omega=0$. Since adding one to $K^{2}(\omega)$ produces the loss function $|H(j \omega)|^{2}$, the same is true of it relative to the set of all loss functions having the value unity at the origin. For this reason, the Butterworth approximation is often called the maximally flat magnitude (or MFM) approximation.

The passband ripple parameter $A_{\mathrm{p}}$ is always $1 / \sqrt{2}$ for a Butterworth lpp; note that if a different ripple parameter is desired, one must treat the corresponding filter as a general low-pass filter, then apply Equation 3.8 of this book. The value of the parameter in that frequency transformation is determined by the requirement that the frequency at which the desired filter assumes the value $1 / \sqrt{2}$ map into a lpp passband frequency of $1 \mathrm{rad} / \mathrm{s}$. The required order is determined from the equation

$$
\begin{equation*}
\frac{1}{\sqrt{1+\omega_{\mathrm{s}}^{2 n}}} \leq A_{\mathrm{s}} \tag{2.33}
\end{equation*}
$$

or, rearranged,

$$
\begin{equation*}
n \geq \frac{\log \left[\frac{1}{A_{\mathrm{s}}^{2}}-1\right]}{2 \log \left(\omega_{\mathrm{s}}\right)} \tag{2.34}
\end{equation*}
$$

The value of $n$ is, of course, chosen to be the smallest integer greater than the expression on the righthand side of Equation 2.34.

[^11]Since only one parameter is in the Butterworth approximation, Equation 2.34 completely determines $A(\omega)$. That is, the MFM is a one-parameter approximation. The only remaining item of concern is the determination of $G(s)$, for synthesis of the actual filter requires knowledge of the transfer function. As was pointed out in Section 2.1, this is the factorization problem. In general, the solution is given by Equation 2.5, repeated here for convenience as Equation 2.35:

$$
\begin{equation*}
G(s) G(-s)=A^{2}\left(-s^{2}\right) \tag{2.35}
\end{equation*}
$$

In the present case, we have

$$
\begin{equation*}
G(s) G(-s)=\frac{1}{1+\left(-s^{2}\right)^{n}}=\frac{1}{1+(-1)^{n} s^{2 n}} \tag{2.36}
\end{equation*}
$$

How does one find $G(s)$ from this equation? The solution merely lies in applying the restriction that the resulting filter is to be stable. This means that the poles of $G(s) G(-s)$ that lie in the right-half plane must be discarded and the remaining ones assigned to $G(s)$. In this connection, observe that any poles on the imaginary axis must be off even multiplicity since $G(s) G(-s)$ is an even function (or, equivalently, since $A^{2}\left(\omega^{2}\right)=|G(j \omega)|^{2}$ is nonnegative). Furthermore, any even-order poles of $G(s) G(-s)$ on the imaginary axis could only result from one or more poles of $G(s)$, itself, at the same location. But such a $G(s)$ represents a filter that is undesirable because, at best, it is only marginally stable. As will be shown, this situation does not occur for Butterworth filters.

The problem now is merely to find all the poles of $G(s) G(-s)$, then to sort them. These poles are located at the zeros of the denominator in Equation 2.36. Thus, one must solve

$$
\begin{equation*}
1+\left(-s^{2}\right)^{n}=0 \tag{2.37}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
s^{2 n}=(-1)^{n-1} \tag{2.38}
\end{equation*}
$$

Representing $s$ in polar coordinates by

$$
\begin{equation*}
s=\rho e^{j \phi} \tag{2.39}
\end{equation*}
$$

one can write Equation 2.38 in the form

$$
\begin{equation*}
\rho^{2 n} e^{j 2 n \phi}=e^{j(n-1) \pi} \tag{2.40}
\end{equation*}
$$

This has the solution

$$
\begin{equation*}
\rho=1 \tag{2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi=\frac{\pi}{2}+(2 k-1) \frac{\pi}{2 n} \tag{2.42}
\end{equation*}
$$

where $k$ is any integer. Of course, only those values of $\phi$ between 0 and $2 \pi$ rad are to be considered unique.

As an example, suppose that $n=2$; that is, one is interested in determining the transfer function of a second-order Butterworth filter. Then the unique values of $\phi$ determined from Equation 2.42 are $\pi / 4,3 \pi / 4,5 \pi / 4$, and $7 \pi / 4$. All other values are simply these four with integer multiples of $2 \pi$ added. The last two represent poles in the right-half plane, so are simply discarded. The other two correspond to poles at $s=-0.707 \pm j 0.707$. Letting $D(s)$ be the numerator polynomial of $G(s)$, then, one has

$$
\begin{equation*}
D(s)=s^{2}+\sqrt{2} s+1 \tag{2.43}
\end{equation*}
$$

The poles of $G(s) G(-s)$ are sketched in Figure 2.10. Notice that if one assigns the left-half plane poles to $G(s)$, then those in the right-half plane will be those of $G(-s)$.

Perhaps another relatively simple example is in order. To this end, consider the third-order Butterworth transfer function $n=3$. In this case, the polar angles of the poles of $G(s)$ are at $\pi / 3,2 \pi / 3, \pi, 4 \pi / 3$, $5 \pi / 3$, and $2 \pi$. This pole pattern is shown in Figure 2.11. The denominator polynomial corresponds to those in the left-half plane. It is

$$
\begin{equation*}
D(s)=(s+1)\left(s^{2}+s+1\right)=s^{3}+2 s^{2}+2 s+1 \tag{2.44}
\end{equation*}
$$

The pattern for the general $n$th order case is similar-all the poles of $G(s) G(-s)$ lie on the unit circle and are equally spaced at intervals of $\pi / n$ radians, but are offset by $\pi / 2$ radians relative to the positive real axis. A little thought will convince one that this means that no poles ever fall on the imaginary axis.

The factorization procedure determines the denominator polynomial in $G(s)$. But what about the numerator? Since the characteristic function is a polynomial, it is clear that $G(j \omega)$, and hence $G(s)$ itself, will have a constant numerator. For this reason, the Butterworth approximation is referred to as an all-pole filter. Sometimes it is also called a polynomial filter, referring to the fact that the characteristic function is a polynomial. As was mentioned earlier, the constant is usually allowed to float freely in the synthesis process and is determined only at the conclusion of the design process. However, more can be said. Writing

$$
\begin{equation*}
G(s)=\frac{a}{D(s)} \tag{2.45}
\end{equation*}
$$

one can apply Equation 2.36 to show that $a^{2}=1$, provided that $|G(0)|$ is to be one, as is the case for the normalized lpp. This implies that

$$
\begin{equation*}
a= \pm 1 \tag{2.46}
\end{equation*}
$$

If a passive unbalanced (grounded) filter is desired the positive sign must be chosen. Otherwise, one can opt for either.


FIGURE 2.10 Poles of the second-order Butterworth transfer function.


FIGURE 2.11 Poles of the third-order Butterworth transfer function.

### 2.3 Chebyshev LPP Approximation

The main advantage of the Butterworth approximation is that it is simple. It does not, however, draw upon the maximum approximating power of polynomials. In fact, a classical problem in mathematics is to approximate a given continuous function on a closed bounded interval with a polynomial of a specified maximum degree. One can choose to define the error of approximation in many ways, but the so-called minimax criterion seems to be the most suitable for filter design. It is the minimum value, computed over all polynomials of a specified maximum degree, of the maximum difference between the polynomial values and those of the specified function. This is illustrated in Figure 2.12. The minimax error in this case occurs at $\omega_{x}$. It is the largest value of the magnitude of the difference between the function values $f(\omega)$ and those of a given candidate polynomial $p_{n}(\omega)$. The polynomial of best fit is the one for which this value is the smallest.

The basic lpp approximation problem is to pick the characteristic function to be that polynomial of a specified maximum degree no more than, say, $n$, which gives the smallest maximum error of approximation to the constant value 0 over the interval $0 \leq \omega \leq 1$ (arbitrarily assuming that the passband cutoff is to be $1 \mathrm{rad} / \mathrm{s}$ ). In this special case, the solution is known in closed form: it is the Chebyshev ${ }^{\star}$ polynomial of degree $n$. Then, $K(\omega)$ is polynomial $\varepsilon T_{n}(\omega)$, where

$$
\begin{equation*}
T_{n}(\omega)=\cos \left[n \cos ^{-1}(\omega)\right] \tag{2.47}
\end{equation*}
$$

and $\varepsilon$ is the minimax error (a constant).
It is perhaps not clear that $T_{n}(\omega)$ is actually a polynomial; however, upon computing the first few by applying simple trigonometric identities one has the results shown in Table 2.1. In fact, again by calling upon simple trigonometric identities, one can derive the general recurrence relation


FIGURE 2.12 Minimax error criterion.

TABLE 2.1 Chebyshev Polynomial
of Degree $n$

| $n$ | $T_{n}(\omega)$ |
| :--- | :--- |
| 0 | 1 |
| 1 | $\omega$ |
| 2 | $2 \omega^{2}-1$ |
| 3 | $4 \omega^{3}-3 \omega$ |
| 4 | $8 \omega^{4}-8 \omega^{2}+1$ |
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FIGURE 2.13 Behavior of the Chebyshev polynomials.

$$
\begin{equation*}
T_{n}(\omega)=2 \omega T_{n-1}(\omega)-T_{n-2}(\omega) ; \quad n \geq 2 \tag{2.48}
\end{equation*}
$$

The Chebyshev polynomials have an enormous number of interesting properties and to explore them all would require a complete monograph. Among those of the most interest for filtering applications, however, are these. First, from the recursion relationship (Equation 2.48) one can see that $T_{n}(\omega)$ is indeed a polynomial of order $n$; furthermore, its leading coefficient is $2^{n-1}$. If $n$ is even, $T_{n}(\omega)$ is an even polynomial in $\omega$ and if $n$ is odd, $T_{n}(\omega)$ is an odd polynomial. The basic definition in Equation 2.47 clearly shows that the extreme values of $T_{n}(\omega)$ over the interval $0 \leq \omega \leq 1$ are $\pm 1$. Some insight into the behavior of the Chebyshev polynomials can be obtained by making the transformation $\phi=\cos ^{-1}(\omega)$. Then, $T_{n}(\phi)=\cos (n \phi)$, a trigonometric function that is quite well known. The behavior of $T_{15}$, for example, is shown in Figure 2.13. The basic idea is this: the Chebyshev polynomial of $n$th order is merely a cosine of "frequency" $n / 4$, which "starts" at $\omega=1$ and "runs backward" to $\omega=0$. Thus, it is always 1 at $\omega=1$ and as $\omega$ goes from $1 \mathrm{rad} / \mathrm{s}$ to $0 \mathrm{rad} / \mathrm{s}$ backward, it goes through $n$ quarter-periods (or $n / 4$ full periods). Thus, at $\omega=0$ the value of this polynomial will be either 0 or $\pm 1$, depending upon the specific value of $n$. If $n$ is even, an integral number of half-periods will have been described and the resulting value will be $\pm 1$; if $n$ is odd, an integral number of half-periods plus a quarter-period will have been described and the value will be zero.

Based on the foregoing theory, one sees that the best approximation to the ideal lpp characteristic over the passband is, for a given passband tolerance, $\varepsilon$, given by

$$
\begin{equation*}
A^{2}(\omega)=\frac{1}{1+\varepsilon^{2} T_{n}^{2}(\omega)} \tag{2.49}
\end{equation*}
$$

It is, of course, known as the Chebyshev approximation and the resulting filter as the Chebyshev lpp of order $n$. The gain magnitude $A(\omega)$ is plotted for $n=5$ and $\varepsilon=0.1$ in Figure 2.14. The passband behavior looks like ripples in a container of water, and since the crests are equally spaced above and below the average value, it is called equiripple behavior. In the passband, the maximum value is 1 and the minimum value is


FIGURE 2.14 Frequency response of a fifth-order Chebyshev lpp: (a) passband and (b) overall.

$$
\begin{equation*}
A_{\min }=\frac{1}{\sqrt{1+\varepsilon^{2}}} \tag{2.50}
\end{equation*}
$$

The passband ripple is usually specified as the peak to peak variation in dB . Since the maximum value is one, that is 0 dB , this quantity is related to the ripple parameter $\varepsilon$ through the equation

$$
\begin{equation*}
\text { passband ripple in } \mathrm{dB}=20 \log \sqrt{1+\varepsilon^{2}} \tag{2.51}
\end{equation*}
$$

The Chebyshev approximation is the best possible among the class of all-pole filters-over the passband. But what about its stopband behavior? As was pointed out previously, it is desirable that-in addition to approximating zero in the passband-the characteristic function should go to infinity as rapidly as possible in the stopband. Now it is a happy coincidence that the Chebyshev polynomial goes to infinity for $\omega>1$ faster than any other polynomial of the same order. Thus, the Chebyshev approximation is the best possible among the class of polynomial, or all-pole, filters.

The basic definition of the Chebyshev polynomial works fine for values of $\omega$ in the passband, where $\omega \leq 1$. For larger values of $\omega$, however, $\cos ^{-1}(\omega)$ is a complex number. Fortunately, there is an alternate form that avoids complex arithmetic. To derive this form, simply recognize the complex nature of $\cos ^{-1}(\omega)$ explicitly and write

$$
\begin{equation*}
x=\cos ^{-1}(\omega) \tag{2.52}
\end{equation*}
$$

One then has*

$$
\begin{equation*}
\omega=\cos (x)=\cos [j(j x)]=\cosh (j x) \tag{2.53}
\end{equation*}
$$

so

$$
\begin{equation*}
j x=\cosh ^{-1}(\omega) \tag{2.54}
\end{equation*}
$$

Thus, one can also write

$$
\begin{equation*}
T_{n}(\omega)=\cos [j n(j x)]=\cosh [n(j x)]=\cosh \left[n \cosh ^{-1}(\omega)\right] \tag{2.55}
\end{equation*}
$$

[^13]This result is used to compute the required filter order. Assuming as usual that $A_{\mathrm{s}}$ is the maximum allowed stopband gain, one uses the square root of Equation 2.49 to get

$$
\begin{equation*}
A\left(\omega_{\mathrm{s}}\right)=\frac{1}{\sqrt{1+\varepsilon^{2} T_{n}^{2}\left(\omega_{\mathrm{s}}\right)}} \leq A_{\mathrm{s}} \tag{2.56}
\end{equation*}
$$

Solving, one has

$$
\begin{equation*}
T_{n}\left(\omega_{\mathrm{s}}\right) \geq \frac{1}{\varepsilon} \sqrt{\frac{1}{A_{\mathrm{s}}^{2}}-1} \tag{2.57}
\end{equation*}
$$

Since $\omega_{s} \geq 1$, it is most convenient to use the hyperbolic form in Equation 2.55:

$$
\begin{equation*}
n \geq \frac{\cosh ^{-1}\left[\frac{1}{\varepsilon} \sqrt{\frac{1}{A_{\mathrm{s}}^{2}}-1}\right]}{\cosh ^{-1}\left(\omega_{\mathrm{s}}\right)} \tag{2.58}
\end{equation*}
$$

To summarize, one first determines the parameter $\varepsilon$ from the allowed passband ripple, usually using Equation 2.51; then one determines the minimum order required using Equation 2.58. The original filter specifications must, of course, be mapped into the lpp domain through appropriate choice(s) of the constant(s) in the transformation Equations 2.12 through 2.15. Notice that the definition of passband for the Chebyshev filter differs from that of the Butterworth unless the passband ripple is 3 dB . For the Chebyshev characteristic, the passband cutoff frequency is that frequency at which the gain goes through the value $1 / \sqrt{1+\varepsilon^{2}}$ for the last time as $\omega$ increases.

The only remaining item is the determination of the transfer function $G(s)$ by factorization. Again, this requires the computation of the poles of $G(s) G(-s)$. Using Equation 2.49, one has

$$
\begin{equation*}
G(s) G(-s)=\left[A^{2}(\omega)\right]_{s=j \omega}=\frac{1}{1+\varepsilon^{2}\left[T_{n}^{2}(\omega)\right]_{s=j \omega}} \tag{2.59}
\end{equation*}
$$

Thus, the poles are at those values of $s$ for which

$$
\begin{equation*}
\left[T_{n}^{2}(\omega)\right]_{s=j \omega}=\frac{-1}{\varepsilon^{2}} \tag{2.60}
\end{equation*}
$$

or ${ }^{*}$

$$
\begin{equation*}
\cos \left[n \cos ^{-1}\left(\frac{s}{j}\right)\right]= \pm j \frac{1}{\varepsilon} \tag{2.61}
\end{equation*}
$$

Letting

$$
\begin{gather*}
\cos ^{-1}(s / j)=a+j b, \text { there results }  \tag{2.62}\\
\cos (n a) \cosh (n b)-j \sin (n a) \sinh (n b)= \pm j \frac{1}{\varepsilon} \tag{2.63}
\end{gather*}
$$

[^14]Equating real and imaginary parts, one has

$$
\begin{equation*}
\cos (n a) \cos (n b)=0 \tag{2.64a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin (n a) \sinh (n b)= \pm \frac{1}{\varepsilon} \tag{2.64b}
\end{equation*}
$$

Since $\cosh (n b)>0$ for any $b$, one must have

$$
\begin{equation*}
\cos (n a)=0 \tag{2.65}
\end{equation*}
$$

which can hold only if

$$
\begin{equation*}
a=(2 k+1) \frac{\pi}{2 n} \quad k \text { any integer } \tag{2.66}
\end{equation*}
$$

But, in this case, $\sin [(2 k+1) \pi / 2]= \pm 1$, so application of Equation 2.64 b gives

$$
\begin{equation*}
\sinh (n b)= \pm \frac{1}{\varepsilon} \tag{2.67}
\end{equation*}
$$

One can now solve for $b$ :

$$
\begin{equation*}
b= \pm \frac{1}{n} \sinh ^{-1}\left[\frac{1}{\varepsilon}\right] \tag{2.68}
\end{equation*}
$$

Equations 2.66 through 2.68 together determine $a$ and $b$, hence $\cos ^{-1}(s / j)$. Taking the cosine of both sides of Equation 2.62 and using Equations 2.65 and 2.68 gives

$$
\begin{align*}
s= & \pm \sin \left[(2 k+1) \frac{\pi}{2 n}\right] \sinh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \\
& +j \cos \left[(2 k+1) \frac{\pi}{2 n}\right] \cosh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \tag{2.69}
\end{align*}
$$

Letting $s=\sigma+j \omega$ as usual, one can rearrange Equation 2.69 into the form

$$
\begin{equation*}
\left[\frac{\sigma}{\sinh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right]}\right]^{2}+\left[\frac{\omega}{\cosh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right]}\right]^{2}=1 \tag{2.70}
\end{equation*}
$$

which is the equation of an ellipse in the $s$ plane with real axis intercepts of

$$
\begin{equation*}
\sigma_{\mathrm{o}}= \pm \sinh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \tag{2.71}
\end{equation*}
$$

and imaginary axis intercepts of

$$
\begin{equation*}
\omega_{\mathrm{o}}= \pm \cosh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \tag{2.72}
\end{equation*}
$$

This is shown in Figure 2.15.


FIGURE 2.15 Pole locations for $G(s) G(-s)$ for the Chebyshev filter.

As an example, suppose that a Chebyshev lpp is to be designed that has a passband ripple of 0.1 dB , a maximum stopband gain of -20 dB , and $\omega_{\mathrm{s}}=2 \mathrm{rad} / \mathrm{s}$. Then, one can use Equation 2.51 to find ${ }^{*}$ the ripple parameter $\varepsilon$ :

$$
\begin{equation*}
\varepsilon=\sqrt{10^{0.1 / 10}-1}=0.1526 \tag{2.73}
\end{equation*}
$$

Equation 2.58 gives the minimum order required:

$$
\begin{equation*}
n \geq \frac{\cosh ^{-1}\left[\frac{1}{0.1526} \sqrt{\frac{1}{(0.1)^{2}}-1}\right]}{\cosh ^{-1}(2)}=\frac{\cosh ^{-1}(65.20)}{\cosh ^{-1}(2)}=3.70 \tag{2.74}
\end{equation*}
$$

In doing this computation by hand, one often uses the identity

$$
\begin{equation*}
\cosh ^{-1}(x)=\ln \left[x+\sqrt{x^{2}-1}\right] \tag{2.75}
\end{equation*}
$$

which can be closely approximated by

$$
\begin{equation*}
\cosh ^{-1}(x)=\ln (2 x) \tag{2.76}
\end{equation*}
$$

if $x \gg 1$. In the present case, a fourth-order filter is required. The poles are shown in Table 2.2 and graphed in Figure 2.16.

By selecting the left-half plane poles and forming the corresponding factors, then multiplying them, one finds the denominator polynomial of $G(s)$ to be

$$
\begin{equation*}
D(s)=s^{4}+1.8040 s^{3}+2.2670 s^{2}+2.0257 s+0.8286 \tag{2.77}
\end{equation*}
$$

[^15]TABLE 2.2 Pole Locations

| $k$ | Real Part | Imaginary Part |
| :--- | ---: | :---: |
| 0 | 0.2642 | 1.1226 |
| 1 | 0.6378 | 0.4650 |
| 2 | 0.6378 | -0.4650 |
| 3 | 0.2642 | -1.1266 |
| 4 | -0.2642 | -1.1266 |
| 5 | -0.6378 | -0.4650 |
| 6 | -0.6378 | 0.4650 |
| 7 | -0.2642 | 1.1226 |



FIGURE 2.16 Pole locations for example filter.

As for the Butterworth example of Section 2.2, one finds the scale factor:

$$
\begin{equation*}
k=0.8286 \tag{2.78}
\end{equation*}
$$

Therefore, the complete transfer function is

$$
\begin{equation*}
G(s)=\frac{k}{D(s)}=\frac{0.8286}{s^{4}+1.8040 s^{3}+2.2670 s^{2}+2.0257 s+0.8286} \tag{2.79}
\end{equation*}
$$

Of course, if completely automated algorithms are not being used to design such a filter as the one in our example, numerical assistance is required. The computation in the preceding example was performed in MATLAB ${ }^{\circledR}$-a convenient package for many computational problems in filter design.

### 2.4 Bessel-Thompson LPP Approximation

Thus far, two all-pole approximations have been presented. As was pointed out in Section 2.3, the Chebyshev is better than the Butterworth-in fact, it is the best all-pole approximation available. So why bother with the Butterworth at all, other than as an item of historical interest? The answer lies in the phase. The Chebyshev filter has a phase characteristic that departs farther from linearity than that of the

Butterworth; put differently, its group delay deviates from a constant by a greater amount. Thus, the Butterworth approximation is still a viable approximation in applications where phase linearity is of some importance.

The question naturally arises as to whether there is an lpp approximation that has better phase characteristics than that of the Butterworth. The answer is yes, and that is the topic of this section, which will follow [8]-perhaps the simplest development of all.

Recall that the gain function $G(s)$ is the inversion of the loss function $H(s)$ :

$$
\begin{equation*}
G(s)=\frac{1}{H(s)} \tag{2.80}
\end{equation*}
$$

Also, recall that it was the loss function $|h(j \omega)|=1 / A(\omega)$ (or, rather, its square $|h(j \omega)|^{2}$ ) that was required to have MFM property at $\omega=0$,

$$
\begin{equation*}
\left[\frac{\mathrm{d}^{k}|H(j \omega)|^{2}}{\mathrm{~d} \omega^{k}}\right]_{\omega=0}=\left[\frac{\mathrm{d}^{k} \omega^{2 n}}{\mathrm{~d} \omega^{k}}\right]_{\omega=0}=\left[\frac{(2 n)!}{k!} \omega^{2 n-k}\right]_{\omega=0}=0 \tag{2.81}
\end{equation*}
$$

for $k=0,1, \ldots, 2 n-1$. The question to be asked and answered in this section is whether there exists a similar approximation for the group delay $\tau_{\mathrm{g}}(\omega)$ a maximally flat delay (MFD) approximation.

To answer this question, the phase will be written in terms of the loss function $H(j \omega)$. Since the latter quantity can be written in polar form as

$$
\begin{equation*}
H(j \omega)=\frac{1}{G(j \omega)}=\frac{1}{A(\omega) e^{j \phi(\omega)}}=\frac{1}{A(\omega)} e^{-j \phi(\omega)} \tag{2.82}
\end{equation*}
$$

the (complex) logarithm is

$$
\begin{equation*}
\ln H(j \omega)=-\ln A(\omega)-j \phi(\omega) \tag{2.83}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\phi(\omega)=-\operatorname{Im}\{\ln H(j \omega)\} \tag{2.84}
\end{equation*}
$$

The group delay is merely the negative of the derivative of the phase, so one has

$$
\begin{align*}
\tau_{\mathrm{g}}(\omega) & =-\frac{\mathrm{d} \phi}{\mathrm{~d} \omega}=\frac{\mathrm{d}}{\mathrm{~d} \omega} \operatorname{Im}\{\ln H(j \omega)\}=\operatorname{Im}\left\{\frac{\mathrm{d}}{\mathrm{~d} \omega} \ln H(j \omega)\right\} \\
& =\operatorname{Im}\left\{j \frac{\mathrm{~d}}{\mathrm{~d}(j \omega)} \ln H(j \omega)\right\}=\operatorname{Re}\left\{\frac{\mathrm{d}}{\mathrm{~d}(j \omega)} \ln H(j \omega)\right\} \tag{2.85}
\end{align*}
$$

Recalling that the even part of a complex function $F(s)$ is given by

$$
\begin{equation*}
\operatorname{Ev}\{F(s)\}=\frac{F(s)+F(-s)}{2} \tag{2.86}
\end{equation*}
$$

one can use the symmetry property for real $F(s)$ (in the present context, $F(s)$ is assumed to be a rational function, so a real $F(s)$ is one with real coefficients) to show that

$$
\begin{equation*}
\operatorname{Ev}\{F(s)\}_{s=j \omega}=\frac{F(j \omega)+F(-j \omega)}{2}=\frac{F(j \omega)+F^{*}(j \omega)}{2}=\operatorname{Re}\{F(j \omega)\} \tag{2.87}
\end{equation*}
$$

In this manner, one can analytically extend the group delay function $\tau_{g}(j \omega)$ so that it becomes a function of $s$ :

$$
\begin{equation*}
\tau_{\mathrm{g}}(s)=\operatorname{Ev}\left\{\frac{\mathrm{d}}{\mathrm{~d} s} \ln H(s)\right\}=\operatorname{Ev}\left[\frac{H^{\prime}(s)}{H(s)}\right]=\frac{1}{2}\left[\frac{H^{\prime}(s)}{H(s)}+\frac{H^{\prime}(-s)}{H(-s)}\right] \tag{2.88}
\end{equation*}
$$

In the present case, it will be assumed that $H(s)$ is a polynomial. In this manner, an all-pole (or polynomial) filter will result. Thus, one can write

$$
\begin{equation*}
H(s)=\sum_{k=0}^{n} a_{k}^{n} s^{k} \tag{2.89}
\end{equation*}
$$

The superscript on the (assumed real) coefficient matches the upper limit on the sum and is the assumed filter order. The group delay function is, thus, a real rational function:

$$
\begin{equation*}
\tau_{\mathrm{g}}(s)=\frac{N(s)}{D(s)} \tag{2.90}
\end{equation*}
$$

where $N(s)$, the numerator polynomial, and $D(s)$, the denominator polynomial, have real coefficients and are of degrees no greater than $2 n-1$ and $2 n$, respectively, by inspection of Equation 2.88. But, again according to Equation 2.88, $\tau_{\mathrm{g}}(s)$ is an even function. Thus,

$$
\begin{equation*}
\tau_{\mathrm{g}}(-s)=\frac{N(-s)}{D(-s)}=\tau_{\mathrm{g}}(s)=\frac{N(s)}{D(s)} \tag{2.91}
\end{equation*}
$$

The last equation, however, implies that

$$
\begin{equation*}
\frac{N(-s)}{N(s)}=\frac{D(-s)}{D(s)}=1 \tag{2.92}
\end{equation*}
$$

The last equality is arrived at by the following reasoning. $N(s)$ and $D(s)$ are assumed to have no common factors-any such have already been cancelled in the formation of $\tau_{\mathrm{g}}(s)$. Thus, the two functions of $s$ in Equation 2.92 are independent; since they must be equal for $s$, they must therefore equal a constant. But this constant is unity, as is easily shown by allowing $s$ to become infinite and noting that the degrees and leading coefficients of $N(-s)$ and $N(s)$ are the same.

The implication of the preceding development is simply that $N(s)$ and $D(s)$ consist of only even powers of $s$. Looking at $N(s)$, for example, and letting it be written

$$
\begin{equation*}
N(s)=\sum_{k=0}^{2 n-1} \rho_{k} s^{k} \tag{2.93}
\end{equation*}
$$

one has

$$
\begin{equation*}
N(-s)=\sum_{k=0}^{2 n-1} \rho_{k}(-s)^{k}=N(s)=\sum_{k=0}^{m} \rho_{k}(s)^{k} \tag{2.94}
\end{equation*}
$$

This however implies that the $\rho_{k}$ are zero for odd $k$. Hence $N(s)$ consists of only even powers of $s$. The same is true of $D(s)$ and therefore of $\tau_{\mathrm{g}}(s)$. Clearly, therefore $\tau_{\mathrm{g}}(\omega)$ will consist of only even powers of $\omega$, that is, it will be a function of $\omega^{2}$. Now there is to be an MFD approximation one must have by analogy with the MFM approximation in Section 2.2,

$$
\begin{equation*}
\frac{\mathrm{d}^{k} \tau_{\mathrm{g}}(\omega)}{\mathrm{d}\left(\omega^{2}\right)^{k}}=0 \tag{2.95}
\end{equation*}
$$

for $k=1,2, \ldots, n-1$. The constraint is, of course, that $\tau_{\mathrm{g}}$ must come from a polynomial loss function $H(s)$ whose zeros [poles of $G(s)$ ] all lie in the left-half plane.

It is convenient to normalize time so that the group delay $T$, say, at $\omega=0$ is 1 s ; this is equivalent to scaling the frequency variable $\omega$ to be $\omega T$. Here, it will be assumed that this has been performed already. A slight difference exists between the MFD and MFM approximations; the latter approximates zero at $\omega=0$, while the former approximates $T=1 s$ at $\omega=0$. The two become the same, however, if one considers the function

$$
\begin{equation*}
\tau_{\mathrm{g}}(s)-1=\frac{P(s)}{2 H(s) H(-s)} \tag{2.96}
\end{equation*}
$$

where $P(s)$ has a maximum order of $2 n$. The form on the right-hand side of this expression can be readily verified by consideration of Equation 2.88, the basic result for the following derivation. Furthermore, writing $P(s)$ in the form

$$
\begin{equation*}
P(s)=\sum_{k=0}^{n} P_{k}\left(s^{2}\right)^{k} \tag{2.97}
\end{equation*}
$$

it is readily seen that

$$
\begin{equation*}
p_{0}=p_{1}=\cdots=p_{n-1}=0 \tag{2.98}
\end{equation*}
$$

The lowest-order coefficient is clearly zero because $\tau_{\mathrm{g}}(0)=1$; furthermore, all odd coefficients are zero since $\tau_{g}$ is even. Finally, all other coefficients in Equation 2.98 have to be zero if one imposes the MFD condition in Equation 2.95.*

At this stage, one can write the group delay function in the form

$$
\begin{equation*}
\tau_{\mathrm{g}}(s)=\frac{N(s)}{D(s)}=1+\frac{p_{n} s^{2 n}}{2 H(s) H(-s)}=\frac{2 H(s) H(-s)+p_{n} s^{2 n}}{2 H(s) H(-s)} \tag{2.99}
\end{equation*}
$$

It was pointed out immediately after Equation 2.90, however, that the degree of $N(s)$ is at most $2 n-1$. Hence, the coefficient of $s^{2 n}$ in the numerator of Equation 2.99 have vanished, and one therefore also has

$$
\begin{equation*}
2(-1)^{n} a_{n}+p_{n}=0 \tag{2.100}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
p_{n}=2(-1)^{n+1} a_{n} \tag{2.101}
\end{equation*}
$$

[^16]Finally, this allows one to write Equation 2.99 in the form

$$
\begin{equation*}
\tau_{\mathrm{g}}(s)=\frac{H(s) H(-s)+(-1)^{n+1} a_{n} s^{2 n}}{H(s) H(-s)} \tag{2.102}
\end{equation*}
$$

If one now equates Equations 2.102 and 2.88 and simplifies, there results

$$
\begin{equation*}
H^{\prime}(s) H(-s)+H^{\prime}(-s) H(s)-2 H(s) H(-s)=2(-1)^{n+1} a_{n} s^{2 n} \tag{2.103}
\end{equation*}
$$

Multiplying both sides by $s^{-2 n}$, taking the derivative (noting that $(\mathrm{d} / \mathrm{d} s) H(-s)=-H^{\prime}(-s)$ ), one obtains (after a bit of algebra)

$$
\begin{equation*}
\operatorname{Ev}\left\{\left[s H^{\prime \prime}(s)-2(s+n) H^{\prime}(s)+2 n H(s)\right] H(-s)\right\}=0 \tag{2.104}
\end{equation*}
$$

Now, if $s_{\mathrm{O}}$ is a zero of this even function, the $-s_{\mathrm{o}}$ will also be a zero. Further, since all of the coefficients in $H(s)$ are real, $s_{0}^{*}$ and $-s_{0}^{*}$ must also be zeros as well; that is, the zeros must occur in a quadrantally symmetric manner. Each zero must belong either to $H(-s)$, or to the factor it multiplies, or to both. The degree of the entire expression in Equation 2.40 is $2 n$ and $H(-s)$ has $n$ zeros. Thus, the expression in square brackets must have $n$ zeros. Now here is the crucial step in the logic: if the filter being designed is to be stable, then all $n$ zeros $H(-s)$ must be in the (open) right-half plane. This implies that the factor in square brackets must have $n$ zeros in the (open) left-half plane. Since the expression has degree $n$, these zeros can be found from the equation

$$
\begin{equation*}
s H^{\prime \prime}(s)-2(s+n) H^{\prime}(s)+2 n H(s)=0 \tag{2.105}
\end{equation*}
$$

This differential equation can be transformed into that of Bessel; here, however, the solution will be derived directly by recursion. Using Equation 2.89 for $H(s)$, computing its derivatives, reindexing, and using Equation 2.105, one obtains, for $0 \leq k \leq n-1$,

$$
\begin{equation*}
(k+1) k a_{k+1}^{n}-2 n(k+1) a_{k+1}^{n}-2 k a_{k}^{n}+2 n a_{k}^{n}=0 \tag{2.106}
\end{equation*}
$$

This produces the recursion formula

$$
\begin{equation*}
a_{k+1}^{n}=\frac{2(n-k)}{(2 n-k)(k+1)} a_{k}^{n} ; \quad 0 \leq k \leq n-1 \tag{2.107}
\end{equation*}
$$

or, normalizing the one free constant so that $a_{n}^{n}=1$ and reindexing, gives

$$
\begin{equation*}
a_{k+1}^{n}=\frac{2(n-k)}{(2 n-k)(k+1)} ; \quad 0 \leq k \leq n-1 \tag{2.108}
\end{equation*}
$$

The resulting polynomials for $H(s)$ are closely allied with the Bessel polynomials. The first several are given in Table 2.3 and the corresponding gain and group delay characteristics are plotted (using MATLAB) in Figure 2.17. Notice that the higher the order, the more accurately the group delay approximates a constant and the better the gain approximates the ideal lpp; the latter behavior, however, is fairly poor. A view of the group delay behavior in the passband is shown for the third-order filter in Figure 2.18.

TABLE 2.3 Bessel Polynomials of Order $n$

| $n$ | $H(s)$ |
| :--- | :--- |
| 1 | $s+1$ |
| 2 | $s^{2}+3 s+3$ |
| 3 | $s^{3}+6 s^{2}+15 s+15$ |
| 4 | $s^{4}+10 s^{3}+45 s^{2}+105 s+105$ |



FIGURE 2.17 Gain and group delay characteristics for the Bessel-Thompson filters of orders one through three: (a) gain and (b) group delay.


FIGURE 2.18 Group delay of third-order Bessel filter.

### 2.5 Elliptic Approximation

The Butterworth approximation provides a very fine approximation to the ideal "brick wall" lpp response at $\omega=0$, but is poor for other frequencies; the Chebyshev, on the other hand, spreads out the error of approximation throughout the passband and thereby achieves a much better amplitude approximation. This is one concrete application of a general result in approximation theory known as the Weierstrass theorem [2], which asserts the possibility of uniformly approximating a continuous function on a compact set by a polynomial or by a rational function.

A compact set is the generalization of a closed and bounded interval-the setting for the Chebyshev approximation sketched in Figure 2.19. The compact set is the closed interval $[-1,1]$, * the continuous

[^17]

FIGURE 2.19 Chebyshev approximation.
function to be approximated is the constant 0 , and the approximating function is a polynomial of degree $n$ (in the figure $n$ is three). A careful inspection of this figure reveals that the maximum error of approximation occurs exactly four times on a set of four discrete points within the interval and the sign of this maximum error alternates from one such point to its adjacent neighbor. This is no coincidence; in fact, the polynomial of best approximation of degree $n$ is characterized by this alternation or equiripple property: the error function achieves its maximum value exactly $n+1$ times on the interval of approximation and the signs at these points alternate. If one finds a polynomial by any means that has this property it is the unique polynomial of best approximation.

In the present case, one simply notes that the cosine function has the required equiripple behavior. That is, as $\phi$ varies between $-\pi / 2$ and $\pi / 2, \cos (n \phi)$ varies between its maximum and minimum values of $\pm 1$ a total of $n+1$ times. But $\cos (n \phi)$ is not a polynomial, and the problem (for reasons stated in the introduction) is to determine a polynomial having this property. At this point, one observes that if one makes the transformation

$$
\begin{equation*}
\phi=\cos ^{-1}(\omega) \tag{2.109}
\end{equation*}
$$

then, as $\omega$ varies from -1 to $+1, \phi$ varies from $-\pi / 2$ to $+\pi / 2$. This transformation is, fortunately, one-to-one over this range; furthermore, even more fortunately, the overall function

$$
\begin{equation*}
T_{n}(\omega)=\cos \left[n \cos ^{-1}(\omega)\right] \tag{2.110}
\end{equation*}
$$

is a polynomial as desired. Of course, the maximum error is $\pm 1$, an impractically large value. This is easily rectified by requiring that the approximating polynomial be

$$
\begin{equation*}
p_{n}(\omega)=\varepsilon T_{n}(\omega)=\varepsilon \cos \left[n \cos ^{-1}(\omega)\right] \tag{2.111}
\end{equation*}
$$

In terms of gain and characteristic functions, therefore, one has

$$
\begin{equation*}
G(\omega)=\frac{1}{1+K^{2}(\omega)}=\frac{1}{1+\varepsilon^{2} T_{n}^{2}(\omega)} \tag{2.112}
\end{equation*}
$$

That is, $p_{n}(\omega)=\varepsilon T_{n}(\omega)$ is the best approximation to the characteristic function $K(\omega)$.
Since the gain function to be approximated is even in $\omega, K(\omega)$-and, therefore, $p_{n}(\omega)=\varepsilon T_{n}(\omega)$-must be either even or odd. As one can recall, the Chebyshev polynomials have this property. For this reason, it is only necessary to discuss the situation for $\omega \geq 0$ for the extension to negative $\omega$ is then obvious.


FIGURE 2.20 Chebyshev rational approximation.

The foregoing sets the stage for the more general problem, which will now be addressed. As noted previously, the Weierstrass theorem holds for more general compact sets. Thus, as a preliminary exercise, the approximation problem sketched in Figure 2.20 will be discussed. That figure shows two closed intervals as the compact set on which the approximation is to occur. The function to be approximated is assumed to be the constant $a$ on the first interval and the constant $b$ on the second.* In order to cast this into the filtering context, it will be assumed that the constant $a$ is small and the constant $b$ large. The sharpness of the transition characteristic can then be set to any desired degree by allowing $\omega_{p}$ to approach unity from below and $\omega_{\mathrm{s}}^{1}$ to approach unity from above. Notice that the frequency scaling will be different here than for the all-pole case in which the right-hand interval endpoint was allowed to be unity.

In addition to more general compact sets, the Weierstrass theorem allows the approximating function to be a general real rational function, which has been denoted by $R_{m n}(\omega)$ in the figure. This notation means that the numerator and denominator polynomials have maximum degree $m$ and $n$, respectively. Now suppose that one specifies that $b=1 / a$ and suppose $R_{m n}(\omega)$ is a reciprocal function, that is, one having the property that

$$
\begin{equation*}
R_{m n}\left(\frac{1}{\omega}\right)=\frac{1}{R_{m n}(\omega)} \tag{2.113}
\end{equation*}
$$

Then, if one determines its coefficients such that the equiripple property holds on the interval $-\omega_{\mathrm{p}} \leq$ $\omega \leq \omega_{\mathrm{p}}$, it will also hold on the interval $\omega_{s 1} \leq \omega \leq \omega_{s 2}$. Of course, this interval is constrained such that $\omega_{\mathrm{s} 1}=1 / \omega_{\mathrm{p}}$. The other interval endpoint will then extend to $+\infty$ (and, by symmetry, there will also be an interval on the negative frequency axis with one endpoint at $-1 / \omega_{\mathrm{p}}$ and the other at $-\infty$ ). This is, of course, not a compact set but the approximation theorem continues to hold anyway because it is equivalent to approximating $a=1 / b$ on the low-pass interval $\left[-\omega_{\mathrm{p}}, \omega_{\mathrm{p}}\right)$. Thus, one can let $a=0$ and $b=\infty$ and simultaneously approximate the ideal characteristic function

[^18]\[

K(\omega)= $$
\begin{cases}0 ; & |\omega| \leq \omega_{\mathrm{p}}  \tag{2.114}\\ \infty ; & |\omega| \geq \frac{1}{\omega_{\mathrm{p}}}\end{cases}
$$
\]

with the real and even or odd (for realizability) rational function $R_{m n}(\omega)$ having the aforementioned reciprocal property. The Weierstrass theorem equiripple property for such rational functions demands that the total number of error extrema ${ }^{*}$ on the compact set be $m+n+2$. (This assumes the degree of both polynomials to be relative to the variable $\omega^{2}$.)

Based on the preceding discussion, one has the following form for $R_{m n}(\omega)$ :

$$
\begin{align*}
R_{2 n, 2 n}(\omega) & \equiv R_{2 n}(\omega)=\frac{\left(\omega_{1}^{2}-\omega^{2}\right)\left(\omega_{3}^{2}-\omega^{2}\right) \cdots\left(\omega_{2 n-1}^{2}-\omega^{2}\right)}{\left(1-\omega_{1}^{2} \omega^{2}\right)\left(1-\omega_{2}^{2} \omega^{2}\right) \cdots\left(1-\omega_{2 n-1}^{2} \omega^{2}\right)}  \tag{2.115}\\
R_{2 n+1,2 n}(\omega) & \equiv R_{2 n+1}(\omega)=\omega \frac{\left(\omega_{2}^{2}-\omega^{2}\right)\left(\omega_{4}^{2}-\omega^{2}\right) \cdots\left(\omega_{2 n}^{2}-\omega^{2}\right)}{\left(1-\omega_{2}^{2} \omega^{2}\right)\left(1-\omega_{4}^{2} \omega^{2}\right) \cdots\left(1-\omega_{2 n}^{2} \omega^{2}\right)} \tag{2.116}
\end{align*}
$$

The first is clearly an even rational function and latter odd. The problem now is to find the location of the pole and zero factors such that equiripple behavior is achieved in the passband. The even case is illustrated in Figure 2.21 for $n=2$. Notice that the upper limit of the passband frequency interval has been taken for convenience to be equal to $\sqrt{k}$; hence, the lower limit of the stopband frequency interval is $1 / \sqrt{k}$. Thus,

$$
\begin{equation*}
k=\frac{\omega_{\mathrm{p}}}{\omega_{\mathrm{s}}} \tag{2.117}
\end{equation*}
$$



FIGURE 2.21 Typical plot of an even-order Chebyshev rational function.

[^19]is a measure of the sharpness of the transition band rolloff and is always less than unity. The closer it is to one, the sharper the rolloff. It is an arbitrarily specified parameter in the design. Notice that equiripple behavior in the passband implies equiripple behavior in the stopband-in the latter, the approximation is to the constant whose value is infinity and the minimum value (which corresponds to a maximum value of gain) is $1 / \varepsilon$, while the maximum deviation from zero in the passband is $\varepsilon$. The zeros are all in the passband and are mirrored in poles, or infinite values, in the stopband. The notation $\omega_{0}$ and $\omega_{2}$ for the passband frequencies of maximum error has been introduced. In general, their indices will be even for even approximations and odd for odd approximations.

A sketch for the odd case would differ only in that the plot would go through the origin, that is, the origin would be a zero rather than a point of maximum error. Notice that the resulting filter will have finite gain unlike the Butterworth or Chebyshev, which continue to rolloff toward zero as $\omega$ becomes infinitely large. As noted in the figure, the approximating functions are called the Chebyshev rational functions.

The procedure [9] now is quite analogous to the Chebyshev polynomial approximation, though rather more complicated. One looks for a continuous periodic waveform that possess the desired equiripple behavior. Since the Jacobian elliptic functions are generalizations of the more ordinary sinusoids, it is only natural that they be investigated with an eye toward solving the problem under attack. With that in mind, some of the more salient properties will now be reviewed.

Consider the function

$$
\begin{equation*}
I(\phi, k)=-\frac{1}{\sqrt{1-k^{2} \sin ^{2}(\phi)}} \tag{2.118}
\end{equation*}
$$

which is plotted for two values of $k$ in Figure 2.22. If $k= \pm 1$, the peak value is infinite; in this case, $I(\phi, k)=\sec (\phi)$. For smaller values of $k$ the peak value depends upon $k$ with smaller values of $k$ resulting lower peak values. The peaks occur at odd multiples of $\pi / 2$. Note that $I(\phi, k)$ has the constant value one for $k=0$. Figure 2.23 shows the running integral of $I(\phi, k)$ for $k^{2}=0.99$ and for $k^{2}=0$. For $k^{2}=0$ the curve is a straight line (shown dashed); or other values of $k^{2}$, it deviates from a straight line by an amount that depends upon the size of $k^{2}$. Observe that the running integral has been plotted over one full period of $I(k, \phi)$, that is, from 0 to $\pi$. The running integral is given in analytical form by


FIGURE 2.22 Plot of $I(\phi, k)$.


FIGURE 2.23 Running integral of $I$ normalized to $K$.

$$
\begin{equation*}
u(\phi, k)=\int_{0}^{\phi} I(\alpha, k) \mathrm{d} \alpha=\int_{0}^{\phi} \frac{1}{\sqrt{1-k^{2} \sin ^{2}(\alpha)}} \mathrm{d} \alpha \tag{2.119}
\end{equation*}
$$

The quantity $K$, shown by the lowest dashed horizontal line in Figure 2.23, is the integral of $I(\phi, k)$ from 0 to $\pi / 2$; that is, it is the area beneath the $I(\phi, k)$ curve in Figure 2.22 from 0 to $\pi / 2$. Thus, it is the area beneath the curve to the left of the first vertical dashed line in that figure. It is given by

$$
\begin{equation*}
u\left(\frac{\pi}{2}, k\right)=\int_{0}^{\pi / 2} I(\alpha, k) \mathrm{d} \alpha=\int_{0}^{\pi / 2} \frac{1}{\sqrt{1-k^{2} \sin ^{2}(\alpha)}} \mathrm{d} \alpha=K \tag{2.120}
\end{equation*}
$$

and is referred to as the complete elliptic integral of the first kind.
The sine generalization sought can now be defined. Since the running integral $u(\phi, k)$ is monotonic, it can be inverted and thereby solved for $\phi$ in terms of $u$; for each value of $u$ there corresponds a unique value of $\phi$. The elliptic sine function is defined to be the ordinary sine function of $\phi$ :

$$
\begin{equation*}
\operatorname{sn}(u, k)=\sin (\phi, k) \tag{2.121}
\end{equation*}
$$

Now, inspection of Figure 2.23 shows that, as $\phi$ progresses from 0 to $2 \pi, u(\phi, k)$ increases from 0 to $4 K$; since angles are unique only to within multiples of $2 \pi$, therefore, it is clear that $\operatorname{sn}(u, k)$ is periodic with period $4 K$. Hence, $K$ is a quarter-period of the elliptic sine function.

The integral in Equation 2.119 cannot be evaluated in closed form; thus, there is not a simple, compact expression for the required inverse. Therefore, the elliptic sine function can only be tabulated in numerical form or computer using numerical techniques. It is shown for $k^{2}=0.99$ in Figure 2.24 and compared with a conventional sine function having the same period ( 4 K ).


FIGURE 2.24 Plots of the elliptic and ordinary sine functions.

Recall, now, the objective of exploring the preceding generalization of the sinusoid: one is looking for a transformation that will convert the characteristic function given by Equations 2.115 and 2.116 into equivalent waveforms having the equiripple property. As one might suspect (since so much time has been spent on developing it), the elliptic sine function is precisely the transformation desired. The crucial aspect of showing this is the application of a fundamental property of $\operatorname{sn}(u, k)$, known as an additional formula:

$$
\begin{equation*}
\operatorname{sn}(u+a, k) \operatorname{sn}(u-a, k)=\frac{\operatorname{sn}^{2}(u, k)-\operatorname{sn}^{2}(a, k)}{1-k^{2} \operatorname{sn}^{2}(u, k) \operatorname{sn}^{2}(a, k)} \tag{2.122}
\end{equation*}
$$

The right-hand side of this identity has the same form as one factor in Equations 2.115 and 2.116, that is of one zero factor coupled with its corresponding pole factor. This suggests the transformation

$$
\begin{equation*}
\omega=\sqrt{k} \operatorname{sn}(u, k) \tag{2.123}
\end{equation*}
$$

The passband zeros then are given by

$$
\begin{equation*}
\omega_{i}=\sqrt{k} \operatorname{sn}\left(u_{i}, k\right) \tag{2.124}
\end{equation*}
$$

and the factors mentioned previously map into

$$
\begin{equation*}
\frac{\omega_{i}^{2}-\omega^{2}}{1-\omega_{i}^{2} \omega^{2}}=\frac{k\left[\operatorname{sn}^{2}\left(u_{i}, k\right)-\operatorname{sn}^{2}(u, k)\right]}{1-k^{2} \operatorname{sn}^{2}\left(u_{i}, k\right) \operatorname{sn}^{2}(u, k)}=k \operatorname{sn}\left(u+u_{i}\right) \operatorname{sn}\left(u-u_{i}\right) \tag{2.125}
\end{equation*}
$$

For specificity, the even-order case will be discussed henceforth. The odd-order case is the same if minor notational modifications are made. Thus, one sees that

$$
\begin{equation*}
R_{2 n}(\omega)=\prod_{i=1,3, \ldots, 2 n-1} \frac{\omega_{i}^{2}-\omega^{2}}{1-\omega_{i}^{2} \omega^{2}}=\prod_{i=1,3, \ldots, 2 n-1} k \operatorname{sn}\left(u+u_{i}\right) \operatorname{sn}\left(u-u_{i}\right) \tag{2.126}
\end{equation*}
$$

The $u_{i}$ are to be chosen. Before doing this, it helps to simplify the preceding expression by defining $u_{-i}=-u_{i}$ and reindexing. Calling the resulting function $G(u)$, one has

$$
\begin{equation*}
G(u)=\prod_{i=-1,-3, \ldots,-(2 n-1)}^{i=1,3 \ldots, 2 n-1} k \operatorname{sn}\left(u+u_{i}\right) \tag{2.127}
\end{equation*}
$$

Refer now to Figure 2.24. Each of the sn functions is periodic with period $4 K$ and is completely defined by its values over one quarter-period $[0, K]$. Suppose that one defines

$$
\begin{equation*}
u_{i}=i \frac{K}{2 n} \tag{2.128}
\end{equation*}
$$

Figure 2.25 shows the resulting transformation corresponding to Equations 2.123 and 2.124. As $u$ progresses from $-K$ to $+K, \omega$ increases from $-\sqrt{k}$ to $+\sqrt{k}$ as desired. Furthermore, because of the symmetry of $\operatorname{sn}(u)$, the set $\left\{u_{\mathrm{i}}\right\}$ forms an additive group-adding $K / 2 n$ to the index of any $u_{\mathrm{i}}$ results in another $u_{i}$ in the set. This means that $G(u)$ in Equation 2.127 is periodic with period $K / 2 n$. Thus, as $\omega$ increases from $-\sqrt{k}$ to $+\sqrt{k}, R_{2 n}(\omega)$ achieves $2 n+2$ extrema, that is, positive and negative peak values. But this is sufficient for $R_{2 n}(\omega)$ to be the Chebyshev rational function of best approximation.


FIGURE 2.25 Elliptic sine transformation.

The symmetry of the zero distribution around the peak value of $\operatorname{sn}(u)$, that is, around $u=K$, reveals that the peak values of $R_{2 n}(\omega)$ occur between the zeros; that is, recalling that in Figure 2.21 the peak values have been defined by the symbols $\omega_{i}$ for even $i$, one has

$$
\begin{equation*}
\omega_{i}=\sqrt{k} \operatorname{sn}\left(\frac{i K}{2 n}\right) ; \quad i=0,1,2, \ldots, 2 n \tag{2.129}
\end{equation*}
$$

where the odd indices correspond to the zeros and the even ones to the peak values. Note that $i=0$ corresponds to $\omega=0$ and $i=2 n$ to $\omega=\sqrt{k}$. This permits one to compute the minimax error:

$$
\begin{equation*}
\varepsilon=\left|R_{2 n}(0)\right|=\left(\omega_{1} \omega_{3} \cdots \omega_{2 n-1}\right)^{2} \tag{2.130}
\end{equation*}
$$

As pointed out previously, the analysis for odd-order filters proceeds quite analogously. The only difference lies in the computation of $\varepsilon$. In this case, $R_{2 n+1}(0)=0$; thus, $\omega=0$ is a zero-not a point of maximum deviation. One can, however, note that the quantity $\varepsilon^{2}-R_{2 n+1}^{2}(\omega)$ has double zeros at the frequencies of maximum deviation (except at $\omega=\omega_{2 n+1}=\sqrt{k}$ ) and the same denominator as $R_{2 n+1}^{2}(\omega)$. Hence,

$$
\begin{equation*}
\varepsilon^{2}-R_{2 n+1}^{2}(\omega)=\frac{\left(\omega_{1}^{2}-\omega^{2}\right)^{2}\left(\omega_{3}^{2}-\omega^{2}\right)^{2} \cdots\left(\omega_{2 n+1}^{2}-\omega^{2}\right)}{\left(1-\omega_{2}^{2} \omega^{2}\right)^{2}\left(1-\omega_{4}^{2} \omega^{2}\right)^{2} \cdots\left(1-\omega_{2 n}^{2} \omega^{2}\right)^{2}} \tag{2.131}
\end{equation*}
$$

Notice here that $\omega_{2 n+1}=\sqrt{k}$. Since $R_{2 n+1}(0)=0$, one can evaluate this expression at $\omega=0$ to get

$$
\begin{equation*}
\varepsilon=\left(\omega_{1} \omega_{3} \cdots \omega_{2 n-1}\right)^{2} \sqrt{k} \tag{2.132}
\end{equation*}
$$

Note that one uses the zero frequencies in the even-order case and the frequencies of maximum deviation in the odd-order case.
As an example, suppose that the object is to design an elliptic filter of order $n=2$. Further, suppose that the passband ripple cutoff frequency is to be 0.95 . Then, one has

$$
\begin{equation*}
\omega_{\mathrm{p}}=\sqrt{k}=0.95 \tag{2.133}
\end{equation*}
$$

The quarter period of the elliptic sine function is

$$
\begin{equation*}
K=2.9083 \tag{2.134}
\end{equation*}
$$

TABLE 2.4 Zeros of Elliptic Rational
Functions

| $i$ | $\omega_{i}$ |
| :--- | :---: |
| 0 | 0.0000 |
| 1 | 0.5923 |
| 2 | 0.8588 |
| 3 | 0.9352 |
| 4 | 0.9500 |

Evaluating the zeros and points of maximum deviation of the Chebyshev rational function numerically using Equation 2.129, one obtains the values shown in Table 2.4. Thus, the required elliptic rational function is

$$
\begin{equation*}
R_{4}(\omega)=\frac{\left(0.3508-\omega^{2}\right)\left(0.8746-\omega^{2}\right)}{\left(1-0.3508 \omega^{2}\right)\left(1-0.8746 \omega^{2}\right)} \tag{2.135}
\end{equation*}
$$

Finally, the maximum error is given by Equation 2.130:

$$
\begin{equation*}
\varepsilon=\left(\omega_{1} \omega_{2}\right)^{2}=(0.5923 \times 0.9352)^{2}=0.3078 \tag{2.136}
\end{equation*}
$$

Figure 2.26 shows the resulting gain plot. Observe the transmission zero at $\omega=1 / 0.9352=1.069$, corresponding to the pole of the Chebyshev rational function located at the inverse of the largest passband zero. Also, as anticipated, the minimum gain in the passband is

$$
\begin{equation*}
A_{\mathrm{p}}=\frac{1}{\sqrt{1+\varepsilon^{2}}}=\frac{1}{\sqrt{1+(0.3078)^{2}}}=0.9558 \tag{2.137}
\end{equation*}
$$

and the maximum stopband gain is

$$
\begin{equation*}
A_{\mathrm{s}}=\frac{1}{\sqrt{1+\frac{1}{\varepsilon^{2}}}}=\frac{1}{\sqrt{1+\frac{1}{(0.3078)^{2}}}}=0.2942 \tag{2.138}
\end{equation*}
$$

Perhaps a summary of the various filter types is in order at this point. The elliptic filter has more flexibility than the Butterworth or the Chebyshev because one can adjust its transition band rolloff independently of the passband ripple. However, as the sharpness of this rolloff increases, as a more detailed analysis shows, the stopband gain increases and the passband ripple increases. Thus, if these


FIGURE 2.26 Gain plot for the example elliptic filter.
parameters are to be independently specified-as is often the desired approach-one must allow the order of the filter to float freely. In this case, the design becomes a bit more involved. The reader is referred to Ref. [10], which presents a simple curve for use in determining the required order. It proceeds from the result that the filter order is the integer greater than or equal to the following ratio:

$$
\begin{equation*}
n \geq \frac{f(M)}{f(\Omega)} \tag{2.139}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x)=\frac{K\left(\sqrt{1-x^{-2}}\right)}{K(1 / x)} \tag{2.140}
\end{equation*}
$$

Lin [10] presents a curve of this function $f(x) . K$ is the complete elliptic integral given in Equation 2.120. The parameters $M$ and $\Omega$ are defined by

$$
\begin{equation*}
M=\sqrt{\frac{1-10^{-0.1 A_{\mathrm{s}}}}{1-10^{-0.1 A_{\mathrm{p}}}}} \tag{2.141}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega=1 / k \tag{2.142}
\end{equation*}
$$

Of course, there is still the problem of factorization. That is, now that the appropriate Chebyshev rational function is known, one must find the corresponding $G(s)$ transfer function of the filter. The overall design process is explained in some detail in Ref. [11], which develops a numerically efficient algorithm for directly computing the parameters of the transfer function.

The Butterworth and Chebyshev filters are of the all-pole variety, and this means that the synthesis of such filters is simpler than is the realization of elliptic filters, which requires the realization of transmission zeros on the finite $j \omega$ axis.

Finally, a word about phase (or group delay). Table 2.5 shows a rank ordering of the filters in terms of both gain and phase performance. As one can see, the phase behavior is inverse to the gain performance. Thus, the elliptic filter offers the very best standard approximation to be ideal lpp "brickwall" gain behavior, but its group delay deviates considerably from a constant. On the other end of the spectrum, one notes that the Bessel-Thompson filters offers excellent phase performance, but a quite high order is required to achieve a reasonable gain characteristic.

If both excellent phase and gain performance are absolutely necessary, two approaches are possible. One either uses computer optimization techniques to simultaneously approximate gain and phase, or one uses one of the filters described in this section followed by an allpass filter, one having unity gain over the frequency range of interest, but whose phase can be designed to have the inverse characteristic to the filter providing the desired gain. This process is known as phase compensation.

TABLE 2.5 A Rank Ordering of the Filters in Terms of Both Gain and Phase Performance

| Filter Type | Gain Rolloff | Phase Linear |
| :--- | :---: | :---: |
| Bessel | Worst | Best |
| Butterworth | Poor | Better |
| Chebyshev | Better | Poor |
| Elliptic | Best | Worst |
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### 3.1 Low-Pass Prototype

As discussed in Chapter 2, conventional approximation techniques (Butterworth, Chebyshev, Elliptic, Bessel, etc.) lead to a normalized transfer function denoted low-pass prototype (LPP). The LPP is characterized by a passband frequency $\Omega_{\mathrm{P}}=1.0 \mathrm{rad} / \mathrm{s}$, a maximum passband ripple $A_{\mathrm{P}}$ (or $A_{\text {max }}$ ), a minimum stopband attenuation $A_{\mathrm{s}}$ (or $A_{\min }$ ), and a stopband frequency $\Omega_{\mathrm{s}} . A_{\mathrm{p}}$ and $A_{\mathrm{s}}$ are usually specified in decibels. Tolerance bounds (also called box constraints) for the magnitude response of an LPP are illustrated in Figure 3.1a. The ratio $\Omega_{\mathrm{s}} / \Omega_{\mathrm{p}}$ is called the selectivity factor and it has a value $\Omega_{\mathrm{s}}$ for an LPP filter. The passband and stopband edge frequencies are defined as the maximum frequency with the maximum passband attenuation $A_{\mathrm{p}}$ and the minimum frequency with the minimum stopband attenuation $A_{\mathrm{s}}$, respectively. The passband ripple and the minimum passband attenuation are expressed by

$$
\begin{equation*}
A_{\mathrm{P}}=20 \log \left|\frac{K}{H\left(\omega_{\mathrm{P}}\right)}\right|, \quad A_{\mathrm{s}}=20 \log \left|\frac{K}{H\left(\omega_{\mathrm{s}}\right)}\right| \tag{3.1}
\end{equation*}
$$

where $K$ is the maximum value of the magnitude response in the passband (usually unity). Figure 3.1b shows the magnitude response of a Chebyshev LPP transfer function with specifications $A_{\mathrm{p}}=2 \mathrm{~dB}$, $A_{\mathrm{s}}=45 \mathrm{~dB}$, and $\Omega_{\mathrm{s}}=1.6$.

Transformation of transfer function. Low-pass, high-pass, bandpass, and band-reject transfer functions (denoted in what follows LP, HP, BP, and BR, respectively) can be derived from an LPP transfer function through a transformation of the complex frequency variable. For convenience, the transfer function of the LPP is expressed in terms of the complex frequency variable $s$, where $s=u+j \Omega$ while the transfer functions obtained through the frequency transformation (low-pass, high-pass, bandpass, or band-reject) are expressed in terms of the transformed complex frequency variable $p=\sigma+j \omega$.


FIGURE 3.1 (a) Tolerance bounds for magnitude response of low-pass prototype and (b) Chebyshev LPP response.

The approximation of an $\mathrm{LP}, \mathrm{HP}, \mathrm{BP}$, or BR transfer function with passband ripple ( $s$ ) $A_{\mathrm{p}}$ and stopband attenuation ( $s$ ) $A_{\mathrm{s}}$ involves three steps:

1. Determination of the stopband edge frequency or selectivity factor $\Omega_{\mathrm{s}}$ of an LPP, which can be transformed into the desired LP, HP, BP, or BR filter.
2. Approximation of an LPP transfer function $T_{\mathrm{LPP}}(s)$ with selectivity factor $\Omega_{\mathrm{s}}$ and with same passband ripple and stopband attenuation $A_{\mathrm{p}}$ and $A_{\mathrm{s}}$ are the desired LP, HP, BP, or BR filter, respectively
3. Transformation of the LPP transfer function $T_{\text {LPP }}(s)$ into the desired transfer function (LP, HP, BP, or BR ) $T(p)$ through a frequency transformation of the form

$$
\begin{equation*}
s=f(p) \tag{3.2}
\end{equation*}
$$

Transformation of a network with LPP magnitude response into a low-pass, high-pass, bandpass, or bandrejection network can be done directly on the elements of the network. This procedure is denoted network transformation. It is very convenient in practice because element values for double terminated lossless ladder networks with LPP specifications have been extensively tabulated for some common values of $A_{\mathrm{p}}$, $A_{\mathrm{s}}$, and $\Omega_{\mathrm{s}}$. Also, a host of personal computer programs have become available in recent years that allow one to determine the component values of LPP ladder networks for arbitrary values $A_{\mathrm{p}}, A_{\mathrm{s}}$, and $\Omega_{\mathrm{s}}$. In what follows we study the frequency transformation $s=f(p)$ for each specific type of filter response (LP, HP, BP, and $B R$ ). We show how to calculate the selectivity factor of the equivalent LPP based on box constraint specifications for each type of filter. We then show how mapping of the imaginary frequency axis from $s$ to $p$ leads to LP, HP, BP, or BR magnitude responses. We analyze how poles and zeros are mapped from the $s$-plane to the $p$-plane for each transformation and finally we show the element transformations required to directly transform LPP networks into any of the filter types addressed previously.

### 3.2 Frequency and Impedance Scaling

### 3.2.1 Frequency Scaling

The simplest frequency transformation is a scaling operation expressed by

$$
\begin{equation*}
s=\frac{p}{\omega_{0}} \tag{3.3}
\end{equation*}
$$

where $\omega_{o}$ is a frequency scaling parameter. This transformation is denoted frequency scaling and it allows one to obtain a low-pass transfer function with a nonunity passband frequency edge from an LPP transfer function.

Transformation of poles and zeros of transfer function. Consider an LPP factorized transfer function $T_{\mathrm{LPP}}(s)$ with $n$ poles $s_{\mathrm{p} 1}, s_{\mathrm{p} 2}, \ldots, s_{\mathrm{p} n}$ and $m$ zeros $s_{\mathrm{z} 1}, s_{\mathrm{z} 2}, \ldots, s_{\mathrm{zm}}$

$$
\begin{equation*}
T_{\mathrm{LPP}}(s)=K \frac{\left(1-s / s_{\mathrm{z} 1}\right)\left(1-s / s_{\mathrm{z} 2}\right) \cdots\left(1-s / s_{\mathrm{zm}}\right)}{\left(1-s / s_{\mathrm{p} 1}\right)\left(1-s / s_{\mathrm{p} 2}\right) \cdots\left(1-s / s_{\mathrm{p} n}\right)} \tag{3.4}
\end{equation*}
$$

Using Equation 3.3, this transfer function becomes

$$
\begin{equation*}
T_{\mathrm{LP}}(p)=K \frac{\left(1-p / p_{\mathrm{z} 1}\right)\left(1-p / p_{\mathrm{z} 2}\right) \cdots\left(1-p / p_{\mathrm{zm}}\right)}{\left(1-p / p_{\mathrm{p} 1}\right)\left(1-p / p_{\mathrm{p} 2}\right) \cdots\left(1-p / p_{\mathrm{p} n}\right)} \tag{3.5}
\end{equation*}
$$

where poles and zeros ( $s_{z i}$ and $s_{\mathrm{p} j}$ ) of the LPP transfer function $P_{\text {LPP }}(s)$ become simply poles and zeros in $T_{\mathrm{LP}}(p)$, which are related to those of $T_{\mathrm{LPP}}(s)$ by the scaling factor $\omega_{\mathrm{o}}$ :

$$
\begin{equation*}
p_{\mathrm{p} i}=\omega_{\mathrm{o}} s_{\mathrm{p} i}, \quad p_{\mathrm{zj}}=\omega_{\mathrm{o}} s_{\mathrm{zj}} \tag{3.6}
\end{equation*}
$$

To determine the magnitude (or frequency) response of the LP filter we evaluate the magnitude of the transfer function on the imaginary axis (for $s=j \Omega$ ). The magnitude response of the transformed transfer function $\left|T_{\mathrm{LP}}(j \omega)\right|$ preserves a low-pass characteristic as illustrated in Figure 3.2. The frequency range from 0 to $\infty$ in the $\Omega$-axis is mapped to the range 0 to $\infty$ in the $\omega$-axis. A frequency and its mirror image in the negative axis $\pm \Omega$ is mapped to frequencies $\omega= \pm \omega_{0} \Omega$ with the same magnitude response: $\left|T_{\mathrm{LPP}}(j \Omega)\right|=\left|T_{\mathrm{LP}}\left(j \omega_{0} \Omega\right)\right|$. The passband and stopband edge frequencies $\Omega_{\mathrm{P}}=1 \mathrm{rad} / \mathrm{s}$ and $\Omega_{\mathrm{s}}$ of the LPP are mapped into passband and stopband edge frequencies $\omega_{p}=\omega_{o}$ and $\omega_{s}=\omega_{o} \Omega_{s}$, respectively. From this, it can be seen that for given low-pass filter specifications $\omega_{s}$, $\omega_{p}$ the equivalent LPP is determined based on the relation $\Omega_{\mathrm{s}}=\omega_{\mathrm{s}} / \omega_{\mathrm{p}}$, while the frequency scaling parameter $\omega_{\mathrm{o}}$ corresponds to the passband edge frequency of the desired LP.
LP network transformation. Capacitors and inductors are the only elements that are frequency dependent and that can be affected by a change of frequency variable. Capacitors and inductors in an LPP network have impedances $z_{c}=1 / s c_{\mathrm{n}}$ and $z_{1}=s 1_{\mathrm{n}}$, respectively. Using Equation 3.3 these become $Z_{c}(p)=1 / p C$ and $Z_{L}(p)=p L$, where $C=c_{\mathrm{n}} / \omega_{\mathrm{o}}$ and $L=l_{\mathrm{n}} / \omega_{\mathrm{o}}$. The LPP to LP frequency transformation is performed directly on the network by simply dividing the values of all capacitors and inductors by the frequency scaling factor $\omega_{0}$. This is illustrated in Figure 3.3a. The transformation expressed by Equation 3.3 can be applied to any type of filter and it has the effect of scaling the frequency axis without changing the shape of its magnitude response. This is illustrated in Figure 3.3, where the elements of an LPP with $A_{\mathrm{p}}=2 \mathrm{~dB}$, $A_{\mathrm{s}}=45 \mathrm{~dB}$, and selectivity $\Omega_{\mathrm{s}}=1.6 \mathrm{rad} / \mathrm{s}$ are scaled (Figure 3.3 b ) to transform the network into an LP network with passband and stopband edge frequencies $\omega_{\mathrm{p}}=2 \pi 10 \mathrm{krad} / \mathrm{s}$ and $\omega_{\mathrm{s}}=2 \pi 16 \mathrm{krad} / \mathrm{s}$ (or $f_{\mathrm{p}}=10 \mathrm{kHz}$ and $f_{\mathrm{s}}=16 \mathrm{kHz}$ ), respectively.


FIGURE 3.2 Derivation of low-pass response from a low-pass prototype by frequency scaling.


FIGURE 3.3 (a) Low-pass prototype ladder network and (b) LP network with passband frequency $f_{\mathrm{p}}=10 \mathrm{kHZ}$ derived from (a).

### 3.2.2 Impedance Scaling

Dimensionless transfer functions defined by ratios of voltages ( $V_{\text {out }} / V_{\text {in }}$ ) or currents ( $I_{\text {out }} / I_{\text {in }}$ ) remain unchanged if all impedances of a network are scaled by a common scaling factor " $a$." On the other hand, transfer functions of the transresistance type ( $V_{\text {out }} / I_{\text {in }}$ ) or of the transconductance type ( $I_{\text {out }} / V_{\text {in }}$ ) are simply modified by the impedance scaling factor $a$ and $1 / a$, respectively. If we denote a normalized impedance by $z_{\mathrm{n}}$, then the impedance scaling operation leads to an impedance $Z=a z_{\mathrm{n}}$. When applied to resistors ( $r_{\mathrm{n}}$ ), capacitors $\left(c_{\mathrm{n}}\right)$, inductors $\left(l_{\mathrm{n}}\right)$, transconductance gain coefficients $\left(g_{\mathrm{n}}\right)$, and transresistance gain coefficients $\left(r_{\mathrm{n}}\right)$ result in the following relations for the elements ( $R, C, L, g$, and $r$ ) of the impedance scaled network.

$$
\begin{align*}
R & =a r_{\mathrm{n}} \\
L & =a l_{\mathrm{n}} \\
C & =\frac{1}{a} c_{\mathrm{n}}  \tag{3.7}\\
g & =\frac{1}{a} g_{\mathrm{n}} \\
r & =a r_{\mathrm{n}}
\end{align*}
$$

Dimensionless voltage-gain and current-gain coefficients are not affected by impedance scaling. Technologies for fabrication of microelectronic circuits (CMOS, bipolar, BiCMOS monolithic integrated circuits, thin-film and thick-film hybrid circuits) only allow elements values and time constants (or pole and zero frequencies) within certain practical ranges. Frequency and impedance scaling are very useful to scale normalized responses and network elements resulting from standard approximation procedures to values within the range achievable by the implementation technology. This is illustrated in the following example.

## Example 3.1

The amplifier of Figure 3.4. is characterized by a one-pole low-pass voltage transfer function given by $H(s)=V_{\text {out }} / V_{\text {in }}=K\left(1+s / \omega_{p}\right)$, where $K=g_{m} r_{L} r_{1} /\left(r_{1}+r_{2}\right)$, and $\omega_{p}=1 / r_{L} C_{L}$. Perform frequency and impedance scaling so that the circuit pole takes a value $\omega_{\mathrm{p}}=2 \pi \times 10 \mathrm{Mrad} / \mathrm{s}$ (or $f_{\mathrm{p}}=10 \mathrm{MHz}$ ) and resistance,


FIGURE 3.4 Normalized transconductance amplifier.
capacitance, and transconductance gain values are in the range of $k \Omega, \mathrm{pF}$, and $\mu \mathrm{A} / \mathrm{V}$, which are appropriate for the implementation of the circuit as an integrated circuit in CMOS technology.

## Solution

The required location of the pole and range of values for the circuit elements can be achieved using frequency and impedance scaling factors $\omega_{0}=2 \pi \times 10^{7}$ and $a=10^{4}$, respectively. These result in $R_{1}=a r_{1}=10 \mathrm{k} \Omega, R_{2}=a r_{2}=10 \mathrm{k} \Omega, g=g_{m} / a=1000 \mu \mathrm{~A} / \mathrm{V}, R_{L}=a r_{L}=10 \mathrm{k} \Omega$, and $C_{L}=c_{L} / a \omega_{0}=1.59 \mathrm{pF}$.

### 3.3 Low-Pass to High-Pass Transformation

The LPP to high-pass transformation is defined by

$$
\begin{equation*}
s=\frac{\omega_{\mathrm{o}}^{2}}{p} \tag{3.8}
\end{equation*}
$$

Using this substitution in the LPP transfer function (Equation 3.4), it becomes

$$
\begin{equation*}
T_{\mathrm{HP}}(P)=K \frac{p^{n-m}\left(p-p_{\mathrm{z} 1}\right)\left(p-p_{\mathrm{z} 2}\right) \cdots\left(p-p_{\mathrm{z} m}\right)}{\left(p-p_{\mathrm{p} 1}\right)\left(p-p_{\mathrm{p} 2}\right) \cdots\left(p-p_{\mathrm{p} n}\right)} \tag{3.9}
\end{equation*}
$$

where the poles and zeros of Equation 3.8 are given by

$$
\begin{align*}
& p_{\mathrm{z} i}=\frac{\omega_{\mathrm{o}}^{2}}{s_{z i}} \quad \text { for } i \in\{1,2, \ldots, m\}  \tag{3.10}\\
& p_{\mathrm{p} j}=\frac{\omega_{\mathrm{o}}^{2}}{s_{\mathrm{p} j}} \quad \text { for } j \in\{1,2, \ldots, n\}
\end{align*}
$$

It can be seen that zeros and poles of $T_{\mathrm{HP}}(p)$ are reciprocal to those of $T_{\mathrm{LPP}}(s)$ and scaled by the factor $\omega_{\mathrm{o}}^{2} . T_{\mathrm{HP}}(p)$ has $n-m$ zeros at $s=0$, which can be considered to originate from $n-m$ zeros at $\infty$ in $T_{\text {LPP }}(s)$.

Let us consider now the transformation of the imaginary axis in $s$ to the imaginary axis in $p$. For $s=j \Omega$, $p$ takes the form $p=j \omega$ where

$$
\begin{equation*}
\omega=\frac{-\omega_{\mathrm{o}}^{2}}{\Omega} \tag{3.11}
\end{equation*}
$$

From Equation 3.11, it can be seen that positive frequencies in the LPP transform to reciprocal and scaled frequencies of the HP filter. Specifically, the frequency range from 0 to $\infty$ in $\Omega$ maps to the frequency range $-\infty$ to 0 in $\omega$, while the range $-\infty$ to 0 in $\Omega$ maps to 0 to $\infty$ in $\omega$. The passband edge frequency


FIGURE 3.5 Transformation of a low-pass into a high-pass response.


FIGURE 3.6 (a) LPP to high-pass network element transformations and (b) high-pass network derived from LPP of Figure 3.3a.
$\left(\Omega_{\mathrm{p}}= \pm 1\right)$ and the stopband edge frequency $\pm \Omega_{\mathrm{s}}$ of the LPP is mapped to $\omega_{\mathrm{p}}= \pm \omega_{\mathrm{o}}^{2}$ and $\omega_{\mathrm{s}}= \pm \omega_{\mathrm{o}}^{2} / \Omega_{\mathrm{s}}$ in the high-pass response. This is illustrated in Figure 3.5.

The procedure to obtain the specifications of the equivalent LPP given specifications $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}$ for a HP circuit can be outlined as follows:

1. Calculate the selectivity factor of the LPP according to $\Omega_{\mathrm{s}}=\omega_{\mathrm{p}} / \omega_{\mathrm{s}}$.
2. Approximate an LPP transfer function $T_{\text {LPP }}(s)$ with the selectivity $\Omega_{\mathrm{s}}$ and the passband ripple and stopband attenuation of the desired high-pass response.
3. Perform an LPP to HP transformation either by direct substitution $p=\omega_{0}^{2} / s$ in $T_{\mathrm{LPP}}(s)$ or by transforming poles and zeros of $T_{\text {LPP }}(s)$ using Equation 3.10.

Network transformation. Consider a capacitor $c_{\mathrm{n}}$ and an inductor $l_{\mathrm{n}}$ in an LPP network. They have impedances $z_{c}(s)=1 / s c_{\mathrm{n}}, z_{1}(s)=s l_{\mathrm{n}}$, respectively. Using Equation 3.8, these become impedances $Z_{L}(p)=$ $p L$ and $Z_{c}=1 / p C$ in the high-pass network, where $L=1 / \omega_{\mathrm{o}}^{2} c_{\mathrm{n}}$ and $C=1 / \omega_{\mathrm{o}}^{2} l_{\mathrm{n}}$. It can be seen that an LPP to HP transformation can be done directly on an LPP network by replacing capacitors by inductors and inductors by capacitors. For illustration, Figure 3.6 shows a high-pass network with a passband edge frequency $\omega_{\mathrm{p}}=2 \pi 20 \mathrm{Mrad} / \mathrm{s}$ or ( $f p=20 \mathrm{MHz}$ ) derived from the LPP network shown in Figure 3.6a.

### 3.4 Low-Pass to Bandpass Transformation

If the LPP transfer function is expressed now as a rational function

$$
\begin{equation*}
H_{\mathrm{LPP}}(s)=K \frac{b_{0}+b_{1} s+b_{2} s^{2}+\cdots+b_{m} s_{m}}{a_{0}+a_{1} s+a_{2} s^{2}+\cdots+a_{n} s^{n}} \tag{3.12}
\end{equation*}
$$

then through the substitution

$$
\begin{equation*}
s=\frac{1}{\mathrm{BW}} \frac{p^{2}+\omega_{0}^{2}}{p} \tag{3.13}
\end{equation*}
$$

$H_{\mathrm{LPP}}(s)$ transformed into a bandpass transfer function $H_{\mathrm{BP}}(p)$ with the form

$$
\begin{equation*}
H_{\mathrm{BP}}(P)=K^{\prime} P^{n-m} \frac{1+B_{1} p+B_{2} p^{2}+\cdots+B_{2} p^{2 m-2}+B_{1} p^{2 m-1}+p^{2 m}}{1+A_{1} p+A_{2} p^{2}+\cdots+A_{2} p^{2 m-2}+A_{1} p^{2 m-1}+p^{2 m}} \tag{3.14}
\end{equation*}
$$

From Equation 3.14, it can be seen that the bandpass transfer function has twice as many poles and zeros as the LPP transfer function. In addition it has $n-m$ zeros at the origin. The coefficients of the numerator and denominator polynomials are symmetric and are a function of the coefficients of $H_{\text {LPP }}(s)$.

In order to obtain poles and zeros of the bandpass transfer function from the poles and zeros of $T_{\text {LPP }}(p)$, three points must be considered.

First, a real pole (or zero) $s_{\mathrm{p}}=-u_{\mathrm{p}}$ of $H_{\mathrm{LPP}}(s)$ maps into a complex conjugate pair with frequency $\omega_{\mathrm{o}}$ and $Q$ (or selectivity) factor in $H_{\mathrm{BP}}(p)$, where $D q=\omega_{\mathrm{o}} /\left(U_{\mathrm{p}} B W\right) .{ }^{*}$

Second, a pair of complex conjugate pole (or zeros) of $H_{\mathrm{LPP}}(s)$ with frequency $\Omega_{\mathrm{o}}$ and pole-quality factor $q$ denoted by $\left(\Omega_{o}, q\right)$ is mapped into two pairs of complex conjugate poles (or zeros) $\left(\omega_{o 1}, Q\right)$ and ( $\omega_{\mathrm{o} 2}, Q$ ), where the following relations apply:

$$
\begin{align*}
\omega_{\mathrm{o} 1} & =\omega_{\mathrm{o}} M \\
\omega_{\mathrm{o} 2} & =\frac{\omega_{\mathrm{o}}}{M}  \tag{3.15a}\\
Q & =\frac{a}{c}\left(M+\frac{1}{M}\right)
\end{align*}
$$

and the definitions

$$
\begin{aligned}
& a=\frac{\omega_{\mathrm{o}}}{\mathrm{BW}} \\
& b=\frac{\Omega_{\mathrm{o}}}{2 a} \\
& c=\frac{\Omega_{\mathrm{o}}}{q} \\
& M=\sqrt{b^{2}+\sqrt{\left(1+b^{2}\right)^{2}-\frac{c}{(2 a)^{2}}}+\sqrt{2 b} \sqrt{1+b^{2}-\frac{c}{2 \Omega_{\mathrm{o}}^{2}+}+\sqrt{\left(1+b^{2}\right)^{2}-\frac{c}{(2 a)^{2}}}}}
\end{aligned}
$$

apply.

[^20]Narrow-band approximation. If the condition $\mathrm{BW} / \omega_{\mathrm{o}} \ll 1$ is satisfied, then following simple transformations known as the narrow band approximation ${ }^{*}$ can be used to map directly poles (or zeros) from the $s$-plane to the $p$-plane

$$
\begin{equation*}
p_{\mathrm{p}} \approx \frac{B W}{2} s_{\mathrm{p}}+j \omega_{0}, \quad p_{\mathrm{z}} \approx \frac{B W}{2} s_{\mathrm{z}}+j \omega_{\mathrm{o}} \tag{3.16}
\end{equation*}
$$

These approximations are valid only if the transformed poles and zeros are in the vicinity of $j \omega_{0}$, that is, if $\left|s_{\mathrm{p}}-\omega_{\mathrm{o}}\right| / \omega_{\mathrm{o}} \ll 1$.

Third, in order to obtain poles and zeros of the bandpass transfer function, mapping of complex zeros on the imaginary $\Omega$ axis ( $s_{2}, s_{x}^{*}= \pm j \Omega_{z}$ ) takes place using the same mapping relations discussed next.

Mapping of imaginary frequency axis. Consider a frequency $s=j \Omega$ and its mirror image $s=-j \Omega$ in the LPP. Using Equation 3.13, these two frequencies are mapped into four frequencies: $\pm \omega_{1}$ and $\pm \omega_{2}$, where $\omega_{1}$ and $\omega_{2}$ are given by

$$
\begin{align*}
& \omega_{2}=\Omega \frac{\mathrm{BW}}{2}+\sqrt{\omega_{\mathrm{o}}^{2}+\left(\Omega \frac{\mathrm{BW}}{2}\right)^{2}} \\
& \omega_{1}=-\Omega \frac{\mathrm{BW}}{2}+\sqrt{\omega_{\mathrm{o}}^{2}+\left(\Omega \frac{\mathrm{BW}}{2}\right)^{2}} \tag{3.17}
\end{align*}
$$

From Equation 3.17, the following relations can be derived:

$$
\begin{align*}
\omega_{2}-\omega_{1} & =\mathrm{BW} \Omega  \tag{3.18}\\
\omega_{1} \omega_{2} & =\omega_{0}^{2}
\end{align*}
$$

It can be seen that with the LPP to bandpass transformation frequencies are mapped into bandwidths. A frequency $\Omega$ and its mirror image $-\Omega$ are mapped into two pairs of frequency points that have $\omega_{0}$ as center of geometry. The interval from 0 to $\infty$ in the positive $\Omega$ axis maps into two intervals in the $\omega$ axis: the first from $\omega_{0}$ to $+\infty$ on the positive $\omega$ axis and the second from $-\omega_{0}$ to 0 to in the negative $\omega$ axis. The interval $-\infty$ to 0 on the negative $\Omega$ axis maps into two intervals: from $-\infty$ to $-\omega_{0}$ in the negative $\omega$ axis and from 0 to $\omega_{\mathrm{o}}$ in the positive $\omega$ axis. The LPP passband and stopband edge frequencies $\Omega_{\mathrm{p}}= \pm 1$ and $+\Omega_{\mathrm{s}}$ are mapped into passband edge frequencies $\omega_{\mathrm{p} 1}, \omega_{\mathrm{p} 2}$, and into stopband edge frequencies $\omega_{\mathrm{s} 1}, \omega_{\mathrm{s} 2}$ that satisfy

$$
\begin{align*}
\omega_{\mathrm{p} 2}-\omega_{\mathrm{p} 1} & =\mathrm{BW}  \tag{3.19}\\
\omega_{\mathrm{s} 2}-\omega_{\mathrm{s} 1} & =\mathrm{BW} \Omega_{\mathrm{s}}
\end{align*}
$$

and

$$
\begin{equation*}
\omega_{\mathrm{p} 1} \omega_{\mathrm{p} 2}=\omega_{\mathrm{s} 1} \omega_{\mathrm{s} 2}=\omega_{\mathrm{o}}^{2} \tag{3.20}
\end{equation*}
$$

Figure 3.7 shows mapping of frequency points $1,2,3$, and 4 in the $\Omega$ axis to points $1^{\prime}, 2^{\prime}, 3^{\prime}$, and $4^{\prime}$ and $1^{\prime \prime}$, $2^{\prime \prime}, 3^{\prime \prime}, 4^{\prime \prime}$ in the $\omega$ axis of the bandpass response.

If the bandpass filter specifications do not satisfy Equation 3.20 (which is usually the case), then either one of the stopband frequencies or one of the passband frequencies has to be redefined so that they become symmetric w.r.t. $\omega_{o}$ and an equivalent LPP filter can be specified. For given passband and
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FIGURE 3.7 Low-pass to bandpass transformation.
stopband specifications $\omega_{\mathrm{p} 1}, \omega_{\mathrm{p} 2}, \omega_{\mathrm{s} 1}, \omega_{\mathrm{s} 2}, A_{\mathrm{p}}, A_{\mathrm{s}}$, the procedure to determine $\Omega_{\mathrm{s}}$ for an equivalent LPP is as follows:

1. Calculate first the parameter $\omega_{\mathrm{o}}$ in terms of the passband frequencies according to $\omega_{\mathrm{o}}=\sqrt{\omega_{\mathrm{p} 1} \omega_{\mathrm{p} 2}}$.
2. Make the stopband frequencies geometrically symmetric with respect to $\omega_{o}$ determined in step 1 by redefining either $\omega_{\mathrm{s} 1}$ or $\omega_{\mathrm{s} 2}$ so that one of these frequencies becomes more constrained. ${ }^{*}$ If $\omega_{\mathrm{s} 2}<\omega_{\mathrm{o}}^{2} / \omega_{\mathrm{s} 2}$, then assign $\omega_{\mathrm{s} 1}$ the new value: $\omega_{\mathrm{s} 1}=<\omega_{\mathrm{o}}^{2} / \omega_{\mathrm{s} 1}$. Otherwise assign $\omega_{\mathrm{s} 2}$ the new value $\omega_{\mathrm{s} 2}=\omega_{\mathrm{o}}^{2} / \omega_{\mathrm{s} 1}$.
3. Calculate a selectivity factor of the LPP based on the redefined stopband frequency according to $\Omega_{\mathrm{s}}=\left(\omega_{\mathrm{s} 2}-\omega_{\mathrm{s} 1}\right) /\left(\omega_{\mathrm{p} 2}-\omega_{\mathrm{p} 1}\right)$. This expression follows directly from Equations 3.19 and 3.20.
4. Calculate now the parameter $\omega_{\mathrm{o}}$ in terms of the stopband frequencies, according to $\omega_{\mathrm{o}}=\sqrt{\omega_{\mathrm{s} 1} \omega_{\mathrm{s} 2}}$.
5. Symmetrize the passband frequencies w.r.t. the value of $\omega_{\mathrm{o}}$ determined in step 4 by constraining either $\omega_{\mathrm{p} 1}$ or $\omega_{\mathrm{p} 2}$. If $\omega_{\mathrm{p} 1}>\omega_{\mathrm{o}}^{2} / \omega_{\mathrm{p} 2}$, then assign $\omega_{\mathrm{p} 1}$ the new value: $\omega_{\mathrm{p} 1}>\omega_{\mathrm{o}}^{2} / \omega_{\mathrm{p} 2}$. Otherwise assign $\omega_{\mathrm{p} 2}$ the new value $\omega_{\mathrm{p} 2}>\omega_{\mathrm{o}}^{2} / \omega_{\mathrm{p} 1}$.
6. Calculate the selectivity factor based on the new set of passband frequencies using the same expression as in step 3.
7. Select from step 3 or step 6 the maximum selectivity factor $\Omega_{s}$ and determine the transformation parameters $\omega_{\mathrm{o}}$ and BW from the values calculated in steps $1-3$ or in $4-6$, whichever sequence leads to the maximum $\Omega_{\mathrm{s}}$, which leads to the lowest order $n$ for $T_{\mathrm{LPP}}(s)$ and with this to the least expensive filter implementation.

## Example 3.2

Consider the following nonsymmetric specifications for a bandpass filter: $\omega_{\mathrm{s} 1}=2 \pi 9, \omega_{\mathrm{s} 2}=2 \pi 17$, $\omega_{p 1}=2 \pi 10$, and $\omega_{p 1}=2 \pi 14.4$ (all frequencies specified in $\mathrm{krad} / \mathrm{s}$ ). Application of the above procedure leads to a new value for the upper stopband frequency $\omega_{s 2}=16$ and from this to the following parameters: $\mathrm{BW}=2 \pi(14.4-10)=2 \pi 4.4, \omega_{\circ}^{2} \omega_{0}^{2}=2 \pi 92 \pi 16=2 \pi 102 \pi 14.4=(2 \pi)^{2} 144$, and $\Omega_{\mathrm{s}}=16-9 /(14.4-10)=1.59$.

Bandpass network transformation. Consider now the transformation of capacitors and inductors in an LPP filter. An inductor in the LPP network has an impedance $z_{\mathrm{I}}(s)=s l_{\mathrm{n}}$. This becomes an impedance $z_{\mathrm{s}}(p)=p L_{\mathrm{s}}+1 / p C_{\mathrm{s}}$, where $L_{\mathrm{s}}=l_{\mathrm{n}} / \mathrm{BW}$ and $C_{\mathrm{s}}=\mathrm{BW} / l_{\mathrm{n}} \omega_{\mathrm{o}}^{2} \omega_{\mathrm{o}}^{2}$. Now consider a capacitor $c_{\mathrm{n}}$ in the LPP with admittance $Y_{c}(s)=s c_{\mathrm{n}}$. Using the transformation (Equation 3.12), this becomes an admittance $Y_{\mathrm{p}}(p)=p C_{\mathrm{p}}+1 / p L_{\mathrm{p}}$, where $C_{\mathrm{p}}=c_{\mathrm{n}} / \mathrm{BW}$ and $L_{\mathrm{p}}=\mathrm{BW} / c_{\mathrm{n}} \omega_{\mathrm{o}}^{2}$. This indicates that to transform an LPP network into a bandpass network, inductors in the LPP network are replaced by the series connection of
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FIGURE 3.8 (a) LPP to bandpass network element transformations and (b) bandpass network derived from LPP network of Figure 3.3a.
an inductor with value $L_{\mathrm{s}}$ and a capacitor with value $C_{\mathrm{s}}$ and capacitors in the LPP are replaced by the parallel combination of a capacitor $C_{\mathrm{p}}$ and inductor $L_{\mathrm{p}}$. This is illustrated in Figure 3.8. As with other transformations, resistors remain unchanged since they are not frequency dependent.

## Example 3.3

Consider the LPP network shown in Figure 3.3a with specifications $A p=2 \mathrm{~dB}, A s=45 \mathrm{~dB}$, and $\Omega_{\mathrm{s}}=1.6$. Derive a bandpass network using the parameters calculated in Example 3.2: $\omega_{0}^{2}=(2 \pi)^{2} 144, \mathrm{BW}=$ $2 \pi 4.4 \mathrm{krad} / \mathrm{s}$.

## Solution

Straightforward application of the relations shown in Figure 3.8a leads to the network of Figure 3.8b.

### 3.5 Low-Pass to Band-Reject Transformation

This transformation is characterized by

$$
\begin{equation*}
S=\mathrm{BW} \frac{p}{p^{2}+\omega_{\mathrm{o}}^{2}} \tag{3.21}
\end{equation*}
$$

and it can be best visualized as a sequence of two transformations through the intermediate complex frequency variables $s^{\prime}=u^{\prime}+j \Omega^{\prime} \times 1$. A normalized LPP to high-pass transformations

$$
\begin{equation*}
s=\frac{1}{s^{\prime}} \tag{3.22}
\end{equation*}
$$



FIGURE 3.9 Low-pass to band-reject transformation: (a) Low-pass response, (b) normalized high-pass response, and (c) band-reject response derived from (a) and (b).
followed by a bandpass transformation applied to $s^{\prime}$

$$
\begin{equation*}
s^{\prime}=\frac{1}{\mathrm{BW}} \frac{p^{2}+\omega_{0}^{2}}{p} \tag{3.23}
\end{equation*}
$$

Mapping of the imaginary $\omega$ axis to the $\Omega$ axis through this sequence of transformations leads to a bandrejection response in $\omega$; frequency points $1,2,3,4$ have been singled out to better illustrate the transformation. Figure 3.9a shows the magnitude response of the LPP, Figure 3.9b shows the high-pass response obtained through Equation 3.22. This intermediate response is a normalized high-pass response with a passband extending from $\Omega_{\mathrm{p}}^{\prime}=1$ to $\infty$ and a stopband extending from 0 to $\Omega_{\mathrm{s}}^{\prime}=1 / \Omega_{\mathrm{s}}$. Figure 3.9 c shows the magnitude response obtained by applying Equation 3.23 to the variable $s^{\prime}$. The frequency range from $\Omega^{\prime}=0$ to $\infty$ in Figure 3.9 b is mapped into the range from $\omega_{\mathrm{o}}$ to $\infty$ and from $-\omega_{\mathrm{o}}$ to 0 . The frequency range from $-\infty$ to 0 in $\Omega^{\prime}$ is mapped into the ranges from 0 to $\omega_{0}$ and from $-\infty$ to $-\omega_{\mathrm{o}}$ in $\omega$ as indicated in Figure 3.9c. It can be seen that the bandpass transformation applied to a normalized highpass response creates two passbands with ripple $A_{\mathrm{p}}$ from $\omega=0$ to $\omega_{\mathrm{p} 1}$ and from $\omega_{\mathrm{p} 2}$ to $\infty$ and a stopband with attenuation $A_{\mathrm{s}}$ from $\omega_{\mathrm{s} 1}$ to $\omega_{\mathrm{s} 2}$. The following conditions are satisfied:

$$
\begin{align*}
\omega_{\mathrm{s} 1} \omega_{\mathrm{s} 2} & =\omega_{\mathrm{p} 1} \omega_{\mathrm{p} 2}=\omega_{\mathrm{o}}^{2} \\
\omega_{\mathrm{s} 2}-\omega_{\mathrm{s} 1} & =\mathrm{BW} \Omega_{\mathrm{s}}^{\prime}=\mathrm{BW} / \Omega_{\mathrm{s}}  \tag{3.24}\\
\omega_{\mathrm{p} 2}-\omega_{\mathrm{p} 1} & =\mathrm{BW}
\end{align*}
$$

From Equation 3.24, if $\omega_{\mathrm{s} 1}, \omega_{\mathrm{s} 2}, \omega_{\mathrm{p} 1}, \omega_{\mathrm{p} 2}$ as well as $A_{\mathrm{p}}$ and $A_{\mathrm{s}}$ are specified for a band-rejection filter, then the selectivity factor of the equivalent LPP is calculated according to $\Omega_{\mathrm{s}}=\left(\omega_{\mathrm{p} 2}-\omega_{\mathrm{p} 1}\right) /\left(\omega_{\mathrm{s} 2}-\omega_{\mathrm{s} 1}\right)$. Similar to the case of bandpass filters, the band-rejection specifications must be made symmetric with respect to $\omega_{\mathrm{o}}$ so that an equivalent LPP can be specified. This is done following a similar procedure as for the bandpass transformation by constraining either one of the passband frequencies or one of the stopband frequencies so that the response becomes geometrically symmetric with respect to $\omega_{0}$. The option leading to the largest selectivity factor (that corresponds in general to the least expensive network implementation) is then selected. In this case constraining design specifications refers to either increase $\omega_{\mathrm{p} 1}$ or $\omega_{\mathrm{s} 2}$ or to decrease $\omega_{\mathrm{p} 2}$ or $\omega_{\mathrm{s} 1}$.

## Example 3.4

Make following band-rejection filter specifications symmetric so that an equivalent LPP with the lowest $\Omega_{\mathrm{s}}$ can be found: $\omega_{\mathrm{s} 1}=2 \pi 10, \omega_{\mathrm{s} 2}=2 \pi 14.4, \omega_{\mathrm{p} 1}=2 \pi 9, \omega_{\mathrm{p} 2}=2 \pi 17$.

## Solution

Defining $\omega_{0}$ in terms of the passband frequencies the upper stopband frequency acquires the new value $\omega_{\mathrm{s} 2}=2 \pi 15.3$ and the selectivity factor $\Omega_{\mathrm{s}}=1.509$ is obtained. If $\omega_{0}$ is defined in terms of the stopband frequencies the upper passband frequency is assigned the new value $\omega_{\mathrm{p} 2}=2 \pi 16$ and the selectivity factor $\Omega_{\mathrm{s}}=1.59$ is obtained. Therefore, the second option with $\Omega_{\mathrm{s}}=1.59$ corresponds to the largest selectivity factor and the following transformation parameters result: $B W=\omega_{p 2}-\omega_{p 1}=2 \pi(16-9)=2 \pi 7$, $\omega_{\mathrm{o}}^{2}=\omega_{\mathrm{p} 1} \omega_{\mathrm{p} 1}=(2 \pi)^{2} 144$ is made.

Transformation of poles and zeros of the LPP transfer function. To determine the poles and zeros of the band-rejection transfer function $H_{\mathrm{BR}}(p)$ starting from those of $H_{\mathrm{LPP}}(s)$, again a sequence of two transformations is required: poles and zeros of the LPP (denoted $s_{\mathrm{p} 1}, s_{\mathrm{p} 2}, \ldots, s_{\mathrm{p} n}$ and $s_{\mathrm{z} 1}, s_{\mathrm{z} 2}, \ldots, s_{\mathrm{z} n}$ ) are transformed into poles and zeros of $H_{\mathrm{HP}}\left(s^{\prime}\right) s_{\mathrm{p} 1}^{\prime}, s_{\mathrm{p} 2}^{\prime}, \ldots, s_{\mathrm{z} 1}^{\prime}, s_{\mathrm{z} 2}^{\prime}, \ldots, s_{z m}^{\prime}$, which are reciprocal to those of the LPP. The high-pass also acquires $n-m$ zeros at the origin as explained in Sections 3.3 and 3.2. The transformations described in Section 3.4 are then applied to the high-pass poles zeros $s_{\mathrm{p} 1}^{\prime}, s_{\mathrm{p} 2}^{\prime}, \ldots, s_{\mathrm{z} 1}^{\prime}, s_{\mathrm{z} 2}^{\prime}, \ldots, s_{\mathrm{zm}}^{\prime}$.

Band-rejection network transformation. Using the transformation (Equation 3.21), an inductor in the LPP network with admittance $y_{1}(s)=1 / s l_{\mathrm{n}}$ becomes an admittance $Y_{\mathrm{p}}(p)=p C_{\mathrm{p}}+1 / p L_{\mathrm{p}}$, where $C_{\mathrm{p}}=1 / \mathrm{BW} l_{\mathrm{n}}$ and $L_{\mathrm{p}}=\mathrm{BW} l_{\mathrm{n}} / \omega_{\mathrm{o}}^{2}$. A capacitor $c_{\mathrm{n}}$ in the LPP with impedance $z_{c}(s)=1 / s c_{\mathrm{n}}$ becomes with Equation 3.20 an impedance $Z_{\mathrm{s}}(p)=p L_{\mathrm{s}}+1 / p C_{\mathrm{s}}$, where $L_{\mathrm{s}}=1 / c_{\mathrm{n}} \mathrm{BW}$ and $C_{\mathrm{s}}=c_{\mathrm{n}} \mathrm{BW} / \omega_{\mathrm{o}}^{2}$. To transform an LPP network into a bandpass network, capacitors in the LPP network are replaced by a series connection of an inductor with value $L_{\mathrm{s}}$ and a capacitor with value $C_{\mathrm{s}}$, while inductors in the LPP are replaced by the parallel combination of a capacitor $C_{\mathrm{p}}$ and inductor $L_{\mathrm{p}}$. This is illustrated in Figure 3.10a.

## Example 3.5

Consider the LPP network shown in Figure 3.3a. It corresponds to the specifications: $A_{p}=2 \mathrm{~dB}, A_{\mathrm{s}}=45$ dB , and $\Omega_{\mathrm{s}}=1.6$. Transform it into a bandpass network using the following parameters from Example 3.4: $\omega_{\circ}^{2}=(2 \pi)^{2} 144$, BW $=2 \pi 7 \mathrm{Mrad} / \mathrm{s}$ (units for $\omega_{\circ}$ are microradians per second).

## Solution

The circuit of Figure 3.10b is obtained applying the transformations indicated in Figure 3.10a.


FIGURE 3.10 (a) LPP to band-reject transformations of network elements and (b) band-reject network derived from LPP of Figure 3.3a.
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### 4.1 Introduction

Using sensitivity one can evaluate the change in a filter performance characteristic (bandpass, Q-factor) or in a filter function (input impedance, transfer function) resulting from a change in a nominal value of one or more of the filter components. Hence, sensitivities and based on them sensitivity measures are used to compare different realizations of electric filters that meet the same specifications. Sensitivities can also be used to estimate the spread of the performance characteristic caused by the spread of the element values. In the design of filters, one is interested both in choosing realizations that have low sensitivities and in minimizing the sensitivities. This allows use of components with wider tolerances for a given variation or a given spread of the filter characteristic or function.

### 4.2 Definitions of Sensitivity

Let $y$ be the filter performance characteristic and $x$ be the value of the parameter of a filter element that is causing the characteristic change. The relative sensitivity is defined as follows:

$$
\begin{equation*}
\mathbf{S}_{x}^{y}(y, x)=\frac{\partial y}{\partial x} \frac{x}{y}=\frac{\partial y / y}{\partial x / x}=\frac{\partial(\ln y)}{\partial(\ln x)} \tag{4.1}
\end{equation*}
$$

It is usually used to establish the approximate relationship between the relative changes $\delta y=\Delta y / y$ and $\delta x=\Delta x / x$. Here, $\Delta y$ and $\Delta x$ are absolute changes. The interpretation of relative changes $\delta y$ and $\delta x$ depends on the problem at hand. If these relative changes are small, one writes that

$$
\begin{equation*}
\delta y \approx \mathbf{S}_{x}^{y}(y, x) \delta x \tag{4.2}
\end{equation*}
$$

(This relationship assumes that $\mathbf{S}_{x}^{y}$ is different from zero. If $\mathbf{S}_{x}^{y}=0$, the relative changes $\delta y$ and $\delta x$ may be independent. This happens, for example, in the passband of doubly terminated LC networks [see below], where the passband attenuation always increases independently on the sign in the variation of a reactance element.) The argument in the parentheses of Equation 4.2, when does not involve any ambiguity, will usually be omitted, i.e., we will write simply $\mathbf{S}_{x}^{y}$. Some simple properties of the sensitivity determined by Equation 4.1 can be established by differentiation only. They are summarized in Table 4.1 [1].

One can also define two semirelative sensitivities

$$
\begin{equation*}
\mathbf{S}_{x}(y, x)=x \frac{\partial y}{\partial x}=\frac{\partial y}{\partial x / x}=\frac{\partial y}{\partial(\ln x)} \tag{4.3}
\end{equation*}
$$

which is here frequently denoted by $\mathbf{S}_{x}(y)$, and

$$
\begin{equation*}
\mathbf{S}^{y}(y, x)=\frac{1}{y} \frac{\partial y}{\partial x}=\frac{\partial y / y}{\partial x}=\frac{\partial(\ln y)}{\partial x} \tag{4.4}
\end{equation*}
$$

which is also denoted by $\mathbf{S}^{y}(x)$. Both these sensitivities can be used in a way similar to Equation 4.2 to establish the approximate relationships between one relative and one absolute change. Finally, the absolute sensitivity $\mathbf{S}(y, x)$ is simply a partial derivative of $y$ with respect to $x$, i.e., it can be used to establish the relationship between absolute changes. The variable $x$ represents the value for any component of the filter. The set of values for all the components will be denoted as $\boldsymbol{x}=\left\{x_{i}\right\}$, where $i=1,2, \ldots, n$.

TABLE 4.1 Properties of the Relative Sensitivity

| Property Number | Relation | Property Number | Relation |
| :--- | :--- | :---: | :--- |
| 1 | $\mathbf{S}_{x}^{k y}=\mathbf{S}_{k x}^{y}=\mathbf{S}_{x}^{y}$ | 10 | $\mathbf{S}_{x}^{y_{1} / y_{2}}=\mathbf{S}_{x}^{y_{1}}-\mathbf{S}_{x}^{y_{2}}$ |
| 2 | $\mathbf{S}_{x}^{x}=\mathbf{S}_{x}^{y_{x}^{x}}=\mathbf{S}_{k x}^{k x}=1$ | 11 | $\mathbf{S}_{x_{1}}^{y}=\mathbf{S}_{x_{2}}^{y} \mathbf{S}_{x_{1}}^{x_{2}}$ |
| 3 | $\mathbf{S}_{1 / x}^{y}=\mathbf{S}_{x}^{1 / y}=-\mathbf{S}_{x}^{y}$ | $12^{\mathrm{a}}$ | $\mathbf{S}_{x}^{y}=\mathbf{S}_{x}^{\|x\|}+j \arg y \mathbf{S}_{x}^{\arg y}$ |
| 4 | $\mathbf{S}_{x}^{y_{x} y_{2}}=\mathbf{S}_{x}^{y_{1}}+\mathbf{S}_{x}^{y_{2}}$ | $13^{\mathrm{a}}$ | $\mathbf{S}_{x}^{\arg y}=\frac{1}{\operatorname{argy}} \operatorname{Im} \mathbf{S}_{x}^{y}$ |
| 5 | $\mathbf{S}_{x}^{T_{i=1}^{n} y_{i}}=\sum_{i=1}^{n} \mathbf{S}_{x}^{y_{i}}$ | $14^{\mathrm{a}}$ | $\mathbf{S}_{x}^{\|y\|}=\operatorname{Re} \mathbf{S}_{x}^{y}$ |
| 6 | $\mathbf{S}_{x}^{y^{n}}=n \mathbf{S}_{x}^{y}$ | 15 | $\mathbf{S}_{x}^{y+z}=\frac{1}{y+z}\left(y \mathbf{S}_{x}^{y}+z \mathbf{S}_{x}^{z}\right)$ |
| 7 | $\mathbf{S}_{x}^{x^{n}}=n \mathbf{S}_{x}^{k x^{n}}=n$ | 16 | $\mathbf{S}_{x}^{\sum_{y=1}^{n} y_{i}}=\frac{\sum_{i=1}^{n} y_{i} y_{i}^{y_{i}}}{\sum_{i=1}^{n} y_{i}}$ |
| 8 | $\mathbf{S}_{x^{n}}^{y}=\frac{1}{n} \mathbf{S}_{x}^{y}$ |  | $\mathbf{S}_{x}^{\ln y}=\frac{1}{\ln y} \mathbf{S}_{x}^{y}$ |
| 9 | $\mathbf{S}_{x^{n}}^{y}=\mathbf{S}_{k x^{n}}^{x}=\frac{1}{n}$ | 17 |  |

${ }^{\text {a }}$ In this relation, $y$ is a complex quantity and $x$ is a real quantity.

### 4.3 Function Sensitivity to One Variable

Let the chosen quantity $y$ be the filter function $F(s, x)$. When it does not involve any ambiguity, this function will be denoted as $F(s)$. The element $x$ is a passive or active element in the circuit realization of the function. The function sensitivity is defined as

$$
\begin{equation*}
\mathbf{S}_{x}^{F(s, x)}=\frac{\partial F(s, x)}{\partial x} \frac{x}{F(s, x)} \tag{4.5}
\end{equation*}
$$

Under condition of sinusoidal steady state, when $s=j \omega$, the function $F(j \omega, x)$ can be represented as

$$
\begin{equation*}
F(j \omega, x)=|F(j \omega, x)| e^{j \arg F(j \omega, x)}=e^{-\alpha(\omega, x)+j \beta(\omega, x)} \tag{4.6}
\end{equation*}
$$

and using the left-hand part of Equation 4.6, one finds that

$$
\begin{equation*}
\mathbf{S}_{x}^{F(j \omega, x)}=\operatorname{Re} \mathbf{S}_{x}^{F(j \omega, x)}+j \operatorname{Im} \mathbf{S}_{x}^{F(j \omega, x)}=\mathbf{S}_{x}^{|F(j \omega, x)|}+j \frac{\partial \arg F(j \omega, x)}{\partial x / x} \tag{4.7}
\end{equation*}
$$

as follows from property 12 of Table 4.1. Thus, the real part of the function sensitivity gives the relative change in the magnitude response, and the imaginary part gives the change in the phase response, both with respect to a normalized element change. If one determines $\delta F=\left[F(j \omega, x)-F\left(j \omega, x_{0}\right)\right] / F\left(j \omega, x_{0}\right)$ and $\delta x=\left(x-x_{0}\right) / x_{0}$, where $x_{0}$ is the initial value of the element and the deflection $\Delta x=x-x_{0}$ is small, then Equation 4.5 is used to write

$$
\begin{equation*}
\delta F \approx \mathbf{S}_{x}^{F(s, x)} \delta x \tag{4.8}
\end{equation*}
$$

And if one determines $\delta|F|=\left[\left|F(j \omega, x)-F\left(j \omega, x_{0}\right)\right|\right] /\left|F\left(j \omega, x_{0}\right)\right|$, then using Equation 4.7, one obtains

$$
\begin{equation*}
\delta|F| \approx \operatorname{Re} \mathbf{S}_{x}^{F(s, x)} \delta x \tag{4.9}
\end{equation*}
$$

These calculations assume that the sensitivity is also calculated at $x=x_{0}$.
A frequently used alternate form of Equation 4.7 is obtained by using the attenuation function $\alpha(\omega, x)=\ln \left(\frac{1}{|F(j \omega, x)|}\right)=-\ln |F(j \omega, x)|$ and the phase function $\beta(\omega, x)=\arg F(j \omega, x)$ defined by the right-hand part of Equation 4.6 (this interpretation is usually used when $F(s)$ is the filter transfer function $T(s)$ ). In terms of these, Equation 4.7 may be rewritten as

$$
\begin{equation*}
\mathbf{S}_{x}^{F(j \omega, x)}=-\frac{\partial \alpha(\omega, x)}{\partial x / x}+j \frac{\partial \beta(\omega, x)}{\partial x / x}=-\mathbf{S}_{x}[\alpha(\omega), x]+j \mathbf{S}_{x}[\beta(\omega), x] \tag{4.10}
\end{equation*}
$$

From Equations 4.7 and 4.10 one concludes that $\mathbf{S}_{x}^{|F(j \omega, x)|}=-\mathbf{S}_{x}[\alpha(\omega), x]$. Besides, using Equations 4.7 and 4.10 one can write that

$$
\begin{equation*}
\Delta \arg F(j \omega, x)=\Delta \beta(\omega, x) \approx \operatorname{Im} \mathbf{S}_{x}^{F(j \omega, x)} \delta x=\mathbf{S}_{x}[\beta(\omega), x] \delta x \tag{4.11}
\end{equation*}
$$

where $\Delta \arg F(j \omega, x)=\arg F(j \omega, x)-\arg F\left(j \omega, x_{0}\right)$.
Usually the filter function is a ratio of two polynomials $N(s)$ and $D(s)$, i.e.,

$$
\begin{equation*}
F(s)=\frac{N(s)}{D(s)} \tag{4.12}
\end{equation*}
$$

Then, assuming that the coefficients of $N(s)$ and $D(s)$ depend on the element $x$, and using Equation 4.1, one derives the following form of Equation 4.5:

$$
\begin{equation*}
\mathbf{S}_{x}^{F(s)}=x\left[\frac{\partial N(s) / \partial x}{N(s)}-\frac{\partial D(s) / \partial x}{D(s)}\right] \tag{4.13}
\end{equation*}
$$

which is sometimes more convenient.

### 4.4 Coefficient Sensitivity

In general, a network function $F(s)$ for any active or passive lumped network is a ratio of polynomials having the form

$$
\begin{equation*}
F(s)=\frac{N(s)}{D(s)}=\frac{a_{0}+a_{1} s+a_{2} s^{2}+\cdots+a_{m} s^{m}}{d_{0}+d_{1} s+d_{2} s^{2}+\cdots+d_{n} s^{n}} \tag{4.14}
\end{equation*}
$$

Here the coefficients $a_{i}$ and $d_{i}$ are real and can be functions of an arbitrary filter element $x$. For such an element $x$ one may define the relative coefficient sensitivities as follows:

$$
\begin{equation*}
\mathbf{S}_{x}^{a_{i}}=\frac{\partial a_{i}}{\partial x} \frac{x}{a_{i}}, \quad \mathbf{S}_{x}^{d_{i}}=\frac{\partial d_{i}}{\partial x} \frac{x}{d_{i}} \tag{4.15}
\end{equation*}
$$

or the semirelative coefficient sensitivities (they are even more useful):

$$
\begin{equation*}
\mathbf{S}_{x}\left(a_{i}\right)=x \frac{\partial a_{i}}{\partial x}, \quad \mathbf{S}_{x}\left(d_{i}\right)=x \frac{\partial d_{i}}{\partial x} \tag{4.16}
\end{equation*}
$$

The coefficient sensitivities defined in this way are related to the function sensitivity introduced in Section 4.3. Indeed, using Equations 4.13 and 4.16 one easily obtains that

$$
\begin{equation*}
\mathbf{S}_{x}^{F(s)}=\left[\frac{\sum_{i=0}^{m} \mathbf{s}_{x}\left(a_{i}\right) s^{i}}{N(s)}-\frac{\sum_{i=0}^{n} \mathbf{s}_{x}\left(d_{i}\right) s^{i}}{D(s)}\right] \tag{4.17}
\end{equation*}
$$

or, in terms of relative sensitivities, that

$$
\begin{equation*}
\mathbf{S}_{x}^{F(s)}=\left[\frac{\sum_{i=0}^{m} \mathbf{s}_{x}^{a_{i}} a_{i} s^{i}}{N(s)}-\frac{\sum_{i=0}^{n} \mathbf{s}_{x}^{d_{i}} d_{i} s^{i}}{D(s)}\right] \tag{4.18}
\end{equation*}
$$

The manner in which the filter function depends on any element $x$ is a bilinear dependence [2]. Thus, Equation 4.14 may also be written in the form

$$
\begin{equation*}
F(s)=\frac{N(s)}{D(s)}=\frac{N_{1}(s)+x N_{2}(s)}{D_{1}(s)+x D_{2}(s)} \tag{4.19}
\end{equation*}
$$

where $N_{1}(s), N_{2}(s), D_{1}(s)$, and $D_{2}(s)$ are polynomials with real coefficients that are not functions of the filter element $x$. This is true whether $x$ is chosen to be the value of a passive resistor or capacitor, the gain of some amplifier or controlled source, etc. Only for filters with ideal transformers, ideal gyrators, and ideal negative impedance converters, the filter functions are the biquadratic functions of the ideal element parameters [2].

Because of the bilinear dependence property, there are only two ways in which a coefficient, say, $a_{i}$ may depend on network element. The first of these has the form $a_{i}=k x$, in which case $\mathbf{S}_{x}^{a_{i}}=1$ and $\mathbf{S}_{x}\left(a_{i}\right)=k x$; the second possible dependence for a coefficient $a_{i}\left(\right.$ or $\left.d_{i}\right)$ is $a_{i}=k_{0}+k_{1} x$, in which case $\mathbf{S}_{x}^{a_{i}}=k_{1} x /\left(k_{0}+k_{1} x\right)$ and $\mathbf{S}_{x}\left(a_{i}\right)=k_{1} x$. In this latter situation one has two cases: (1) the parities of the term are the same, and thus the magnitude of $\mathbf{S}_{x}^{a_{i}}$ is less than one and (2) the terms have opposite parities, in which case the magnitude of $\mathbf{S}_{x}^{a_{i}}$ is greater than one. In the last case the relative sensitivity $\mathbf{S}_{x}^{a_{i}}$ can have an infinite value, as a result of dividing by zero. In this case, a more meaningful measure of the change would be to use the semirelative coefficient sensitivity $\mathbf{S}_{x}\left(a_{i}\right)$.

### 4.5 Root Sensitivities

A filter function can also be represented as

$$
\begin{equation*}
F(s)=\frac{a_{m} \Pi_{i=0}^{m}\left(s-z_{i}\right)}{d_{n} \Pi_{i=0}^{n}\left(s-p_{i}\right)} \tag{4.20}
\end{equation*}
$$

where $z_{i}$ are zeros and $p_{i}$ are poles. If $F(s)$ is also a function of the filter element $x$, the location of these poles and zeros will depend on this element. This dependence is described by the semirelative root sensitivities

$$
\begin{equation*}
\mathbf{S}_{x}\left(z_{i}\right)=x \frac{\partial z_{i}}{\partial x}, \quad \mathbf{S}_{x}\left(p_{i}\right)=x \frac{\partial p_{i}}{\partial x} \tag{4.21}
\end{equation*}
$$

We will give calculation of the pole sensitivities only (they are used more frequently, to verify the stability) calculating the absolute change $\Delta p_{i}$ for a given $\delta x$, the calculation of zeros follows the same pattern. Assume that $p_{i}$ is a simple pole of $F(s)$, then

$$
\begin{equation*}
D\left(p_{i}\right)=D_{1}\left(p_{i}\right)+x D_{2}\left(p_{i}\right)=0 \tag{4.22}
\end{equation*}
$$

When the parameter $x$ becomes $x+\Delta x$, the pole moves to the point $p_{i}+\Delta p_{i}$. Substituting these values in Equation 4.22 one obtains that

$$
\begin{equation*}
D_{1}\left(p_{i}+\Delta p_{i}\right)+(x+\Delta x) D_{2}\left(p_{i}+\Delta p_{i}\right)=0 \tag{4.23}
\end{equation*}
$$

If one uses Taylor's expansions $D_{1}\left(p_{i}+\Delta p_{i}\right)=D_{1}\left(p_{i}\right)+\left.\left[\partial D_{1}(s) / \partial s\right]\right|_{s=p_{i}} \Delta p_{i}+\cdots$ and $D_{2}\left(p_{i}+\Delta p_{i}\right)=$ $D_{2}\left(p_{i}\right)+\left.\left[\partial D_{2}(s) / \partial s\right]\right|_{s=p_{i}} \Delta p_{i}+\cdots$ and substitutes them in Equation 4.23, keeping the terms of the first order of smallness, one obtains that

$$
\begin{equation*}
\frac{\Delta p_{i}}{\Delta x}=-\frac{D_{2}\left(p_{i}\right)}{D^{\prime}\left(p_{i}\right)} \tag{4.24}
\end{equation*}
$$

where $D^{\prime}\left(p_{i}\right)=\left.\left[\frac{\partial D(s)}{\partial s}\right]\right|_{s=p_{i}}$. This result allows calculation of the pole sensitivity, which becomes

$$
\begin{equation*}
\mathbf{S}_{x}\left(p_{i}\right)=x \frac{\partial p_{i}}{\partial x}=-x \frac{D_{2}\left(p_{i}\right)}{D^{\prime}\left(p_{i}\right)} \tag{4.25}
\end{equation*}
$$

One can write that $D_{1}(s)=b_{0}+b_{1} s+b_{2} s^{2}+\cdots$ and $D_{2}(s)=c_{0}+c_{1} s+c_{2} s^{2}+\cdots$. Then, taking into consideration Equation 4.19, one can write that $D(s)=d_{0}+d_{1} s+d_{2} s^{2}+\cdots=\left(b_{0}+x c_{0}\right)+$ $\left(b_{1}+x c_{1}\right) s+\left(b_{2}+x c_{2}\right) s^{2}+\cdots$. Differentiating this result, one obtains that $D_{2}(s)=c_{0}+c_{1} s+$ $c_{2} s^{2}+\cdots=\partial d_{0} / \partial x+\left(\partial d_{1} / \partial x\right) s+\left(\partial d_{2} / \partial x\right) s^{2}+\cdots=(1 / x)\left[\mathbf{S}_{x}\left(d_{0}\right)+\mathbf{S}_{x}\left(d_{1}\right) s+\mathbf{S}_{x}\left(d_{2}\right) s^{2}+\cdots\right]$. From
the other side, $D^{\prime}(s)=\frac{\partial D(s)}{\partial s}=d_{1}+2 d_{2} s+3 d_{3} s^{2}+\cdots$. Calculating the two last expressions at $s=p_{i}$ and substituting them in Equation 4.25, one obtains that

$$
\begin{equation*}
\mathbf{S}_{x}\left(p_{i}\right)=-\frac{\sum_{j=0}^{n} p_{i}^{j} \mathbf{s}_{x}\left(d_{j}\right)}{\sum_{j=0}^{n-1}(j+1) d_{j+1} p_{i}^{j}}=-\frac{\sum_{j=0}^{n} d_{j} p_{i}^{j} \mathbf{s}_{x}^{d_{j}}}{\sum_{j=0}^{n-1}(j+1) d_{j+1} p_{i}^{j}} \tag{4.26}
\end{equation*}
$$

The result (Equation 4.26) produces the pole sensitivity without representation of poles via coefficients of $D(s)$ (which is not possible if $n>4$ ). It is convenient even for polynomials of low degree [3].

If $p_{i}$ is a multiple root then the derivative $D^{\prime}\left(p_{i}\right)=0$ and $\mathbf{S}_{x}\left(p_{i}\right)=\infty$. But this does not mean that the variation $\delta x$ causes infinitely large change of the pole location. This variation splits the multiple root into a group of simple roots. The location of these roots can be calculated in the following way. The roots are always satisfying the equation $D_{1}(s)+(x+\Delta x) D_{2}(s)=0$, i.e., the equation $D(s)+\Delta x D_{2}(s)=0$. One can rewrite the last equation as

$$
\begin{equation*}
1+\delta x\left[\frac{x D_{2}(s)}{D(s)}\right]=0 \tag{4.27}
\end{equation*}
$$

where $\delta x=\Delta x / x$ as usual. The function $G(s)=\left[\frac{x D_{2}(s)}{D(s)}\right]$ can be represented as a sum of simple ratios. If the roots of $D(s)$ (i.e., the poles of $F(s)$ ) are simple, then

$$
\begin{equation*}
G(s)=\sum_{j=1}^{n} \frac{K_{i p}}{s-p_{i}}+K_{0 p} \tag{4.28}
\end{equation*}
$$

where

$$
\begin{aligned}
& K_{0 p}=G(\infty) \\
& K_{i p}=\left.\left(s-p_{i}\right) G(s)\right|_{s=p_{i}}
\end{aligned}
$$

In the vicinity of $s=p_{i}$, Equation 4.27 can be substituted by

$$
\begin{equation*}
\lim _{s \rightarrow p_{i}}[1+\delta x G(s)]=1+\delta x \frac{K_{i p}}{s-p_{i}} \tag{4.29}
\end{equation*}
$$

Equating the right-hand side of Equation 4.29 to zero and substituting $s=p_{i}+\Delta p_{i}$ in this equation, one obtains that when $\Delta x \rightarrow 0$, the pole sensitivity can be calculated as

$$
\begin{equation*}
\mathbf{S}_{x}\left(p_{i}\right)=\frac{\partial p_{i}}{\partial x / x}=-K_{i p} \tag{4.30}
\end{equation*}
$$

If a pole of $G(s)$ is not simple, but multiple, with multiplicity of $k$, then the limit form of Equation 4.28 will be

$$
\begin{equation*}
1+\delta x\left[\frac{K_{i p}^{(1)}}{s-p_{i}}+\frac{K_{i p}^{(2)}}{\left(s-p_{i}\right)^{2}}+\cdots+\frac{K_{i p}^{(k)}}{\left(s-p_{i}\right)^{k}}\right]=0 \tag{4.31}
\end{equation*}
$$

If now $s=p_{i}+\Delta p_{i}$ is substituted in Equation 4.31 and only the largest term is kept, one finds that

$$
\begin{equation*}
\Delta p_{i}=\left[-\delta x K_{i p}^{(k)}\right]^{1 / k} \tag{4.32}
\end{equation*}
$$

Hence, these new simple roots of $D(s)$ are equiangularly spaced on a circle around $p_{i}$.

Similar calculations with similar results can be obtained for the zeros $z_{i}$ of the function $F(s)$. They, together with the calculation for poles, allow one to establish the relationship between relative sensitivity of $F(s)$ and the sensitivities of its zeros and poles. Indeed, taking into consideration Equation 4.19, the result (Equation 4.13) can be rewritten as

$$
\begin{equation*}
\mathbf{S}_{x}^{F(s)}=\frac{x N_{2}(s)}{N(s)}-\frac{x D_{2}(s)}{D(s)}=H(s)-G(s) \tag{4.33}
\end{equation*}
$$

Expanding both $H(s)$ and $G(s)$ into sums of simple ratios, one obtains

$$
\begin{equation*}
\mathbf{S}_{x}^{F(s)}=\sum_{i=1}^{n} \frac{\mathbf{S}_{x}\left(p_{i}\right)}{s-p_{i}}-\sum_{i=1}^{m} \frac{\mathbf{S}_{x}\left(z_{i}\right)}{s-z_{i}}+K_{0 \mathrm{z}}-K_{0 \mathrm{p}} \tag{4.34}
\end{equation*}
$$

Here, $K_{0 \mathrm{z}}=H(\infty), K_{0 \mathrm{p}}=G(\infty)$, and it is assumed that both zeros and poles of $F(s)$ are simple. Finally, a useful modification is obtained for the case when a coefficient $d_{k}$ in the polynomial $D(s)=d_{0}+$ $d_{1} s+d_{2} s^{2}+\cdots$ is considered as a variable parameter. If $d_{k}$ is substituted by $d_{k}+\Delta d_{k}$, the polynomial $D(s)$ becomes $D(s)+\Delta d_{k} s^{k}$. For this case the function $G(s)=\left(\delta d_{k} s^{k}\right) / D(s)$ and one can write that

$$
\begin{equation*}
1+\frac{\Delta d_{k} s^{k}}{D(s)}=1+\frac{\Delta d_{k} s^{k}}{\left(s-p_{i}\right) D^{\prime}(s)} \tag{4.35}
\end{equation*}
$$

Here $D^{\prime}(s)=\partial D(s) / \partial s$ and it can be assumed that $p_{i}$ is a simple root of $D(s)$. Hence, in the vicinity of $s=p_{i}+\Delta p_{i}$, the value of $\Delta p_{i}$ can be obtained from the equation

$$
\begin{equation*}
1+\frac{\Delta d_{k} p_{i}^{k}}{\Delta p_{i} D^{\prime}\left(p_{i}\right)}=0 \tag{4.36}
\end{equation*}
$$

From Equation 4.36, one finds that

$$
\begin{equation*}
\frac{\Delta p_{i}}{\Delta d_{k}}=-\frac{p_{i}^{k}}{D^{\prime}\left(p_{i}\right)} \tag{4.37}
\end{equation*}
$$

and, if necessary, the pole-coefficient sensitivity

$$
\begin{equation*}
\mathbf{S}_{d_{k}}\left(p_{i}\right)=\frac{\partial p_{i}}{\partial d_{k} / d_{k}}=-d_{k} \frac{p_{i}^{k}}{D^{\prime}\left(p_{i}\right)} \tag{4.38}
\end{equation*}
$$

### 4.6 Statistical Model for One Variable

Assume that $x$ is the value of a filter element. This $x$ differs from the average value $\bar{x}$ in a way that cannot be controlled by the filter designer. This situation can be modeled by considering $x$ as a random variable. Its statistical distribution depends on the manufacturing process. An approximate calculation is sufficient in most practical cases. If $F(s, x)$ is a filter function that depends on $x$, then the variation $F(s, x)$ around the average value $\bar{x}$ can be approximated by

$$
\begin{equation*}
F(s, x) \approx F(s, \bar{x})+\left.(x-\bar{x}) \frac{\partial F(s, x)}{\partial x}\right|_{x=\bar{x}} \tag{4.39}
\end{equation*}
$$

The statistical interpretation of Equation 4.29 follows. Due to its dependence on the random variable, it becomes a random variable as well. The values $\bar{x}, F(s, \bar{x})=\bar{F}(s)$, and $\partial F(s, x) / \partial x$ calculated at $x=\bar{x}$ are constants. The last constant can be denoted as $\partial F(s, \bar{x}) / \partial x$. Instead of $x$ and $F(s, x)$ it is preferable to use their relative deviations from the average values, namely $\delta x=(x-\bar{x}) / \bar{x}$ and $\delta F(s)=(F-\bar{F}) / \bar{F}$. Then one obtains from Equation 4.39 that

$$
\begin{equation*}
\delta F(s)=\left[\frac{\bar{x}}{F(s, \bar{x})} \frac{\partial F(s, \bar{x})}{\partial x}\right] \delta x=\mathbf{S}_{x}^{F(s, \bar{x})} \delta x \tag{4.40}
\end{equation*}
$$

Hence, in the first-order approximation the random variables $\delta F(s)$ and $\delta x$ are proportional, and the proportionality factor is the same sensitivity of $F(s, x)$ with respect to $x$ calculated at the average point $\bar{x}$. Thus, on the $j \omega$ axis the average and the variance of $\delta F(j \omega)$ and $\delta x$ are related by

$$
\begin{equation*}
\mu_{\delta F} \approx \mathbf{S}_{x}^{F(s, \bar{x})} \mu_{\delta x} \tag{4.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\delta F}^{2}=E\left\{\left|\frac{F(j \omega, x)-F(j \omega, \bar{x})}{F(j \omega, \bar{x})}\right|^{2}\right\} \approx\left|\mathbf{S}^{F(j \omega, \bar{x})}\right|^{2} \sigma_{\delta x}^{2} \tag{4.42}
\end{equation*}
$$

where $E=\{ \}$ means the expected value. Here, $\mu_{\delta x}$ is the average value of $\delta x, \mu_{\delta F}$ is the average value of $\delta F$, and $\sigma_{\delta x}^{2}$ and $\sigma_{\delta F}^{2}$ are the dispersions of these values. If the deviation $\delta x$ is bound by the modulus $M_{\delta x}$, i.e., the probability distribution is concentrated in the interval $\left[-M_{\delta x}, M_{\delta x}\right]$, then the deviation $\delta F$ is bound in the first approximation by

$$
\begin{equation*}
|\delta F| \leq M_{\delta F} \approx\left|\mathbf{S}_{x}^{F(j \omega, \bar{x})}\right| M_{\delta x} \tag{4.43}
\end{equation*}
$$

Normally, the probability distribution of $x$ should be centered around the average value $\bar{x}$, so that it can be assumed $\mu_{\delta x}=0$. This implies that $\mu_{\delta F}=0$ as well.

It is not difficult to see that Equations 4.8 and 4.40 are different by interpretation of $\delta x$ and $\delta F$ (since these were deflections from the nominal point, it was tacitly assumed that we were dealing with one sample of the filter, here they are random) and the point of calculation of sensitivity. The interpretation with a random variable is possible for Equation 4.9 as well. One has to determine $\delta|F|=[|F(j \omega, x)|-|F(j \omega, \bar{x})|] /|F(j \omega, \bar{x})|$, then using Equation 4.9 one can write

$$
\begin{equation*}
\mu_{\delta|F|} \approx \operatorname{Re} S_{x}^{F(s, \bar{x})} \mu_{\delta x} \tag{4.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\delta|F|}^{2} \approx\left(\operatorname{Re} \mathbf{S}_{x}^{F(j \omega, \bar{x})}\right)^{2} \sigma_{\delta x}^{2} \tag{4.45}
\end{equation*}
$$

The result (Equation 4.11) can also be interpreted for random variables and allows one to calculate the average and the variance of the change in the filter function argument (which is hardly ever done in filter design).

### 4.7 Multiparameter Sensitivities and Sensitivity Measures

The multiparameter sensitivities (sometimes [4] they are called sensitivity indices) appear as an effort to introduce generalized functions that represent the influence of all filter elements. They can be used for
comparison of different designs and should be minimized in the design process. The sensitivity measures appear as numbers (they are functionals of the parameter sensitivities) that should be minimized in the design.

First of all, the definition of function sensitivity given in Equation 4.5 is readily extended to determine the effect on the filter function of variation of more than one component. In this case $F\left(s, x_{1}, x_{2}, \ldots, x_{n}\right)=F(s, \mathbf{x})$ and one may write that

$$
\begin{equation*}
\frac{\mathrm{d} F(s, \mathbf{x})}{F(s, \mathbf{x})}=\mathrm{d}[\ln F(s, \mathbf{x})]=\sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{F(s, \mathbf{x})} \frac{\mathrm{d} x_{i}}{x_{i}} \tag{4.46}
\end{equation*}
$$

where $n$ is the number of components being considered. Here $\mathbf{S}_{x_{i}}^{F(s, \mathbf{x})}=\left[x_{i} \partial F(s, \mathbf{x})\right] /\left[F(s, \mathbf{x}) \partial x_{i}\right]$. From this result one directly (substituting $s=j \omega$ and separating real and imaginary parts) obtains that

$$
\begin{equation*}
\frac{\mathrm{d}|F(j \omega, \mathbf{x})|}{|F(j \omega, \mathbf{x})|}=\sum_{i=1}^{n} \operatorname{Re} \mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})} \frac{\mathrm{d} x_{i}}{x_{i}} \tag{4.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d} \arg F(j, \omega)=\sum_{i=1}^{n} \operatorname{Im} \mathbf{S}_{x_{i}}^{F(j \omega, x)} \frac{\mathrm{d} x_{i}}{x_{i}} \tag{4.48}
\end{equation*}
$$

The results (Equations 4.47 and 4.48) are used to evaluate the deviations of the magnitude and phase values of a given filter realization from their nominal values when the circuit elements have prescribed normalized deviations $\delta x_{i}=\left(x_{i}-x_{i 0}\right) / x_{i 0}(i=1,2, \cdots n)$. One can introduce a column vector of normalized deviation $\left[\delta x_{1} \delta x_{2} \cdots \delta x_{n}\right]^{\mathrm{t}}$, where t means transpose and a sensitivity row vector

$$
\begin{equation*}
\mathbf{S}_{\mathbf{x}}^{F(s, \mathbf{x})}=\left[\mathbf{S}_{x_{1}}^{F(s, \mathbf{x})} \mathbf{S}_{x_{2}}^{F(, \mathbf{x})} \cdots \mathbf{S}_{x_{n}}^{F(\mathbf{s}, \mathbf{x})}\right] \tag{4.49}
\end{equation*}
$$

Then defining $\delta F(s, \mathbf{x})=\left[F(s, \mathbf{x})-F\left(s, \mathbf{x}_{0}\right)\right] / F\left(s, \mathbf{x}_{0}\right)$, one can use Equation 4.46 to write

$$
\begin{equation*}
\delta F(s, \mathbf{x}) \approx \mathbf{S}_{\mathbf{x}}^{F(s, \mathbf{x})} \delta \mathbf{x} \tag{4.50}
\end{equation*}
$$

which is analogous to Equation 4.8. As was mentioned before, the calculation of the filter function magnitude change is traditionally considered of primary importance in filter design. Introducing $\delta|F(s, \mathbf{x})|=\left[|F(j \omega, \mathbf{x})|-\left|F\left(j \omega, \mathbf{x}_{0}\right)\right|\right] /\left|F\left(j \omega, \mathbf{x}_{0}\right)\right|$ and using Equation 4.47 one writes

$$
\begin{equation*}
\delta|F(j \omega, \mathbf{x})| \approx\left[\operatorname{Re}_{x}^{F(j \omega, \mathbf{x})}\right] \delta \mathbf{x} \tag{4.51}
\end{equation*}
$$

where the row vector

$$
\begin{equation*}
\left[\operatorname{Re} \mathbf{S}_{x}^{F(j \omega, \mathbf{x})}\right]=\left[\operatorname{Re} \mathbf{S}_{x_{1}}^{F(j \omega, \mathbf{x})} \operatorname{Re} \mathbf{S}_{x_{2}}^{F(j \omega, \mathbf{x})} \cdots \operatorname{Re} \mathbf{S}_{x_{n}}^{F(j \omega, \mathbf{x})}\right] \tag{4.52}
\end{equation*}
$$

is used. This vector is determined by the function $F(s, \mathbf{x})$ and its derivatives calculated at $\mathbf{x}=\mathbf{x}_{0}$. To characterize and compare the vectors of this type, one can introduce different vector measures that are called sensitivity indices. The most frequently used ones are the average sensitivity index

$$
\begin{equation*}
\psi(F)=\sum_{i=1}^{n} \operatorname{Re}^{\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}} \tag{4.53}
\end{equation*}
$$

then the worst-case sensitivity index

$$
\begin{equation*}
v(F)=\sum_{i=1}^{n}\left|\operatorname{Re}_{x_{i}}^{F(j \omega, \mathbf{x})}\right| \tag{4.54}
\end{equation*}
$$

(sometimes it is called worst-case magnitude sensitivity), and, finally, the quadratic sensitivity index

$$
\begin{equation*}
\rho(F)=\left[\sum_{i=1}^{n}\left(\operatorname{Re}_{x_{i}}^{F(j \omega, \mathbf{x})}\right)^{2}\right]^{1 / 2} \tag{4.55}
\end{equation*}
$$

These sensitivity indices can be considered as multiparameter sensitivities.
If we let the individual nominal values of $n$ elements be given as $x_{i 0}$, then we may define a tolerance constant $\varepsilon_{i}$ (positive number) by the requirement that

$$
\begin{equation*}
x_{i 0}\left(1-\varepsilon_{i}\right) \leq x_{i} \leq x_{i 0}\left(1-\varepsilon_{i}\right) \tag{4.56}
\end{equation*}
$$

Then we may define a worst-case measure of sensitivity

$$
\begin{equation*}
M_{\mathrm{W}}=\int_{\omega_{1}}^{\omega_{2}}\left(\sum_{i=1}^{n}\left|\operatorname{Re}^{F(j(\omega, x)}\right| \varepsilon_{i}\right) \mathrm{d} \omega \tag{4.57}
\end{equation*}
$$

The goal of the filter design should be the search for the set of tolerance constants yielding the least expensive in the production filter. This is a difficult problem, and at the design stage it can be modeled by the minimization of the chosen sensitivity measure. In the design based on the worst-case measure of sensitivity, the usual approach [2] is to choose the tolerance constants in such a way that the contributions $\left|\operatorname{Re} \mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right| \varepsilon_{i}$ are approximately equal, i.e., the elements with lower sensitivities get wider tolerance constants.
For any values of the filter elements $x_{i}$ satisfying Equation 4.56, the magnitude characteristic will lie within the definite bounds that are apart from the nominal characteristic by the distance less than $\varepsilon_{i \max } v(F)$. If the tolerance constants are all equal to $\varepsilon$, then the maximum deviation from the nominal characteristic (when $\mathbf{x}=\mathbf{x}_{0}$ ) is thus given as $\varepsilon \nu(F)$. And the worst-case measure of sensitivity becomes, for this case

$$
\begin{equation*}
M_{\mathrm{W}}=\varepsilon \int_{\omega_{1}}^{\omega_{2}} v(F) \mathrm{d} \omega \tag{4.58}
\end{equation*}
$$

Considering the imaginary parts of the sensitivity row vector one can introduce corresponding sensitivity indices and similar sensitivity measures for the filter function phase.

The element tolerances obtained using the worst-case sensitivity index and measures are extremely tight and this set of elements is frequently unfeasible. Besides, with given tolerances, the set of elements producing the worst-case sensitivity is never obtained in practice. A more feasible set of tolerances is obtained when one uses the sum of the squares of the individual functions. One may define a quadratic measure of sensitivity as

$$
\begin{equation*}
M_{\mathrm{Q}}=\int_{\omega_{1}}^{\omega_{2}}\left[\sum_{i=1}^{n}\left(\operatorname{Re} \mathbf{S}_{x_{i}}^{F(j \omega, x)}\right)^{2} \varepsilon_{i}^{2}\right] \mathrm{d} \omega \tag{4.59}
\end{equation*}
$$

In the design using the sensitivity measure given by Equation 4.59 one also tries to get the tolerances so that the contributions of each term $\left(\operatorname{Re} \mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right)^{2} \varepsilon_{i}^{2}$ are approximately equal in the considered bandwidth. Again, if the tolerances are equal, then this expression is simplified to

$$
\begin{equation*}
M_{Q}=\varepsilon^{2} \int_{\omega_{1}}^{\omega_{2}} \rho^{2}(F) \mathrm{d} \omega \tag{4.60}
\end{equation*}
$$

which is useful for comparison of different filters.
As one can see, the multivariable sensitivities appear as a result of certain operations with the sensitivity row vector components. Additional multivariable sensitivities could be introduced, for example, the sum of magnitudes of vector components, the sum of their squares, etc. The multivariable sensitivities and the measures considered above represent the most frequently used filter design in the context of filter characteristic variations.

The case of random variables can also be generalized so that imprecisions of the values of several elements are simultaneously considered. Around the nominal value $\overline{\mathbf{x}}=\left[\bar{x}_{i}\right](i=1,2, \cdots n)$ the function $F(s, \overline{\mathbf{x}})$ can be approximated as

$$
\begin{equation*}
F(s, \mathbf{x}) \approx F(s, \overline{\mathbf{x}})+\sum_{i=1}^{n}\left(x-\bar{x}_{i}\right) \frac{\partial F(s, \mathbf{x})}{\partial x_{i}} \tag{4.61}
\end{equation*}
$$

And from this approximation one obtains

$$
\begin{equation*}
\delta F(s, \mathbf{x}) \approx \sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{F(s, \mathbf{x})} \delta x_{i} \tag{4.62}
\end{equation*}
$$

Here, $\delta F(s, x)=[F(s, \boldsymbol{x})-F(s, \overline{\boldsymbol{x}})] / F(s, \overline{\boldsymbol{x}})$ and $\delta x_{i}=\left(x_{i}-\bar{x}_{i}\right) / \bar{x}_{i}(i=1,2, \cdots n)$. This result can be rewritten as

$$
\begin{equation*}
\delta F(s, \mathbf{x}) \approx \mathbf{S}_{\mathbf{x}}^{F(s, \mathbf{x})} \delta \mathbf{x} \tag{4.63}
\end{equation*}
$$

and is completely analogous to Equation 4.50. It is different in interpretation only. The components of the column vector $\left[\delta x_{1} \delta x_{2} \cdots \delta x_{n}\right]^{t}$ are the random variables now and the components of the row vector $\mathbf{S}_{\mathbf{x}}^{F(s, \mathbf{x})}=\left[\mathbf{S}_{\mathbf{x}_{1}}^{F(s, \mathbf{x})} \mathbf{S}_{\mathbf{x}_{2}}^{F(s, \mathbf{x})} \cdots \mathbf{S}_{\mathbf{x}_{n}}^{F(s, \mathbf{x})}\right]$ are calculated at the point $\mathbf{x}=\overline{\mathbf{x}}$.

This interpretation allow us to obtain from Equation 4.63 that on the $j \omega$ axis

$$
\begin{equation*}
\mu_{\delta F}=\sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})} \mu_{i} \tag{4.64}
\end{equation*}
$$

Here, $\mu_{i}$ is the average of $\delta x_{i}$. If all $\mu_{i}$ are equal, i.e., $\mu_{i}=\mu_{x}(i=1,2, \cdots n)$, one can introduce the average sensitivity index

$$
\begin{equation*}
\psi(F)=\sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})} \tag{4.65}
\end{equation*}
$$

Using Equation 4.65, the average value can be calculated as $\mu_{\delta F}=\mu_{x} \psi(F)$. If, in addition, the deviation of $\delta x_{i}$ is bound by $M_{i}$, then

$$
\begin{equation*}
M_{\delta F} \leq \sum_{i=1}^{n}\left|\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right| M_{i} \tag{4.66}
\end{equation*}
$$

If the elements of a filter have the same precision, which means that all $M_{i}$ are equal, it is reasonable to introduce the worst-case sensitivity index

$$
\begin{equation*}
v(F)=\sum_{i=1}^{n}\left|\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right| \tag{4.67}
\end{equation*}
$$

so that when all $M_{i}$ are equal to $M_{x}, M_{\delta F}=M_{x} v(F)$. Finally, one can calculate $\sigma_{\delta F}^{2}=E\left\{[\delta F(j \omega, \mathbf{x})]^{*}\right.$ $\delta F(j \omega, \mathbf{x})\}$ (here * means complex conjugate) or

$$
\begin{equation*}
\sigma_{\delta F}^{2}=E\left\{\left(\mathbf{S}_{\mathbf{x}}^{F(j \omega, \mathbf{x})} \delta \mathbf{x}\right)^{*}\left(\mathbf{S}_{x}^{F(j \omega, \mathbf{x})} \delta \mathbf{x}\right)\right\} \tag{4.68}
\end{equation*}
$$

To take into consideration possible correlation between the components $\delta x_{i}$ one can do the following. The value of $\left(S_{x}^{F(j \omega, \mathbf{x})} \delta \mathbf{x}\right)$ is a scalar. Then

$$
\begin{equation*}
\left(\mathbf{S}_{x}^{F(j \omega, \mathbf{x})} \delta \mathbf{x}\right)=\left(\mathbf{S}_{x}^{F(j \omega, \mathbf{x})} \delta \mathbf{x}\right)^{\mathrm{t}}=(\delta \mathbf{x})^{t}\left(\mathbf{S}_{x}^{F(j \omega, \mathbf{x})}\right)^{\mathrm{t}} \tag{4.69}
\end{equation*}
$$

Substituting this result into Equation 4.68 one obtains that

But the components of $\delta \mathbf{x}$ are real, i.e., $(\delta \mathbf{x})^{\star}=\delta \mathbf{x}$ and the result of multiplication in the curly brackets of Equation 4.70 is a square $n \times n$ matrix. Then $E\left\{(\delta \mathbf{x})^{\star}(\delta \mathbf{x})^{t}\right\}$ is also a square matrix

$$
[\mathbf{P}]=\left[\begin{array}{cccc}
\sigma_{x_{1}}^{2} & \rho_{x_{1} x_{2}} & \cdots & \rho_{x_{1} x_{n}}  \tag{4.71}\\
\rho_{x_{2} x_{1}} & \sigma_{x_{2}}^{2} & \cdots & \rho_{x_{2} x_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{x_{n} x_{1}} & \cdots & \cdots & \sigma_{x_{n}}^{2}
\end{array}\right]
$$

the diagonal elements of which are variances of $\delta x_{i}$ and off-diagonal terms are nonnormalized correlation coefficients. Then, Equation 4.70 can be rewritten as

$$
\begin{equation*}
\boldsymbol{\sigma}_{\delta F}^{2}=\left(\mathbf{S}_{\mathbf{x}}^{F(j \omega, \mathbf{x})}\right)^{\star}[\mathbf{P}]\left(\mathbf{S}_{\mathbf{x}}^{F(j \omega, \mathbf{x})}\right)^{\mathrm{t}} \tag{4.72}
\end{equation*}
$$

which is sometimes [4] called the propagation-of-variance formula. In the absence of correlation between the variations $\delta x_{i}$ the matrix [ $\mathbf{P}$ ] has the diagonal terms only and Equation 4.72 becomes

$$
\begin{equation*}
\sigma_{\delta F}^{2}=\sum_{i=1}^{n}\left|\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right|^{2} \sigma_{x_{i}}^{2} \tag{4.73}
\end{equation*}
$$

If all $\sigma_{x_{i}}^{2}$ are equal to $\sigma_{x}^{2}$ one can introduce a quadratic sensitivity index

$$
\begin{equation*}
\rho(F)=\left[\sum_{i=1}^{n}\left|\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right|^{2}\right]^{1 / 2} \tag{4.74}
\end{equation*}
$$

and in this case $\sigma_{\delta F}^{2}=\rho^{2}(F) \sigma_{x}^{2}$ (the value $\rho^{2}(F)$ is sometimes called Schoeffler multivariable sensitivity). One can also introduce two sensitivity measures, namely, the worst-case sensitivity measure

$$
\begin{equation*}
M_{\mathrm{W}}=\int_{\omega_{1}}^{\omega_{2}}\left(\sum_{i=1}^{n}\left|\operatorname{Re}_{x_{i}}^{F(j \omega, \mathrm{x})}\right| \mu_{i}\right) \mathrm{d} \omega \tag{4.75}
\end{equation*}
$$

and the quadratic sensitivity measure

$$
\begin{equation*}
M_{\mathrm{Q}}=\int_{\omega_{1}}^{\omega_{2}}\left(\mathbf{S}_{\mathbf{x}}^{F(j \omega, \mathbf{x})}\right) *[\mathbf{P}]\left(\mathbf{S}_{\mathbf{x}}^{F(j \omega, \mathbf{x})}\right)^{\mathrm{t}} \mathrm{~d} \omega \tag{4.76}
\end{equation*}
$$

which, when the correlation between the elements of $\delta \mathbf{x}$ is absent, becomes

$$
\begin{equation*}
M_{\mathrm{Q}}=\int_{\omega_{1}}^{\omega_{2}}\left[\sum_{i=1}^{n}\left|\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}\right|^{2} \sigma_{i}^{2}\right] \mathrm{d} \omega \tag{4.77}
\end{equation*}
$$

Here, for simplicity the notation $\sigma_{i}=\sigma_{x_{i}}$ is used.
The sensitivity indices and sensitivity measures introduced for the case when $\delta \mathbf{x}$ is a random vector are cumulative; they take into consideration the variation of the amplitude and phase of the filter function. For this reason some authors prefer to use the indices as they are defined in Equations 4.65, 4.67, and 4.74 and the measures as they are defined by Equations 4.75 and 4.77 for the deterministic cases as well (the deterministic case does not assume any correlation between the variations $\delta x_{i}$ ), with the corresponding substitution of $\mu_{i}$ by $\varepsilon_{i}$ and $\sigma_{i}^{2}$ by $\varepsilon_{i}^{2}$. From the other side, one can take Equation 4.51 and use it for the case of random vector $\delta \mathbf{x}$ considering, for example, the variation $\delta|F(j \omega, \mathbf{x})|$ as a random variable and calculating $\mu_{\delta|F|}$ and $\sigma_{\delta|F|}^{2}$, which will be characteristics of this variable. In this case one can use the results (Equations 4.75, 4.77, etc.) substituting $\mathbf{S}_{x_{i}}^{F(s, x)}$ by $\operatorname{Re} \mathbf{S}_{x_{i}}^{F(s, \mathbf{x})}$. These possibilities are responsible for many formulations of multiparameter sensitivities that represent different measures of the vector $\mathbf{S}_{x}^{F(s, x)}$. In the design based, for example, on Equations 4.75 and 4.77 , one determines the required $\sigma_{\delta F}^{2}$ using the reject probability [2] depending on the ratio of $\varepsilon_{\delta F} / \sigma_{\delta F}$. Here, $\varepsilon_{\delta F}$ is the tolerance of $|\delta F(j \omega, \mathbf{x})|$ and in many cases one takes $\varepsilon_{\delta F} / \sigma_{\delta F}=2.5$ which gives the reject probability of 0.01 . Then, one determines the dispersion $\sigma_{i}^{2}$ so that the contributions of each term in Equation 4.77 are equal. Finally, using the probability function that describes the distribution of $\delta x_{i}$ within the tolerance borders one finds these borders (if, for example, the selected element has evenly distributed values $-\varepsilon_{i} \leq \delta x_{i} \leq \varepsilon_{i}$, then $\varepsilon_{i}=\sqrt{3} \sigma_{i}$; for Gaussian distribution one frequently accepts $\varepsilon_{i}=2.5 \sigma_{i}$ ).

The preliminary calculation of the coefficient sensitivities is useful for finding the sensitivity measures. If, for example, one calculates a multivariable statistical measure of sensitivity then one can consider that

$$
\begin{equation*}
F(j \omega, \mathbf{x})=\frac{a_{0}+a_{1}(j \omega)+\cdots+a_{m}(j \omega)^{m}}{d_{0}+d(j \omega)+\cdots+d_{n}(j \omega)^{n}}=F(j \omega, \mathbf{a}, \mathbf{d}, \mathbf{x}) \tag{4.78}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{a}=\left[\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{m}
\end{array}\right]^{\mathrm{t}} \\
& \mathbf{d}=\left[\begin{array}{llll}
d_{0} & d_{1} & \cdots & d_{n}
\end{array}\right]^{\mathrm{t}}
\end{aligned}
$$

Then, the components $\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})}$ defined earlier can be rewritten as

$$
\begin{align*}
\mathbf{S}_{x_{i}}^{F(j \omega, \mathbf{x})} & =\frac{x_{i}}{F(j \omega, \mathbf{x})}\left[\frac{\partial \mathbf{a}^{t}}{\partial x_{i}} \nabla_{a} F(j \omega, \mathbf{x})+\frac{\partial \mathbf{d}^{t}}{\partial x_{i}} \nabla_{d} F(j \omega, \mathbf{x})\right] \\
& =\frac{1}{F(j \omega, \mathbf{x})}\left[\sum_{j=0}^{m} \frac{\partial F(j \omega, \mathbf{x})}{\partial a_{j}} \mathbf{S}_{x_{i}}\left(a_{j}\right)+\sum_{j=0}^{n} \frac{\partial F(j \omega, \mathbf{x})}{\partial d_{j}} \mathbf{S}_{x_{i}}\left(d_{j}\right)\right] \tag{4.79}
\end{align*}
$$

where

$$
\nabla_{a} F(j \omega, \mathbf{x})=\left[\partial F(j \omega, \mathbf{x}) / \partial a_{0} \partial F(j \omega, \mathbf{x}) / \partial a_{1} \cdots \partial F(j \omega, \mathbf{x}) / \partial a_{m}\right]^{\mathrm{t}}
$$

and

$$
\nabla_{d} F(j \omega, \mathbf{x})=\left[\partial F(j \omega, \mathbf{x}) / \partial d_{0} \partial F(j \omega, \mathbf{x}) / \partial d_{1} \cdots \partial F(j \omega, \mathbf{x}) / \partial d_{n}\right]^{\mathrm{t}}
$$

For a given transfer function, the components of the vectors $\nabla_{a} F(j \omega, \mathbf{x})$ and $\nabla_{d} F(j \omega, \mathbf{x})$ are independent of the form of the realization or the values of the elements and can be calculated in advance. If we now define a matrix $k \times(m+1) \mathbf{C}_{1}$ as

$$
\mathbf{C}_{1}=\left[\begin{array}{cccc}
\mathbf{S}_{x_{1}}\left(a_{0}\right) & \mathbf{S}_{x_{1}}\left(a_{1}\right) & \cdots & \mathbf{S}_{x_{1}}\left(a_{m}\right)  \tag{4.80}\\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{S}_{x_{k}}\left(a_{0}\right) & \mathbf{S}_{x_{k}}\left(a_{1}\right) & \cdots & \mathbf{S}_{x_{k}}\left(a_{m}\right)
\end{array}\right]
$$

and $k \times(n+1)$ matrix $\mathbf{C}_{2}$ as

$$
\mathbf{C}_{2}=\left[\begin{array}{cccc}
\mathbf{S}_{x_{1}}\left(d_{0}\right) & \mathbf{S}_{x_{1}}\left(d_{1}\right) & \cdots & \mathbf{S}_{x_{1}}\left(d_{n}\right)  \tag{4.81}\\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{S}_{x_{k}}\left(d_{0}\right) & \mathbf{S}_{x_{k}}\left(d_{1}\right) & \cdots & \mathbf{S}_{x_{k}}\left(d_{n}\right)
\end{array}\right]
$$

then one can rewrite

$$
\begin{equation*}
\left[\mathbf{S}_{\mathbf{x}}^{F(j \omega, \mathbf{x})}\right]^{t}=\left[\mathbf{S}_{x_{1}}^{F(j \omega, \mathbf{x})} \mathbf{S}_{x_{2}}^{F(j \omega, \mathbf{x})} \cdots \mathbf{S}_{x_{k}}^{F(j \omega, \mathbf{x})}\right]^{t}=\mathbf{C}_{1} \frac{\nabla_{a} F(j \omega, \mathbf{x})}{F(j \omega, \mathbf{x})}+\mathbf{C}_{2} \frac{\nabla_{d} F(j \omega, \mathbf{x})}{F(j \omega, \mathbf{x})} \tag{4.82}
\end{equation*}
$$

Then, the multiparameter sensitivity measure can be written as

$$
\begin{equation*}
M_{\mathrm{Q}}=\int_{\omega_{1}}^{\omega_{2}}\left[\left(\frac{\nabla_{a} F}{F}\right)^{{ }^{t} t} \mathbf{C}_{1}^{t} \mathbf{P C}_{1}\left(\frac{\nabla_{a} F}{F}\right)+\left(\frac{\nabla_{d} F}{F}\right)^{\star t} \mathbf{C}_{2}^{t} \mathbf{P C}\left(\frac{\nabla_{d} F}{F}\right)\right] \mathrm{d} \omega+\int_{\omega_{1}}^{\omega_{2}} 2 \operatorname{Re}\left[\left(\frac{\nabla_{a} F}{F}\right)^{{ }^{\star} t} \mathbf{C}_{1}^{t} \mathbf{P C}_{2}\left(\frac{\nabla_{d} F}{F}\right)\right] \mathrm{d} \omega \tag{4.83}
\end{equation*}
$$

and this definition of statistical multiparameter sensitivity measure may be directly applied to a given network realization. In a similar fashion, the matrices of unnormalized coefficient sensitivities can be used with other multiparameter sensitivity measures.

### 4.8 Sensitivity Invariants

When one is talking about sensitivity invariants [5-7], it is assumed that for a filter function $F(s, \mathbf{x})$ there exists the relationship

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{F(s, \mathbf{x})}=k \tag{4.84}
\end{equation*}
$$

where
$\mathbf{x}=\left[x_{1} x_{2} \cdots x_{n}\right]^{\mathrm{t}}$, as usual,
$k$ is a constant

These relationships are useful to check the sensitivity calculations. In the cases considered below, this constant can have one of three possible values, namely, 1,0 , and -1 , and the sensitivity invariants are obtained from the homogeneity of some of the filter functions.

The function $F(s, \mathbf{x})$ is called homogeneous of order $k$ with respect to the vector $\mathbf{x}$ if and only if it satisfies the relationship

$$
\begin{equation*}
F(s, \lambda \mathbf{x})=\lambda^{k} F(s, \mathbf{x}) \tag{4.85}
\end{equation*}
$$

where $\lambda$ is an arbitrary scalar. For the homogeneous function $F(s, \mathbf{x})$ the sensitivities are related by Equation 4.84. Indeed, if one takes the logarithm of both sides of Equation 4.85, one obtains

$$
\begin{equation*}
\ln F(s, \lambda \mathbf{x})=k \ln \lambda+\ln F(s, \mathbf{x}) \tag{4.86}
\end{equation*}
$$

Taking the derivative of both sides of Equation 4.86 with respect to $\lambda$ one obtains that

$$
\begin{equation*}
\frac{1}{F(s, \lambda \mathbf{x})}\left[\sum_{i=1}^{n} \frac{\partial F(s, \lambda \mathbf{x})}{\partial\left(\lambda x_{i}\right)} x_{i}\right]=\frac{K}{\lambda} \tag{4.87}
\end{equation*}
$$

Substituting $\lambda=1$ in Equation 4.87 gives Equation 4.84 .
Let the filter be a passive RLC circuit that includes $r$ resistors, $l$ inductors, and $c$ capacitors, so that $r+l+c=n$ and $\mathbf{x}=\left[R_{1} R_{2} \cdots R_{r} L_{1} L_{2} \cdots L_{l} D_{1} D_{2} \cdots D_{c}\right]$, where $D_{i}=1 / C_{i}$. One of the frequently used operations is the impedance scaling. If the scaling operation is applied to a port impedance or a transimpedance of the filter, i.e., $F(s, \mathbf{x})=Z(s, \mathbf{x})$, then

$$
\begin{equation*}
Z(s, \lambda \mathbf{x})=\lambda Z(s, \mathbf{x}) \tag{4.88}
\end{equation*}
$$

Equation 4.88 is identical to Equation 4.85 , with $k=1$. Then, one can write that

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{Z(s, \mathbf{x})}+\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{Z(s, \mathbf{x})}+\sum_{i=1}^{c} \mathbf{S}_{D_{i}}^{Z(s, \mathbf{x})}=1 \tag{4.89}
\end{equation*}
$$

Considering that $D_{i}=1 / C_{i}$ and $\mathbf{S}_{C_{i}}^{Z(s, \mathbf{x})}=-\mathbf{S}_{D_{i}}^{Z(s, \mathbf{x})}$ (see Table 4.1), this result can be rewritten as

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{Z(s, \mathbf{x})}+\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{Z(s, \mathbf{x})}-\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{Z(s, \mathbf{x})}=1 \tag{4.90}
\end{equation*}
$$

If the same scaling operation is applied to a port admittance or a transadmittance of the filter, i.e., $F(s, \mathbf{x})=Y(s, \mathbf{x})$, then,

$$
\begin{equation*}
Y(s, \lambda \mathbf{x})=\lambda^{-1} Y(s, \mathbf{x}) \tag{4.91}
\end{equation*}
$$

But Equation 4.91 is identical to Equation 4.85 , with $k=-1$. Then,

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{Y(s, \mathbf{x})}+\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{Y(s, \mathbf{x})}-\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{Y(s, \mathbf{x})}=-1 \tag{4.92}
\end{equation*}
$$

Finally, the transfer functions (voltage or current) do not depend on the scaling operation, i.e., if $F(s, \mathbf{x})=T(s, \mathbf{x})$, hence,

$$
\begin{equation*}
T(s, \lambda \mathbf{x})=T(s, \mathbf{x}) \tag{4.93}
\end{equation*}
$$

which is identical to Equation 4.85 , with $k=0$. Then,

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{s}_{R_{i}}^{T(s, \mathbf{x})}+\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{T(s, \mathbf{x})}-\sum_{i=1}^{c} \mathbf{s}_{C_{i}}^{T(s, \mathbf{x})}=0 \tag{4.94}
\end{equation*}
$$

Additional sensitivity invariants can be obtained using the relation $\mathbf{S}_{x_{i}}^{F(s, \mathbf{x})}=-\mathbf{S}_{1 / x_{i}}^{Z(, \mathbf{x})}$ and using $G_{i}=1 / R_{i}$ and $\Gamma_{i}=1 / L_{i}$.
Another group of sensitivity invariants is obtained using the frequency scaling operation. The following relationship is held for a filter function:

$$
\begin{equation*}
F\left(s, R_{i}, \lambda L_{i}, \lambda C_{i}\right)=F\left(\lambda s, R_{i}, L_{i}, C_{i}\right) \tag{4.95}
\end{equation*}
$$

Taking the logarithm of both parts, then differentiating both sides with respect to $\lambda$ and substituting $\lambda=1$ in both sides gives

$$
\begin{equation*}
\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{F(s, \mathbf{x})}+\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(s, \mathbf{x})}=\mathbf{S}_{s}^{F(s, \mathbf{x})} \tag{4.96}
\end{equation*}
$$

Substituting $s=j \omega$ in Equation 4.96 and dividing the real and imaginary parts, one obtains

$$
\begin{equation*}
\operatorname{Re} \sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{F(j \omega, \mathbf{x})}+\operatorname{Re} \sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(j \omega, \mathbf{x})}=\omega \frac{\partial \ln |T(\omega)|}{\partial \omega}=-\frac{\partial \alpha(\omega)}{\partial \omega} \tag{4.97}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} \sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{F(j \omega, \mathbf{x})}+\operatorname{Im} \sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(j \omega, \mathbf{x})}=\omega \frac{\partial \arg T(\omega)}{\partial \omega} \tag{4.98}
\end{equation*}
$$

The results (Equations 4.97 and 4.98) show that in an RLC filter, when all inductors and capacitors (but not resistors) are subjected to the same relative change, then the resulting change in the magnitude
characteristic does not depend on the circuit realization and is determined by the slope of the magnitude characteristic at a chosen frequency. A similar statement is valid for the phase characteristic.

The sensitivity invariants for passive $R C$ circuits can be obtained from the corresponding invariants for passive $R L C$ circuits omitting the terms for sensitivities to the inductor variations. The results can be summarized the following way. For a passive $R C$ circuit

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{F(s, \mathbf{x})}-\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(s, \mathbf{x})}=k \tag{4.99}
\end{equation*}
$$

where $k=1$ if $F(s, \mathbf{x})$ is an input impedance or transimpedance function, then $k=0$ if $F(s, \mathbf{x})$ is a voltageor current-transfer function, and $k=-1$ if $F(s, \mathbf{x})$ is an input admittance or transconductance function. Application of the frequency scaling gives the result

$$
\begin{equation*}
\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(s, \mathbf{x})}=\mathbf{S}_{s}^{F(s, \mathbf{x})} \tag{4.100}
\end{equation*}
$$

and combination of Equations 4.99 and 4.100 gives

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{F(s, \mathbf{x})}=\mathbf{S}_{s}^{F(s, \mathbf{x})}+k \tag{4.101}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{F(s, \mathbf{x})}+\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(s, \mathbf{x})}=2 \mathbf{S}_{s}^{F(s, \mathbf{x})}+k \tag{4.102}
\end{equation*}
$$

Considering real and imaginary parts of Equations 4.100 through 4.102, one can obtain the results that determine the limitations imposed on the sensitivity sums by the function $F(j \omega, \mathbf{x})$ when resistors and/or capacitors are subjected to the same relative change.

Finally, if the filter is not passive, then the vector of parameters $\mathbf{x}=\left[\begin{array}{c}R_{1} R_{2} \cdots R_{r} L_{1} L_{2} \cdots L_{l} C_{1} C_{2} \cdots C_{c} R_{T 1} R_{T 2} \cdots R_{T a} \\ G_{T 1} G_{T 2} \cdots G_{T b} A_{\nu 1} A_{\nu 2} \cdots A_{\nu p} A_{i 1} A_{i 2} \cdots A_{i q}\end{array}\right]$ includes the components of transresistors $R_{T k}$, transconductances $G_{T k}$, voltage amplifiers $A_{v k}$, and current amplifiers $A_{i k}$. Applying the impedance scaling one can obtain the sensitivity invariant

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}^{F(s, \mathbf{x})}+\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{F(s, \mathbf{x})}-\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{F(s, \mathbf{x})}+\sum_{i=1}^{a} \mathbf{S}_{R_{T i}}^{F(s, \mathbf{x})}-\sum_{i=1}^{b} \mathbf{S}_{G_{T i}}^{F(s, \mathbf{x})}=k \tag{4.103}
\end{equation*}
$$

where
$k=1$ if $F(s, \mathbf{x})$ is an impedance function
$k=0$ if $F(s, \mathbf{x})$ is a transfer function
$k=-1$ if $F(s, \mathbf{x})$ is an admittance function

The frequency scaling will give the same result as Equation 4.96.
The pole (or zero) sensitivities are also related by some invariant relationships. Indeed, the impedance scaling provides the result

$$
\begin{equation*}
p_{k}\left(\lambda R_{i}, \lambda L_{i}, \frac{C_{i}}{\lambda}\right)=p_{k}\left(R_{i}, L_{i}, C_{i}\right) \tag{4.104}
\end{equation*}
$$

Taking the derivative of both sides of Equation 4.104 with respect to $\lambda$ and substituting $\lambda=1$, one obtains that for an arbitrary $R L C$ circuit

$$
\begin{equation*}
\sum_{i=1}^{r} \mathbf{S}_{R_{i}}\left(p_{k}\right)+\sum_{i=1}^{l} \mathbf{S}_{L_{i}}\left(p_{k}\right)-\sum_{i=1}^{c} \mathbf{S}_{C_{i}}\left(p_{k}\right)=0 \tag{4.105}
\end{equation*}
$$

This is the relationship between semirelative sensitivities. If $p_{k} \neq 0$ one can divide both sides of Equation 4.105 by $p_{k}$ and obtain similar invariants for relative sensitivities. The frequency scaling gives

$$
\begin{equation*}
p_{k}\left(R_{i}, \frac{L_{i}}{\lambda}, \frac{C_{i}}{\lambda}\right)=\lambda p_{k}\left(R_{i}, L_{i}, C_{i}\right) \tag{4.106}
\end{equation*}
$$

and from Equation 4.106 one obtains, for relative sensitivities only, that

$$
\begin{equation*}
\sum_{i=1}^{l} \mathbf{S}_{L_{i}}^{p_{k}}+\sum_{i=1}^{c} \mathbf{S}_{C_{i}}^{p_{k}}=-1 \tag{4.107}
\end{equation*}
$$

The pole sensitivity invariants for passive $R C$ circuits are obtained from Equations 4.106 and 4.107, omitting the terms corresponding to the inductor sensitivities.

### 4.9 Sensitivity Bounds

For some classes of filters, the worst-case magnitude sensitivity index may be shown to have a lower bound [8]. Such a bound, for example, exists for filters whose passive elements are limited to resistors, capacitors, and ideal transformers, and whose active elements are limited to gyrators characterized by two gyration resistances (realized as a series connection of transresistance amplifiers and considered as different for sensitivity calculations), current-controlled current sources (CCCSs), voltage-controlled voltage sources (VCVSs), voltage-controlled current sources (VCCSs), and current-controlled voltage sources (CCVSs). Using the sensitivity invariants, it is easy to show that for such a class of networks for any dimensionless transfer function $T(s)$

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{T(s)}=2 \mathbf{S}_{s}^{T(s)} \tag{4.108}
\end{equation*}
$$

where the $x_{i}$ are taken to include only the passive elements of resistors and capacitors and the active elements of CCVSs and gyrators (if the gyrators are realized as parallel connection of transconductance amplifiers, the corresponding terms should be taken with the negative sign). Substituting $s=j \omega$ in Equation 4.108 and equating real parts, one obtains that

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{S}_{x_{i}}^{|T(j \omega)|}=2 \mathbf{S}_{j \omega}^{|T(j \omega)|} \tag{4.109}
\end{equation*}
$$

Applying Equation 4.54 to the above equations, one obtains for the worst-case magnitude sensitivity index

$$
\begin{equation*}
v(T)-\sum_{i=1}^{n}\left|\mathbf{S}_{x_{i}}^{T(j \omega) \mid}\right| \geq\left|\sum_{i=1}^{n} \mathbf{S}^{|T(j \omega)|}\right|-\left|2 \mathbf{S}^{|T(j \omega)|}\right| \tag{4.110}
\end{equation*}
$$

Taking the first and the last terms of this expression, one may define a lower bound $\mathrm{LB} v(\mathrm{~T})$ of the worstcase magnitude sensitivity index as

$$
\begin{equation*}
\operatorname{LB} v(T)=\left|2 \mathbf{S}_{j \omega}^{|T(j \omega)|}\right| \tag{4.111}
\end{equation*}
$$

This lower bound is a function only of the transfer function $T(s)$ and is independent on the particular synthesis technique (as soon as the above-mentioned restrictions are satisfied) used to realize this transfer function. A similar lower bound may be derived (taking the imaginary parts of Equation 4.108) for worstcase phase sensitivity; but it is impossible to find the design path by which one will arrive at the circuit realizing this minimal bound.

### 4.10 Remarks on the Sensitivity Applications

The components of active $R C$ filters have inaccuracies and parasitic components that distort the filter characteristics. The most important imperfections are the following:

1. Values of the resistors and capacitors and the values of transconductances (the gyrators can be considered usually as parallel connection of two transconductance amplifiers) are different from their nominal values. The evaluation of these effects is done using the worst-case or (more frequently) quadratic multiparameter sensitivity index, and multiparameter sensitivity measures and the tolerances are chosen so that the contributions of the passive elements' variations in the sensitivity measure are equal.
2. Operational amplifiers have finite gain and this gain is frequency dependent. The effect of finite gain is evaluated using a semirelative sensitivity of the filter function with respect to variation $1 / A$, where $A$ is the operational amplifier gain. The semirelative sensitivity is

$$
-\mathbf{S}^{F(s)}\left(\frac{1}{A}\right)=-\frac{\partial F(s)}{\left[F(s) \partial\left(\frac{1}{A}\right)\right]}=\left[\frac{A^{2}}{F(s)}\right]\left[\frac{\partial F(s)}{\partial A}\right]=A \mathbf{S}_{A}^{F(s)}
$$

which is called the gain-sensitivity product. In many cases, $\mathbf{S}_{A}^{F(s)} \rightarrow 0$ when $A \rightarrow \infty$, whereas $\mathbf{S}_{1 / A}[F(s)]$ has a limit that is different from zero. The frequency dependence is difficult to take into consideration [1]. Only in case of cascade realization, as shown below, one can evaluate the effect of this frequency dependence using the sensitivity of $Q$-factor.
3. Temperature dependence and aging of the passive elements and operational amplifiers can be determined. The influence of temperature, aging, and other environmental factors on the values of the elements can be determined by a dependence of the probability distributions for these parameters. For example, if $\theta$ is temperature, one has to estimate $\mu_{x}(\theta)$ and $\sigma_{x}(\theta)$ before the calculation of sensitivity measures. Normally, at the nominal temperature $\theta_{0}$ the average value $\mu_{x}\left(\theta_{0}\right)=0$ and $\sigma_{x}\left(\theta_{0}\right)$ depends on the nominal precision of the elements. When the temperature changes, $\mu_{x}(\theta)$ increases or decreases depending on the temperature coefficients of the elements, whereas $\sigma_{x}(\theta)$ usually increases for any temperature variation.

### 4.11 Sensitivity Computations Using the Adjoint Network

The determination of the sensitivities defined in the previous sections may pose difficult computational problems. Finding the network function with the elements expressed in literal form is usually tedious and error prone and the difficulty of such a determination increases rapidly with the number of elements. Calculating the partial derivatives, which is the most important part of the sensitivity computation, provides additional tedium and increases the possibility of error still more. Thus, in general, it is advantageous to use digital computer methods to compute sensitivities. The most obvious method for doing this is to use one of


FIGURE 4.1 The components of a network (a) and its adjoint (b).
the many available computer-aided design programs (e.g., SPICE) to make an analysis of the network with nominal element values, and then repeat the analysis after having perturbed the value of one of the elements. This is not a desirable procedure, since it requires a large number of analyses. It can be justified if the network has some a priori known critical elements for which the analyses should be done.

The crucial part of sensitivity computation is, as was mentioned above, the calculation of network function derivatives with respect to element variations. To simplify this part of the calculation, the concept of adjoint network [9] is used. This method requires only two analyses to provide all the sensitivities of a given network immitance function.

If $\mathbf{N}$ and $\widehat{\mathbf{N}}$ are linear time invariant networks, then they are said to be adjoint (to each other) if the following hold. The two networks have the same topology and ordering of branches; thus their incidence matrices [10] are equal, namely $\mathbf{A}=\widehat{\mathbf{A}}$. If excitation with the unit current (unit voltage) at an arbitrary port $j$ (port $l$ ) of network $\mathbf{N}$ yields a voltage (current) at an arbitrary port $k$ (port $m$ ) of $\mathbf{N}$, excitation with the unit current (unit voltage) at port $k$ (port $m$ ) of network $\widehat{\mathbf{N}}$ will yield the same voltage (current) as the above in port $j$ (port $l$ ) of $\widehat{\mathbf{N}}$ (see Figure 4.1).

Figure 4.1 also shows how the adjoint network should be constructed, as follows. (a) All resistance capacitive and inductance branches and transformers in $\mathbf{N}$ are associated, respectively, with resistance, capacitive, and inductance branches and transformers in $\widehat{\mathbf{N}}$. (b) All gyrators in $\mathbf{N}$ with gyration resistance $r$ become gyrators in $\widehat{\mathbf{N}}$ with gyration resistance $-r$. (c) All VCVSs in $\mathbf{N}$ become CCCSs in $\widehat{\mathbf{N}}$ with controlling and controlled branches reversing roles, and with the voltage amplification factor $A_{v}$ becoming the current amplification factor $-A_{i}$. (d) All CCCSs in $\mathbf{N}$ become VCVSs in $\widehat{\mathbf{N}}$ with controlling and controlled branches reversing roles, and with the current amplification factor $A_{i}$ becoming the voltage amplification factor $-A_{v}$. (e) All VCCCs and CCVSs have their controlling and controlled branches in $\mathbf{N}$ reversed in $\widehat{\mathbf{N}}$.

Thus, the Tellegen theorem [9] applies to the branch voltage and current variables of these two networks. If we let $\mathbf{V}$ be the vector of branch voltages and $\mathbf{I}$ be the vector of branch currents (using capital letters implies that the quantities are functions of the complex variable $s$ ), then

$$
\begin{equation*}
\mathbf{V}^{\mathbf{t}} \hat{\mathbf{I}}=\hat{\mathbf{I}}^{\mathbf{t}} \mathbf{V}=\hat{\mathbf{V}}^{\mathbf{t}} \mathbf{I}=\mathbf{I}^{\mathbf{t}} \mathbf{V}=\mathbf{0} \tag{4.112}
\end{equation*}
$$

If in both circuits all independent sources have been removed to form $n$ external ports (as illustrated in Figure 4.2), then one can divide the variables in both circuits into two groups so that

$$
\begin{array}{ll}
\mathbf{I}^{\mathrm{t}}=\left[\begin{array}{ll}
\mathbf{I}_{\mathrm{p}}^{\mathrm{t}} \mathbf{I}_{\mathrm{b}}^{\mathrm{t}}
\end{array}\right] & \mathbf{V}^{\mathrm{t}}=\left[\mathbf{V}_{\mathrm{p}}^{\mathrm{t}} \mathbf{V}_{\mathrm{b}}^{\mathrm{t}}\right]  \tag{4.113}\\
\hat{\mathbf{I}}^{\mathrm{t}}=\left[\hat{\mathbf{I}}_{\mathrm{p}}^{\mathrm{t}} \hat{\mathbf{I}}_{\mathrm{b}}^{\mathrm{t}}\right] & \widehat{\mathbf{V}}^{\mathrm{t}}=\left[\widehat{\mathbf{V}}_{\mathrm{p}}^{\mathrm{t}} \widehat{\mathbf{V}}_{\mathrm{b}}^{\mathrm{t}}\right]
\end{array}
$$



FIGURE 4.2 Separation of port variables in the network (a) and its adjoint (b).

The first are the vector of port variables $\mathbf{V}_{\mathrm{p}}$ and $\mathbf{I}_{\mathrm{p}}$ in $\mathbf{N}$ and $\widehat{\mathbf{V}}_{\mathrm{p}}$ and $\hat{\mathbf{I}}_{\mathrm{p}}$, correspondingly, in $\widehat{\mathbf{N}}$. These variables will define $n$-port open-circuit impedance matrices $\mathbf{Z}_{o c}$ and $\widehat{\mathbf{Z}}_{o c}$ or $n$-port short-circuit admittance matrices $\mathbf{Y}_{\text {sc }}$ and $\widehat{\mathbf{Y}}_{\text {sc }}$ via the relationships

$$
\begin{array}{cc}
\mathbf{V}_{\mathrm{p}}=-\mathbf{Z}_{\mathrm{oc}} \mathbf{I}_{\mathrm{p}} & \widehat{\mathbf{V}}_{\mathrm{p}}=-\widehat{\mathbf{Z}}_{\mathrm{oc}} \hat{\mathbf{I}}_{\mathrm{p}}  \tag{4.114}\\
\mathbf{I}_{\mathrm{p}}=-\mathbf{Y}_{\mathrm{sc}} \mathbf{V}_{\mathrm{p}} & \hat{\mathbf{I}}_{\mathrm{p}}=-\widehat{\mathbf{Y}}_{\mathrm{sc}} \widehat{\mathbf{V}}_{\mathrm{p}}
\end{array}
$$

Then, the rest of the variables will be nonport variables (including the variables of dependent source branches) $\mathbf{V}_{\mathrm{b}}$ and $\mathbf{I}_{\mathrm{b}}$ for $\mathbf{N}$ and $\widehat{\mathbf{V}}_{\mathrm{b}}$ and $\hat{\mathbf{I}}_{\mathrm{b}}$ for $\widehat{\mathbf{N}}$. These variables may define branch impedance matrices $\mathbf{Z}_{\mathrm{b}}$ and $\widehat{\mathbf{Z}}_{\mathrm{b}}$ and branch admittance matrices $\mathbf{Y}_{\mathrm{b}}$ and $\widehat{\mathbf{Y}}_{\mathrm{b}}$ by the relationships

$$
\begin{align*}
\mathbf{V}_{\mathrm{b}}=\mathbf{Z}_{\mathrm{b}} \mathbf{I}_{\mathrm{b}} & \widehat{\mathbf{V}}_{\mathrm{b}}=\widehat{\mathbf{Z}}_{\mathrm{b}} \hat{\mathbf{I}}_{\mathrm{b}} \\
\mathbf{I}_{\mathrm{b}}=\mathbf{Y}_{\mathrm{b}} \mathbf{V}_{\mathrm{b}} & \hat{\mathbf{I}}_{\mathrm{b}}=\widehat{\mathbf{Y}}_{\mathrm{b}} \widehat{\mathbf{V}}_{\mathrm{b}} \tag{4.115}
\end{align*}
$$

If the branch impedance and branch admittance matrices do not exist, a hybrid matrix may be used to relate the branch variables. For $\mathbf{N}$, this may be put in the form

$$
\left[\begin{array}{l}
\mathbf{V}_{\mathrm{b} 1}  \tag{4.116}\\
\mathbf{I}_{\mathrm{b} 2}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{H}_{11} & \mathbf{H}_{12} \\
\mathbf{H}_{21} & \mathbf{H}_{22}
\end{array}\right]\left[\begin{array}{c}
\mathbf{I}_{\mathrm{b} 1} \\
\mathbf{V}_{\mathrm{b} 2}
\end{array}\right]
$$

Similarly, for $\widehat{\mathbf{N}}$ one may write

$$
\left[\begin{array}{l}
\widehat{\mathbf{V}}_{\mathrm{b} 1}  \tag{4.117}\\
\hat{\mathbf{I}}_{\mathrm{b} 2}
\end{array}\right]=\left[\begin{array}{ll}
\widehat{\mathbf{H}}_{11} & \widehat{\mathbf{H}}_{12} \\
\widehat{\mathbf{H}}_{21} & \widehat{\mathbf{H}}_{22}
\end{array}\right]\left[\begin{array}{c}
\hat{\mathbf{I}}_{\mathrm{b} 1} \\
\widehat{\mathbf{V}}_{\mathrm{b} 2}
\end{array}\right]
$$

For the adjoint networks, the branch impedance and branch admittance matrices (if they exist) are transposed, namely

$$
\begin{equation*}
\mathbf{Z}_{\mathrm{b}}^{\mathrm{t}}=\widehat{\mathbf{Z}}_{\mathrm{b}} \quad \mathbf{Y}_{\mathrm{b}}^{\mathrm{t}}=\widehat{\mathbf{Y}}_{\mathrm{b}} \tag{4.118}
\end{equation*}
$$

and, if a hybrid representation is used, the matrices are connected by the relationship

$$
\left[\begin{array}{cc}
\mathbf{H}_{11}^{\mathrm{t}} & -\mathbf{H}_{21}^{\mathrm{t}}  \tag{4.119}\\
-\mathbf{H}_{12}^{\mathrm{t}} & \mathbf{H}_{22}^{\mathrm{t}}
\end{array}\right]=\left[\begin{array}{ll}
\widehat{\mathbf{H}}_{11} & \widehat{\mathbf{H}}_{12} \\
\widehat{\mathbf{H}}_{21} & \widehat{\mathbf{H}}_{22}
\end{array}\right]
$$

As a result of these relationships, if no controlled sources are present in two networks, they are identical. In the general case it may be shown that

$$
\begin{equation*}
\mathbf{Z}_{\mathrm{oc}}^{\mathrm{t}}=\widehat{\mathbf{Z}}_{\mathrm{oc}} \quad \mathbf{Y}_{\mathrm{sc}}^{\mathrm{t}}=\widehat{\mathbf{Y}}_{\mathrm{sc}} \tag{4.120}
\end{equation*}
$$

The application of adjoint circuits for sensitivity calculations requires that, first of all, using the port variables as independent ones, one finds the branch variables, and this is done for both circuits. Assume,
for example, that the branch impedance matrices exist. Then, using unity-valued excitation currents as the components of $\mathbf{I}_{\mathrm{p}}$ and $\hat{\mathbf{I}}_{\mathrm{p}}$ one has, first, to find $\mathbf{I}_{\mathrm{b}}$ and $\hat{\mathbf{I}}_{\mathrm{b}}$. Now, in the original network let the elements be perturbed. The resulting vector of currents may thus be written as $\mathbf{I}+\Delta \mathbf{I}$ and the resulting vector of voltages as $\mathbf{V}+\Delta \mathbf{V}$. From Kirchhoff's current law, we have $\mathbf{A}(\mathbf{I}+\Delta \mathbf{I})=\mathbf{0}$, and since $\mathbf{A I}=\mathbf{0}$ one also has $\mathbf{A} \Delta \mathbf{I}=\mathbf{0}$. Thus, $\Delta \mathbf{I}=\Delta \mathbf{I}_{\mathrm{p}}+\Delta \mathbf{V}_{\mathrm{b}}$ may be substituted in any of the relations in Equation 4.112. By similar reasoning one can conclude that it is possible as well to substitute the perturbation vector $\Delta \mathbf{V}=\Delta \mathbf{V}_{\mathrm{p}}+\Delta \mathbf{V}_{\mathrm{b}}$ instead of $\mathbf{V}$ in these relations. Making these substitutions, one obtains

$$
\begin{align*}
\widehat{\mathbf{V}}_{\mathrm{p}}^{\mathrm{t}} \Delta \mathbf{I}_{\mathrm{p}}+\widehat{\mathbf{V}}_{\mathrm{b}}^{\mathrm{t}} \Delta \mathbf{I}_{\mathrm{p}} & =0  \tag{4.121}\\
\mathbf{I}_{\mathrm{p}}^{\mathrm{t}} \Delta \mathbf{V}_{\mathrm{p}}+\hat{\mathbf{I}}_{\mathrm{b}}^{\mathrm{t}} \Delta \mathbf{V}_{\mathrm{b}} & =0
\end{align*}
$$

Subtracting these two equations, one has

$$
\begin{equation*}
\widehat{\mathbf{V}}_{\mathrm{p}}^{\mathrm{t}} \Delta \mathbf{I}_{\mathrm{p}}-\mathbf{I}_{\mathrm{p}}^{\mathrm{t}} \Delta \mathbf{V}_{\mathrm{p}}+\widehat{\mathbf{V}}_{\mathrm{b}}^{\mathrm{t}} \Delta \mathbf{I}_{\mathrm{p}}-\hat{\mathbf{I}}_{\mathrm{b}}^{\mathrm{t}} \Delta \mathbf{V}_{\mathrm{b}}=0 \tag{4.122}
\end{equation*}
$$

To a first-order approximation, we have

$$
\begin{align*}
& \Delta \mathbf{V}_{\mathrm{p}}=-\Delta\left(\mathbf{Z}_{\mathrm{oc}} \mathbf{I}_{\mathrm{p}}\right) \approx-\Delta \mathbf{Z}_{\mathrm{oc}} \mathbf{I}_{\mathrm{p}}-\mathbf{Z}_{\mathrm{oc}} \Delta \mathbf{I}_{\mathrm{p}}  \tag{4.123}\\
& \Delta \mathbf{V}_{\mathrm{b}}=-\Delta\left(\mathbf{Z}_{\mathrm{b}} \mathbf{I}_{\mathrm{b}}\right) \approx-\Delta \mathbf{Z}_{\mathrm{b}} \mathbf{I}_{\mathrm{b}}-\mathbf{Z}_{\mathrm{b}} \Delta \mathbf{I}_{\mathrm{b}}
\end{align*}
$$

Substituting Equation 4.123 into Equation 4.122 and taking into consideration that $\widehat{\mathbf{V}}_{\mathrm{p}}^{\mathrm{t}}=-\hat{\mathbf{I}}_{\mathrm{p}}^{\mathrm{Z}} \widehat{\mathbf{Z}}_{\mathrm{oc}}^{\mathrm{t}}=$ $-\hat{\mathbf{I}}_{\mathrm{p}}^{\mathrm{t}} \mathbf{Z}_{\mathrm{oc}}$ and that $\widehat{\mathbf{V}}_{\mathrm{b}}^{\mathrm{t}}=\hat{\mathbf{I}}_{\mathrm{b}}^{\mathrm{t}} \mathbf{Z}_{\mathrm{b}}$, one can simplify the result (Equation 4.122) to

$$
\begin{equation*}
\hat{\mathbf{I}}_{\mathrm{p}}^{\mathrm{t}} \Delta \mathbf{Z}_{\mathrm{oc}} \mathbf{I}_{\mathrm{p}}=\hat{\mathbf{I}}_{\mathrm{b}}^{\mathrm{t}} \Delta \mathbf{Z}_{\mathrm{b}} \mathbf{I}_{\mathrm{b}} \tag{4.124}
\end{equation*}
$$

Equation 4.124 clearly shows that if all currents in the original network and its adjoint are known, one can easily calculate the absolute sensitivities $\mathbf{S}\left(\mathbf{Z}_{i j}, \mathbf{Z}_{\mathrm{b}}\right) \approx \Delta \mathbf{Z}_{i j} / \Delta \mathbf{Z}_{\mathrm{b}}$, which can be used for calculation of the corresponding relative sensitivities. Here, $\mathbf{Z}_{i j}$ is an element of the $n$-port open circuit impedance matrix. Then, if necessary, these sensitivities can be used for evaluation of the transfer function sensitivity or the sensitivities of other functions derived via the $n$-port open circuit impedance matrix.

Usually, the transfer function calculation can be easily reduced to the calculation of a particular $\mathbf{Z}_{i j}$. In this case one can choose $\hat{I}_{j}=1, \hat{I}_{k}=0$ (for all $k \neq j$ ) as an excitation in the adjoint network. Then, Equation 4.124 becomes

$$
\begin{equation*}
\Delta \mathbf{Z}_{i j}=\hat{\mathbf{I}}_{\mathrm{b}}^{\mathrm{t}} \Delta \mathbf{Z}_{\mathrm{b}} \mathbf{I}_{\mathrm{b}} \tag{4.125}
\end{equation*}
$$

where $\mathbf{I}_{\mathrm{b}}$ and $\hat{\mathbf{I}}_{\mathrm{b}}$ are the branch currents in $\mathbf{N}$ and $\widehat{\mathbf{N}}$ corresponding to the indicated excitation. The relations for other types of matrices are obtained in the same manner.

### 4.12 General Methods of Reducing Sensitivity

It is very desirable from the start of the realization procedure to concentrate on circuits that give lower sensitivity in comparison to other circuits. The practice of active filter realization allows formulation of some general suggestions ensuring that filter realizations will have low sensitivities to component variations.

It is possible to transfer the problem of lower sensitivity at the approximation stage, i.e., before any realization. It is obvious that a low-order transfer function $T(s)$ that just satisfies the specifications will require tighter tolerances in comparison to a higher order transfer function that easily satisfies the specifications. Figure 4.3 shows an example of such an approach for a low-pass filter. Hence, increasing the order of approximation and introducing a redundancy one achieves a set of wider element tolerances.


FIGURE 4.3 Attenuation requirements, their predistortion, and attenuation of different realizations: (a) attenuation of a standard circuit of a higher order; (b) attenuation of the nonstandard circuit; and (c) passband attenuation in the stages of cascade realization.

Usually the most critical region where it is difficult to satisfy the specifications is the edge of the passband. Two approaches can be used to find the function that will have less sensitivity in this frequency region. One way is to introduce predistortion in the transfer function specifications. This is also shown in Figure 4.3. The transfer function should satisfy the predistorted (tapered) specifications. It can be obtained directly if the numerical packages solving the approximation problem are available. One can also take a standard table higher order transfer function satisfying the modified specifications and then modify it to more uniformly use the tapered specifications (this allows the increase of the component tolerances even more).

Another way [11] is to preserve the initial transfer function specifications and to use transfer functions with a limited value of the maximum $Q$ of the transfer function poles. In Ref. [11] one can find such transfer functions corresponding to the Cauer approximation. The nonstandard $L C$ circuits corresponding to these approaches cannot be tabulated and simulated; hence, neither of them is widely used. In addition, they imply the cascaded (building-block) realization that intrinsically has worse sensitivity than the realizations using simulation of doubly terminated lossless matched filters.

### 4.13 Cascaded Realization of Active Filters

The cascaded (building-block) realization is based on the assumption that the transfer function will have low sensitivity if the realization provides tight control of the transfer function poles and zeros. The relationship between the element value and the transfer function poles and zeros can be established relatively easily if the transfer function is not more complicated than biquadratic (i.e., the ratio of two second-order polynomials). It is difficult (or even impossible) to establish such correspondence if, say, the denominator polynomial degree is higher than two. For a high-degree polynomial, a small variation in the polynomial coefficient can result in a large or undesirable migration of the root (it can move to the right-half plane). This justifies the cascaded approach: one hopes to have a low sensitivity of the transfer function under realization if one chooses a method allowing tight control of the poles' and zeros' locations; hence, cascade realization with $T(s)=T_{1}(s) T_{2}(s) \cdots T_{i}(s) \cdots T_{k}(s)$. Also, if one chooses for
realization of each function $T_{i}(s)$ the method of lowest sensitivity (discussed below), then it will be possible to obtain the largest element tolerances.

If the realization by cascade connection is chosen it is still a choice of optimum factorization of the transfer function $T(s)$ into low-order factors. This optimum depends on the filter application, the chosen method of the factor realization, and the transfer function itself. It is recommended [1] that, for realization of lower sensitivity, the poles and zeros in the partial functions $T_{i}(s)$ are located as far apart as possible. This statement is not always true and such a choice of poles and zeros in $T_{i}(s)$ is in contradiction with the requirement of high dynamic range of the stage. In general, CAD methods should be used.

The methods that are most popular for the realization of the partial transfer functions are mostly limited by the filters providing the output voltage at the output of an operational amplifier. The statespace relations satisfy this requirement and provide the direct realizations of the polynomial coefficients. It is not occasionally that such an approach is used by a series of manufacturers. This is not the best method from the sensitivity point of view; the methods of realization using gyrators usually give better results [3]. But the cascade realization of gyrator filters require buffers between the blocks, and is better to use this approach if the filter is not realized in cascade form. Other realization methods [1] are also occasionally used, mostly because of their simplicity.
If the transfer function is realized in a cascade form and $T(s)=T_{1}(s) T_{2}(s) \cdots T_{i}(s) \cdots T_{k}(s)$, the element $x$ is located only in one stage. If this is the stage realizing $T_{i}(s)$, then

$$
\begin{equation*}
\mathbf{S}_{x}^{T(s)}=\mathbf{S}_{x}^{T_{i}(s)} \tag{4.126}
\end{equation*}
$$

Assume that this $T_{i}(s)$ has the form

$$
\begin{equation*}
T_{i}(s)=K \frac{s^{2}+\left(\frac{\omega_{z}}{Q_{z}}\right)+\omega_{\mathrm{z}}^{2}}{s^{2}+\left(\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}}\right)+\omega_{\mathrm{p}}^{2}} \tag{4.127}
\end{equation*}
$$

Then one can write

$$
\begin{equation*}
\mathbf{S}_{x}^{T_{i}^{T}(s)}=\mathbf{S}_{K}^{T_{T}(s)} \mathbf{S}_{x}^{K}+\mathbf{S}_{\omega_{z}}^{T_{i}(s)} \mathbf{S}_{x}^{\omega_{z}}+\mathbf{S}_{1 / Q_{z}}^{T_{i}(s)} \mathbf{S}_{x}^{1 / Q_{z}}+\mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)} \mathbf{S}_{x}^{\omega_{p}}+\mathbf{S}_{1 / Q_{\mathrm{p}}}^{T_{i}(s)} \mathbf{S}_{x}^{1 / Q_{p}} \tag{4.128}
\end{equation*}
$$

The second multiplier in each term of this sum depends on the stage realization method. In the first term $\mathbf{S}_{K}^{T_{T}^{(s)}}=1$, the first multipliers in other terms depend on $Q$-factors of zeros and poles. It is enough to consider the influence of the terms related to the poles. One can notice that $\mathbf{S}_{1 / Q_{\mathrm{p}}}^{T_{1}(s)} \mathbf{S}_{x}^{1 / Q_{p}}=$ $\mathbf{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{P}}}\right] \mathbf{S}_{x}\left(\frac{1}{Q_{\mathrm{p}}}, x\right)$, then, calculating $\mathbf{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{P}}}\right]$ (the calculation of the semirelative sensitivity is done for convenience of graphic representation) and $\mathbf{S}_{\omega_{p}}^{T_{i}(s)}$, one obtains

$$
\begin{equation*}
\mathbf{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{p}}}\right]=\frac{1}{T_{i}(s)} \frac{\partial T_{i}(s)}{\partial\left(\frac{1}{Q_{\mathrm{p}}}\right)}=-\frac{1}{\left(\frac{s}{\omega_{\mathrm{p}}}\right)+\left(\frac{\omega_{\mathrm{p}}}{s}\right)+\left(\frac{1}{Q_{\mathrm{p}}}\right)} \tag{4.129}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}=\frac{\omega_{\mathrm{p}}}{T_{i}(s)} \frac{\partial T_{i}(s)}{\partial \omega_{\mathrm{p}}}=-\frac{\left(\frac{1}{Q_{\mathrm{p}}}\right)+2\left(\frac{\omega_{\mathrm{p}}}{s}\right)}{\left(\frac{s}{\omega_{\mathrm{p}}}\right)+\left(\frac{\omega_{\mathrm{p}}}{s}\right)+\left(\frac{1}{Q_{\mathrm{p}}}\right)} \tag{4.130}
\end{equation*}
$$

Introducing the normalized frequency $\Omega=\left(\frac{\omega}{\omega_{p}}-\frac{\omega_{p}}{\omega}\right)$, one can find that

$$
\begin{gather*}
\operatorname{Re} \mathbf{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{p}}}\right]=-\frac{\frac{1}{Q_{\mathrm{p}}}}{\Omega^{2}+\left(\frac{1}{Q_{\mathrm{p}}}\right)^{2}}  \tag{4.131}\\
\operatorname{Im} \mathbf{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{p}}}\right]=-\frac{\Omega}{\Omega^{2}+\left(\frac{1}{Q_{\mathrm{p}}}\right)^{2}}  \tag{4.132}\\
\operatorname{Re} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}=\frac{\Omega \sqrt{\Omega^{2}+4}-\Omega^{2}-\left(\frac{1}{Q_{\mathrm{p}}}\right)^{2}}{\Omega^{2}+\left(\frac{1}{Q_{\mathrm{p}}}\right)^{2}}  \tag{4.133}\\
\operatorname{Im} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}=\frac{\left(\frac{1}{Q_{\mathrm{p}}}\right) \sqrt{\Omega^{2}+4}}{\Omega^{2}+\left(\frac{1}{Q_{\mathrm{p}}}\right)^{2}} \tag{4.134}
\end{gather*}
$$

Figure 4.4 shows the graphs of these four functions. They allow the following conclusions [4]. The functions reach high values in the vicinity of $\Omega=0$, i.e., when $\omega \approx \omega_{\mathrm{p}}$. This means that in the filter


FIGURE 4.4 Stage sensitivities: (a) real and (b) imaginary parts of the $Q$-factor sensitivity; (c) real and (d) imaginary parts of the pole frequency sensitivity.
passband, especially if the poles and zeros are sufficiently divided (which is the condition of optimal cascading), one can neglect the contribution of zeros in modification of the transfer function $T_{i}(s)$. When $Q_{\mathrm{p}}$ becomes higher, this vicinity of $\omega \approx \omega_{\mathrm{p}}$ with a rapid change of the sensitivity functions becomes relatively smaller in the case of $\operatorname{Re} \boldsymbol{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{p}}}\right]$ (Figure 4.4a) and $\operatorname{Im} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}$ (Figure 4.4d) and not so small in the case of $\operatorname{Im} \boldsymbol{S}^{T_{i}(s)}\left[T_{i}(s), \frac{1}{Q_{\mathrm{p}}}\right]$ (Figure 4.4b) and $\operatorname{Re} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}$ (Figure 4.4c). Normally, the second multipliers in the terms of the sum in Equation 4.128 are all real; this means that the function $\operatorname{Re} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}$ is the most important one in estimation of the sensitivity to variations of passive elements. In many realization methods [1,3] one obtains that $\omega_{\mathrm{p}} \propto\left(R_{1} R_{2} C_{1} C_{2}\right)^{-1 / 2}$. This implies that $\mathbf{S}_{R_{1}}^{\omega_{\mathrm{p}}}=\mathbf{S}_{R_{2}}^{\omega_{\mathrm{p}}}=\mathbf{S}_{C_{1}}^{\omega_{\mathrm{p}}}=\mathbf{S}_{C_{2}}^{\omega_{\mathrm{p}}}=-1 / 2$. Thus, finally, the function $\operatorname{Re} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}$ (which can be called the main passive sensitivity term) will determine the maximum realizable $Q_{p}$ for given tolerances of passive elements (or for the elements that are simulated as passive elements).

If a stage is realized using, for example, a state-space approach, it includes operational amplifiers. The stage is usually designed assuming ideal operational amplifiers, then the realization errors are analyzed considering that the operational amplifiers can be described by a model

$$
\begin{equation*}
A(s)=\frac{A_{0}}{1+\left(\frac{s}{\omega_{0}}\right)}=\frac{\mathrm{GBW}}{s+\omega_{0}} \tag{4.135}
\end{equation*}
$$

where
$A_{0}$ is the dc gain, is the amplifier bandwidth
GBW $=A_{0} \omega_{0}$ is the gain-bandwidth product

If the stage transfer function is derived anew, with amplifiers described by the model equation (Equation 4.135), then $T_{i}(s)$ will no longer be a biquadratic. It will be a ratio of two higher degree polynomials, and the error analysis becomes very complicated [1]. To do an approximate analysis, one can pretend that the amplifier gain is simply a real constant $A$. Then, the transfer function $T_{i}(s)$ will preserve its biquadratic appearance, and the term $1 / Q_{p}$ will be possible to represent as

$$
\begin{equation*}
\frac{1}{Q_{\mathrm{p}}}=\frac{1}{Q}+\frac{k}{A} \tag{4.136}
\end{equation*}
$$

The first term in Equation 4.136 is determined by the ratio of passive elements, the second term ( $k$ is the design constant) can be considered as an absolute change $\Delta\left(1 / Q_{p}\right)$, which on the $j \omega$ axis becomes

$$
\begin{equation*}
\Delta\left(\frac{1}{Q_{\mathrm{p}}}\right) \approx \frac{k}{A(j \omega)}=\frac{1}{A_{0}}+j \frac{k \omega}{\mathrm{GBW}} \approx j \frac{k \omega}{\mathrm{GBW}} \tag{4.137}
\end{equation*}
$$

Then, in calculation of $\delta\left|T_{i}\right|=\operatorname{Re} \mathbf{S}_{K}^{T_{i}(s)}$, the function $\operatorname{Im} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}$ becomes important (it can be called the main active sensitivity term) and the product $\left[\operatorname{Im} \mathbf{S}_{\omega_{\mathrm{p}}}^{T_{i}(s)}\left(\frac{k \omega}{\mathrm{GBW}}\right)\right]$ allows evaluation of the limitations on the $Q$-factor caused by the stage operational amplifiers.

The relationships given next are useful for any arbitrary realization, but pertain more to the cascade realization, where one can better control the pole's location when the circuit parameters are changing. If the filter transfer function is represented as

$$
\begin{equation*}
T(s)=\frac{a_{m} \Pi_{i=1}^{m}\left(s-z_{i}\right)}{d_{n} \Pi_{i=1}^{n}\left(s-p_{i}\right)} \tag{4.138}
\end{equation*}
$$

then taking the logarithm of Equation 4.138 and its derivatives gives

$$
\begin{equation*}
\frac{\mathrm{d} T(s)}{T(s)}=\frac{\mathrm{d}\left(a_{m} / d_{n}\right)}{a_{m} / d_{n}}-\sum_{i=1}^{m} \frac{\mathrm{~d} z_{i}}{s-z_{i}}+\sum_{i=1}^{n} \frac{\mathrm{~d} p_{i}}{s-p_{i}} \tag{4.139}
\end{equation*}
$$

Multiplying both sides of Equation 4.139 by $x$ and expressing the differentials via partial derivatives one obtains

$$
\begin{equation*}
\mathbf{S}_{x}^{T(s)}=\mathbf{S}_{x}^{a_{m} / d_{n}}-\sum_{i=1}^{m} \frac{\mathbf{S}_{x}\left(z_{i}\right)}{s-z_{i}}+\sum_{i=1}^{n} \frac{\mathbf{S}_{x}\left(p_{i}\right)}{s-p_{i}} \tag{4.140}
\end{equation*}
$$

In the vicinity of the pole $p_{i}=-\sigma_{i}+j \omega_{i}$, the sensitivity is determined by the term $\mathbf{S}_{x}\left(p_{i}\right) /\left(s-p_{i}\right)$. Besides $\mathbf{S}_{x}\left(p_{i}\right)=-\mathbf{S}_{x}\left(\sigma_{i}\right)+j \mathbf{S}_{x}\left(\omega_{i}\right)$ and on the $j \omega$ axis in this region one has

$$
\begin{equation*}
\frac{\mathbf{S}_{x}\left(p_{i}\right)}{j \omega-p_{i}}=-\frac{\mathbf{S}_{x}\left(\sigma_{i}\right) \sigma_{i}-\mathbf{S}_{x}\left(\omega_{i}\right)\left(\omega-\omega_{i}\right)}{\sigma_{i}^{2}+\left(\omega-\omega_{i}\right)^{2}}+j \frac{\mathbf{S}_{x}\left(\omega_{i}\right) \sigma_{i}+\mathbf{S}_{x}\left(\sigma_{i}\right)\left(\omega-\omega_{i}\right)}{\sigma_{i}^{2}+\left(\omega-\omega_{i}\right)^{2}} \tag{4.141}
\end{equation*}
$$

Hence, when $\omega=\omega_{i}$

$$
\begin{equation*}
\mathbf{S}_{x}^{|T(j \omega)|} \approx-\frac{\mathbf{S}_{x}\left(\sigma_{i}\right) \sigma_{i}-\mathbf{S}_{x}\left(\omega_{i}\right)\left(\omega-\omega_{i}\right)}{\sigma_{i}^{2}+\left(\omega-\omega_{i}\right)^{2}} \tag{4.142}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S}_{x}[\arg T(j \omega)] \approx \frac{\mathbf{S}_{x}\left(\omega_{i}\right) \sigma_{i}+\mathbf{S}_{x}\left(\sigma_{i}\right)\left(\omega-\omega_{i}\right)}{\sigma_{i}^{2}+\left(\omega-\omega_{i}\right)^{2}} \tag{4.143}
\end{equation*}
$$

Usually Equations 4.142 and 4.143 are considered at the point $\omega-\omega_{i}$, where $\mathbf{S}_{x}^{|T(j \omega)|}=-\mathbf{S}_{x}\left(\sigma_{i}\right) / \sigma_{i}$ and $\mathbf{S}_{x}[\arg T(j \omega)]=\mathbf{S}_{x}\left(\omega_{i}\right) / \sigma_{i}$. The frequent conclusion that follows is that the pole's movement toward the $j \omega$ axis is more dangerous (it introduces transfer function magnitude change) than the movement parallel to the $j \omega$ axis. But it is not difficult to see that in the immediate vicinity of this point, at $\omega=\omega_{i} \pm \sigma_{i}$, one has $\mathbf{S}_{x}^{|T(j \omega)|}=\left[-\mathbf{S}_{x}\left(\sigma_{i}\right) \pm \mathbf{S}_{x}\left(\omega_{i}\right)\right] /\left(2 \sigma_{i}\right)$ and $\mathbf{S}_{x}[\arg T(j \omega)]=\left[\mathbf{S}_{x}\left(\omega_{i}\right) \pm j \mathbf{S}_{x}\left(\sigma_{i}\right)\right] /\left(2 \sigma_{i}\right)$; i.e., one has to reduce both components of the pole movement. If care is taken to get $\mathbf{S}_{x}\left(\sigma_{i}\right)=0$, then, indeed, $\mathbf{S}_{x}^{|T(j \omega)|}=0$ at $\omega=\omega_{i}$, but at $\omega=\omega_{i}+\sigma_{i}$ (closer to the edge of the passband) $\mathbf{S}_{x}^{|T(j \omega)|}=\left[\mathbf{S}_{x}\left(\omega_{i}\right) / \sigma_{i}\right]$ and this can result in an essential $\delta|T(j \omega)|$.

Finally, some additional relationships between different sensitivities can be obtained from the definition of $Q_{\mathrm{p}}=\omega_{\mathrm{p}} /\left(2 \sigma_{i}\right)=\left[\sqrt{\sigma_{i}^{2}+\omega_{i}^{2}}\right] /\left(2 \sigma_{i}\right) \approx \omega_{i} /\left(2 \sigma_{i}\right)$. One can find that

$$
\begin{equation*}
\mathbf{S}_{x}\left(\omega_{\mathrm{p}}\right)=\frac{\mathbf{S}_{x}\left(\sigma_{i}\right)}{2 Q_{\mathrm{p}}}+\sqrt{1-\left(\frac{1}{4 Q_{\mathrm{p}}^{2}}\right)} \mathbf{S}_{x}\left(\omega_{i}\right) \tag{4.144}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S}_{x}\left(Q_{\mathrm{p}}\right)=\frac{\sqrt{4 Q_{\mathrm{p}}^{2}-1} \mathbf{S}_{x}\left(\omega_{i}\right)-\left(4 Q_{\mathrm{p}}^{2}-1\right) \mathbf{S}_{x}\left(\sigma_{i}\right)}{\omega_{\mathrm{p}}} \tag{4.145}
\end{equation*}
$$

for semirelative sensitivities. From this basic definition of the $Q$-factor, one can also derive the relationships

$$
\begin{equation*}
\mathbf{S}_{x}^{Q_{\mathrm{p}}}=\frac{\mathbf{S}_{x}^{\sigma_{i}}}{4 Q_{\mathrm{p}}^{2}}+\sqrt{1-\left(\frac{1}{4 Q_{\mathrm{p}}^{2}}\right)} \mathbf{S}_{x}^{\omega_{i}} \tag{4.146}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S}_{x}^{Q_{\mathrm{p}}} \approx \mathbf{S}_{x}^{\omega_{i}}-\mathbf{S}_{x}^{\sigma_{i}} \tag{4.147}
\end{equation*}
$$

involving relative sensitivities. Another group of results can be obtained considering relative sensitivity of the pole $p_{i}=-\sigma_{i}+j \omega_{i}$. For example, one can find that

$$
\begin{equation*}
\mathbf{S}_{x}^{Q_{\mathrm{p}}}=-\sqrt{4 Q_{\mathrm{p}}^{2}-1} \operatorname{Im} \mathbf{S}_{x}^{p_{i}}=\frac{x}{\omega_{\mathrm{p}}^{2}}\left(\frac{\omega_{i}}{\sigma_{i}}\right)\left(\sigma_{i} \frac{\partial \omega_{i}}{\partial x}-\omega_{i} \frac{\partial \sigma_{i}}{\partial x}\right) \tag{4.148}
\end{equation*}
$$

If $\frac{\partial \omega_{i}}{\partial x}=0$ and $\frac{\partial \sigma_{i}}{\partial x}=$ constant, then

$$
\begin{equation*}
\mathbf{S}_{x}^{Q_{\mathrm{p}}} \approx k \mathrm{Q}_{\mathrm{p}} \tag{4.149}
\end{equation*}
$$

which shows that in this case, $\mathbf{S}_{x}^{Q_{\mathrm{p}}}$ increases proportionally to the $Q$-factor independently of the cause of this high sensitivity.

### 4.14 Simulation of Doubly Terminated Matched Lossless Filters

By cascading the first- and second-order sections (occasionally a third-order section is realized in oddorder filters instead of the cascade connection of a first- and a second-order section) any high-order transfer function $T(s)$ can be realized. In practice, however, the resulting circuit is difficult to fabricate for high-order and/or highly selective filters. The transfer function of such filters usually contains a pair of complex-conjugate poles very close to the $j \omega$ axis. The sensitivity of this section that realizes high- $Q$ poles is high and the element tolerances for this section can be very tight. The section can be unacceptable for fabrication.

For filters that have such high- $Q$ transfer function poles, other design techniques are often used. The most successful and widely used of these alternative strategies are based on simulating the low-sensitivity transfer function of a doubly-terminated lossless (reactance) two-port.

Assume that the two-port shown in Figure 4.5 is lossless and the transfer function $T(s)=V_{2}(s) / E(s)$ is realized. Considering power relations, one can show [12] that for steady-state sinusoidal operation the equation

$$
\begin{equation*}
|\rho(j \omega)|^{2}+\frac{4 R_{1}}{R_{2}}|T(j \omega)|^{2}=1 \tag{4.150}
\end{equation*}
$$



FIGURE 4.5 Lossless two-port with resistive loadings.
is valid for this circuit. Here, $\rho(j \omega)=\left[R_{1}-Z(j \omega)\right] /\left[R_{1}+Z(j \omega)\right]$ is the reflection coefficient and $Z(j \omega)$ is the input impedance of the loaded two-port. In many cases, the filter requirements are formulated for the transducer function:

$$
\begin{equation*}
H(s)=\sqrt{\frac{R_{2}}{4 R_{1}}} \frac{E(s)}{V_{2}(s)}=\sqrt{\frac{R_{2}}{4 R_{1}}} \frac{1}{T(s)} \tag{4.151}
\end{equation*}
$$

For this function

$$
\begin{equation*}
\ln H(j \omega)=\alpha(\omega)+j \varphi(\omega)=-\ln |\mathrm{T}(j \omega)|+\ln \left[\sqrt{\left(R_{2} / 4 R_{1}\right)}\right]-j \arg T(j \omega) \tag{4.152}
\end{equation*}
$$

Here, $\alpha(\omega)$ is attenuation (it is different from the previously used only by the value of $\left.\ln \left[\sqrt{\left(R_{2} / 4 R_{1}\right)}\right]\right)$ and $\varphi(\omega)=-\beta(\omega)=-\arg T(j \omega)$ is phase. The impedance $Z(j \omega)$ satisfies the condition $\operatorname{Re} Z(j \omega) \geq 0$ (as for any passive circuit input impedance), which means that $|\rho(j \omega)|^{2}<1$. Then, as it follows from Equation $4.150|H(j \omega)|^{2} \geq 1$ and $\alpha(\omega) \geq 0$.

When a filter is designed using $\alpha(\omega)$, the attenuation is optimized so that it is zero in one or more passband points (Figure 4.3 shows, for example, the attenuation characteristics with two zeros in the passband). Then the attenuation partial derivative with respect to the value of each of the two-port elements is equal to zero at the attenuation zeros. Indeed, let $x_{i}$ be any element of the two-port and $\partial \alpha / \partial x_{i}$ be the partial derivative of $\alpha\left(\omega, x_{i}\right)$ with respect to that element. Suppose that $x_{i}$ does not have its nominal value and differs from it by a small $\Delta x_{i}$ variation. Expanding $\alpha\left(\omega, x_{i}\right)$ in the Taylor series one obtains that

$$
\begin{equation*}
\alpha\left(\omega, x_{i}+\Delta x_{i}\right) \cong \alpha\left(\omega, x_{i}\right)+\Delta x_{i} \frac{\partial \alpha\left(\omega, x_{i}\right)}{\partial x_{i}} \tag{4.153}
\end{equation*}
$$

If $\omega_{k}$ is an attenuation zero, then $\alpha\left(\omega_{k}, x_{i}\right)=0$; but, as was mentioned before, $\alpha(\omega) \geq 0$, and from Equation 4.153, one obtains that at the point $\omega=\omega_{k}$ one has

$$
\begin{equation*}
\Delta x_{i} \frac{\partial \alpha\left(\omega_{k}, x_{i}\right)}{\partial x_{i}} \geq 0 \tag{4.154}
\end{equation*}
$$

Now, the variation $\Delta x_{i}$ was of unspecified sign. Therefore, Equation 4.154 can only be satisfied with equality sign, which means that $\frac{\partial \alpha\left(\omega_{k}, x_{i}\right)}{\partial x_{i}}=0$.

This result is called the Fettweis-Orchard theorem [4] and it explains why the preference is always given to the filter realized as a nondissipative two-port between resistive terminations or to the simulation of such a filter if the filter should be realized as an active circuit. First, considering the real parts of Equation 4.152, one obtains that

$$
\begin{equation*}
\frac{\partial \alpha\left(\omega, x_{i}\right)}{\partial x_{i}}=\mathbf{S}_{x_{i}}[\alpha(\omega)]=-\frac{x_{i}}{|T(j \omega)|} \frac{\partial|T(j \omega)|}{\partial x_{i}}=-\mathbf{S}_{x_{i}}^{|T(j \omega)|} \tag{4.155}
\end{equation*}
$$

when $x_{i}$ is any element inside the two-port. Hence, the points where $\alpha(\omega)=0$ and, simultaneously, $\frac{\partial \alpha\left(\omega, x_{i}\right)}{\partial x_{i}}=0$ are the points of zero sensitivity not only for attenuation but for transfer function magnitude as well (as a result of Equation 4.155 and this discussion, one cannot use at these points the relationships $d|T(j \omega)| \approx \mathbf{S}_{x_{i}}^{|T(j \omega)|} \delta x_{i}$; the relative change $\delta|T(j \omega)|$ is always negative and different from zero with $\delta x_{i}$ of unspecified sign). Moreover, if $\alpha$ is small, $\partial \alpha / \partial x_{i}$ will also remain small [13], which means that the sensitivities are small in the whole passband. If $x_{i}=R_{1}$ or $x_{i}=R_{2}$, one obtains from Equation 4.152 that

$$
\begin{equation*}
R_{1} \frac{\partial \alpha\left(\omega, R_{1}\right)}{\partial R_{1}}=-\mathbf{S}_{R_{1}}^{|T(j \omega)|}-\frac{1}{2} \tag{4.156}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{2} \frac{\partial \alpha\left(\omega, R_{2}\right)}{\partial R_{2}}=-\mathbf{S}_{R_{2}}^{|T(j \omega)|}+\frac{1}{2} \tag{4.157}
\end{equation*}
$$

The derivatives $\frac{\partial \alpha}{\partial R_{i}}(i=1,2)$ are also zero at the points where $\alpha=0$ and they are small when $\alpha$ remains small [13]. This means that in the passband $S_{R_{1}}^{|T(j \omega)|} \approx-1 / 2$ and $S_{R_{2}}^{|T(j \omega)|} \approx 1 / 2$. Thus, $|T(j \omega)|$ will share the zero sensitivity of $\alpha$ with respect to all the elements inside the two-port, but due to the terms $\pm 1 / 2$ in Equations 4.156 and 4.157 a change either in $R_{1}$ or $R_{2}$ will produce a frequency-independent shift (which can usually be tolerated) in $|T(j \omega)|$ in addition to the small effects proportional to $\frac{\partial \alpha}{\partial R_{i}}$. This is the basis of the low sensitivity of conventional $L C$-ladder filters and of those active, switched-capacitor, or digital filters that are based on $L C$ filter model. This is valid with the condition that the transfer functions of the active filter and LC prototype are the same and the parameters of the two filters enter their respective transfer functions the same way.

The Fettweis-Orchard theorem explains why the filtering characteristics sought are those with the maximum number of attenuation zeros (for a given order of the transfer function $T(s)$ ). It also helps to understand why it is difficult to design a filter that simultaneously meets the requirements of $\alpha$ and $\varphi(\omega)$ (or to $|T(j \omega)|$ and $\beta(\omega)$ ); the degrees of freedom used for optimizing $\varphi(\omega)$ will not be available to attain the maximum number of attenuation zeros. It also explains why a cascade realization is more sensitive than the realization based on $L C$ lossless model. Indeed, assume that, say, one of the characteristics of Figure 4.3 is realized by two cascaded sections (with the attenuation of each section shown by the dash-and-dotted line) with each actual section realized in doubly terminated matched lossless form. Each such section of the cascaded filter will be matched at one frequency and the sensitivities to the elements that are in unmatched sections will be different from zero. In addition, the attenuation ripple in each section is usually much larger than the total ripple, and the derivative $\frac{\partial \alpha}{\partial x_{i}}$, which is, in the first approximation, proportional to the attenuation ripple, will not be small. Indeed, practice shows [4] that there is, in fact, a substantial increase in sensitivity in the factored realization.

### 4.15 Sensitivity of Active $R C$ Filters

The required component tolerances are very important factors determining the cost of filters. They are especially important with integrated realizations (where the tolerances are usually higher than in discrete technology). Also, the active filter realizations commonly require tighter tolerances than $L C$ realizations. Yet two classes of active $R C$ filters have tolerances comparable with those of passive $L C$ filters. These are analog-computer and gyrator filters that simulate doubly terminated passive $L C$ filters. The tolerance comparison [4] shows the tolerance advantages (sometimes by an order of magnitude) of the doubly terminated lossless structure as compared to any cascade realization. These are the only methods that are now used [14] for high-order high-Q sharp cutoff filters with tight tolerances. For less demanding requirements, cascaded realizations could be used. The main advantages that are put forth in this case are the ease of design and simplicity of tuning. But even here the tolerance comparison [4] shows that the stages have better tolerances if they are realized using gyrators and computer simulation methods.

### 4.16 Errors in Sensitivity Comparisons

In conclusion we briefly outline some common errors in sensitivity comparison. More detailed treatment can be found in Ref. [4].

1. Calculating the wrong sensitivities. The calculated sensitivities should have as close a relation to the filter specification as possible. In general, for a filter specified in the frequency domain, the sensitivities of amplitude and phase should be calculated along the $j \omega$ axis. Sensitivities of poles, zeros, $Q$ 's, resonant frequencies, etc. should be carefully interpreted in the context of their connection with amplitude and phase sensitivities.
2. Sensitivities of optimized designs. The optimization should use a criterion as closely related as possible to filter specifications. The use of a criterion that is not closely related to the filter specifications (e.g., pole sensitivity) can lead to valid conclusions if the filters being compared differ by an order of magnitude in sensitivity [4]. A sensitivity comparison is valid only if all the circuits have been optimized using the criterion on which they will be compared. The optimized circuit should not be compared with a nonoptimized one. Another error is to optimize one part of the transfer function (usually the denominator) and forgetting about the modifying effect of the numerator.
3. Comparing the incomparable. A frequent error occurs when comparing sensitivities with respect to different types of elements. In general, different types of elements can be realized with different tolerances, and the comparison is valid only if sensitivities are weighted proportionally. Besides, there are basic differences in variability between circuit parameters with physical dimensions and those without. The latter are often determined in the circuit as the ratio of dimensional quantities (as a result, the tolerance of the ratio will be about double the tolerances of the two-dimensional quantities determining them). In integrated technologies the dimensioned quantities usually have worse tolerances but better matching and tracking ability, especially with temperature. Hence, any conclusion involving sensitivities to different types of components, in addition, is technologically dependent.
4. Correlations between component values. The correlations between components are neglected when they are essential (this is usually done for simplification of the statistical analysis). From the other side, an unwarranted correlation is introduced when it does not exist. This is a frequent case where the realization involves cancellation of terms that are equal when the elements have their nominal values (e.g., a cancellation of a pole of one section of a filter by a zero of another section, cancellation of a positive conductance by a negative conductance).
5. Incomplete analysis. Very often, only sensitivities to variations of a single component (usually an amplifier gain) are considered. This is satisfactory only if it is the most critical component, which is seldom the case. Another form of incomplete analysis is to calculate only one coordinate of a complex sensitivity measure ( $\mathbf{S}_{x}^{Q}$ is calculated while $\mathbf{S}_{x}^{\omega_{0}}$ is ignored). Also, frequency-dependent sensitivities are calculated and compared at one discrete frequency instead of being calculated in frequency intervals.
6. First-order differential sensitivities are the most commonly calculated. But the fact is that $\frac{\partial y}{\partial x}=0$ implies that the variation of $y$ with $x$ is quadratic at the point considered. A consequence of this is that zero sensitivities do not imply infinitely wide tolerances for the components in question. Similarly, infinite sensitivities do not imply infinitely narrow tolerances. Infinite values arise if the nominal value of $y$ is zero, and the finite variations of $x$ will almost always give finite variations of $y$.
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In this chapter on passive filters, we deal with the design of one-port networks composed exclusively of passive elements such as resistors $R$, inductors $L$, capacitors $C$, and coupled inductors $M$. The one-ports are specified by their driving-point immittances, impedances, or admittances. Our basic problem is that given an immittance function, is it possible to find a one-port composed only of $R, L, C$, and $M$ elements called the RLCM one-port network that realizes the given immittance function? This is known as the realizability problem, and its complete solution was first given by Brune [1].

Consider a linear RLCM one-port network of Figure 5.1 excited by a voltage source $V_{1}(s)$. For our purposes, we assume that there are $b$ branches and the branch corresponding to the voltage source $V_{1}(s)$ is numbered branch 1 and all other branches are numbered from 2 to $b$. The Laplace transformed Kirchhoff current law equation can be written as

$$
\begin{equation*}
\mathbf{A I}(s)=\mathbf{0} \tag{5.1}
\end{equation*}
$$

where
A is the basis incidence matrix
$\mathbf{I}(s)$ is the branch-current vector of the network
If $\mathbf{V}_{n}(s)$ is the nodal voltage vector, then the branch-voltage vector $\mathbf{V}(s)$ can be expressed in terms of $\mathbf{V}_{n}(s)$ by

$$
\begin{equation*}
\mathbf{V}(s)=\mathbf{A}^{\prime} \mathbf{V}_{n}(s) \tag{5.2}
\end{equation*}
$$

where the prime denotes the matrix transpose. Taking the complex conjugate of Equation 5.1 in conjunction with Equation 5.2 gives

$$
\begin{equation*}
\mathbf{V}^{\prime}(s) \overline{\mathbf{I}}(s)=\mathbf{V}_{n}^{\prime}(s) \mathbf{A} \overline{\mathbf{I}}(s)=\mathbf{V}_{n}^{\prime}(s) \mathbf{0}=0 \tag{5.3}
\end{equation*}
$$



FIGURE 5.1 General linear RLCM one-port network.
or

$$
\begin{equation*}
\sum_{k=1}^{b} V_{k}(s) \bar{I}_{k}(s)=0 \tag{5.4}
\end{equation*}
$$

where $V_{k}(s)$ and $I_{k}(s)$ are the branch voltages and the branch currents, respectively.
From Figure 5.1, the driving-point impedance of the one-port is defined to be the ratio of $V_{1}(s)$ to $-I_{1}(s)$, or

$$
\begin{equation*}
Z(s) \equiv \frac{V_{1}(s)}{-I_{1}(s)}=\frac{V_{1}(s) \bar{I}_{1}(s)}{-I_{1}(s) \bar{I}_{1}(s)}=-\frac{V_{1}(s) \bar{I}_{1}(s)}{\left|I_{1}(s)\right|^{2}} \tag{5.5}
\end{equation*}
$$

Equation 5.4 can be rewritten as

$$
\begin{equation*}
-V_{1}(s) \bar{I}_{1}(s)=\sum_{k=2}^{b} V_{k}(s) \bar{I}_{k}(s) \tag{5.6}
\end{equation*}
$$

Substituting this in Equation 5.5 yields

$$
\begin{equation*}
Z(s)=\frac{1}{\left|I_{1}(s)\right|^{2}} \sum_{k=2}^{b} V_{k}(s) \bar{I}_{k}(s) \tag{5.7}
\end{equation*}
$$

Likewise, the dual relation of the input admittance

$$
\begin{equation*}
Y(s) \equiv \frac{-I_{1}(s)}{V_{1}(s)}=\frac{1}{\left|V_{1}(s)\right|^{2}} \sum_{k=2}^{b} \bar{V}_{k}(s) I_{k}(s) \tag{5.8}
\end{equation*}
$$

holds.
We know consider individual types of elements inside the one-port. For a resistive branch $k$ of resistance $R_{k}$, we have

$$
\begin{equation*}
V_{k}(s)=R_{k} I_{k}(s) \tag{5.9}
\end{equation*}
$$

For a capacitive branch of capacitance $C$,

$$
\begin{equation*}
V_{k}(s)=\frac{1}{s C_{k}} I_{k}(s) \tag{5.10}
\end{equation*}
$$

Finally, for an inductive branch of self-inductance $L_{k}$ and mutual inductances $M_{k j}$,

$$
\begin{equation*}
V_{k}(s)=s L_{k} I_{k}(s)+\sum_{\text {all } j, j \neq k} s M_{k j} I_{j}(s) \tag{5.11}
\end{equation*}
$$

Substituting these in Equation 5.7 and grouping the summation as sums of all resistors $R$, all capacitors $C$, and all inductors $L M$, we obtain

$$
\begin{align*}
Z(s) & =\frac{1}{\left|I_{1}(s)\right|^{2}}\left[\sum_{R} R_{k}\left|I_{k}(s)\right|^{2}+\sum_{C} \frac{1}{s C_{k}}\left|I_{k}(s)\right|^{2}+\sum_{L M}\left(s L_{k}\left|I_{k}(s)\right|^{2}+\sum_{\text {all } j, j \neq k} s M_{k j} I_{j}(s) \bar{I}_{k}(s)\right)\right] \\
& =\frac{1}{\left|I_{1}(s)\right|^{2}}\left[F_{0}(s)+\frac{1}{s} V_{0}(s)+s M_{0}(s)\right] \tag{5.12}
\end{align*}
$$

where

$$
\begin{align*}
F_{0}(s) & \equiv \sum_{R} R_{k}\left|I_{k}(s)\right|^{2} \geq 0  \tag{5.13a}\\
V_{0}(s) & \equiv \sum_{C} \frac{1}{C_{k}}\left|I_{k}(s)\right|^{2} \geq 0  \tag{5.13b}\\
M_{0}(s) & \equiv \sum_{L M}\left(L_{k}\left|I_{k}(s)\right|^{2}+\sum_{\text {all } j, j \neq k} M_{k j} I_{j}(s) \bar{I}_{k}(s)\right) \tag{5.13c}
\end{align*}
$$

These quantities are closely related to the average power and stored energies of the one-port under steady-state sinusoidal conditions. The average power dissipated in the resistors is

$$
\begin{equation*}
P_{\mathrm{ave}}=\frac{1}{2} \sum_{R} R_{k}\left|I_{k}(j \omega)\right|^{2}=\frac{1}{2} F_{0}(j \omega) \tag{5.14}
\end{equation*}
$$

showing that $F_{0}(j \omega)$ represents twice the average power dissipated in the resistors of the one-port. The average electric energy stored in the capacitors is

$$
\begin{equation*}
E_{\mathrm{C}}=\frac{1}{4 \omega^{2}} \sum_{\mathrm{C}} \frac{1}{C_{k}}\left|I_{k}(j \omega)\right|^{2}=\frac{1}{4 \omega^{2}} V_{0}(j \omega) \tag{5.15}
\end{equation*}
$$

Thus, $V_{0}(j \omega)$ denotes $4 \omega^{2}$ times the average electric energy stored in the capacitors. Similarly, the average magnetic energy stored in the inductors is

$$
\begin{equation*}
E_{\mathrm{M}}=\frac{1}{4} \sum_{L M}\left[L_{k}\left|I_{k}(j \omega)\right|^{2}+\sum_{\text {all } q, q \neq k} M_{k q} I_{q}(j \omega) \bar{I}_{k}(j \omega)\right]=\frac{1}{4} M_{0}(j \omega) \tag{5.16}
\end{equation*}
$$

indicating that $M_{0}(j \omega)$ represents four times the average magnetic energy stored in the inductors.
Therefore, all the three quantities $F_{0}(j \omega), V_{0}(j \omega)$, and $M_{0}(j \omega)$ are real and nonnegative, and Equation 5.12 can be rewritten as

$$
\begin{equation*}
Z(s)=\frac{1}{\left|I_{1}(s)\right|^{2}}\left(F_{0}+\frac{1}{s} V_{0}+s M_{0}\right) \tag{5.17}
\end{equation*}
$$

Likewise, the dual result for $Y(s)$ is found to be

$$
\begin{equation*}
Y(s)=\frac{1}{\left|V_{1}(s)\right|^{2}}\left(F_{0}+\frac{1}{\bar{s}} V_{0}+\bar{s} M_{0}\right) \tag{5.18}
\end{equation*}
$$

Now, we set $s=\sigma+j \omega$ and compute the real part and imaginary part of $Z(s)$ and obtain

$$
\begin{align*}
& \operatorname{Re} Z(s)=\frac{1}{\left|I_{1}(s)\right|^{2}}\left(F_{0}+\frac{\sigma}{\sigma^{2}+\omega^{2}} V_{0}+\sigma M_{0}\right)  \tag{5.19}\\
& \operatorname{Im} Z(s)=\frac{\omega}{\left|I_{1}(s)\right|^{2}}\left(M_{0}-\frac{1}{\sigma^{2}+\omega^{2}} V_{0}\right) \tag{5.20}
\end{align*}
$$

where
Re stands for "real part of"
Im for "imaginary part of"
These equations are valid irrespective of the value of $s$, except at the zeros of $I_{1}(s)$. They are extremely important in that many analytic properties of passive impedances can be obtained from them. The following is one of such consequences:

## THEOREM 5.1

If $Z(s)$ is the driving-point impedance of a linear, passive, lumped, reciprocal, and time-invariant one-port network $N$, then

1. Whenever $\sigma \geq 0$, $\operatorname{Re} Z(s) \geq 0$.
2. If $N$ contains no resistors, then
$\sigma>0$ implies $\operatorname{Re} Z(s)>0$
$\sigma=0$ implies $\operatorname{Re} Z(s)=0$
$\sigma<0$ implies $\operatorname{Re} Z(s)<0$
3. If $N$ contains no capacitors, then
$\omega>0$ implies $\operatorname{Im} Z(s)>0$
$\omega=0$ implies $\operatorname{Im} Z(s)=0$
$\omega<0$ implies $\operatorname{Im} Z(s)<0$
4. If $N$ contains no self- and mutual-inductors, then
$\omega>0$ implies $\operatorname{Im} Z(s)<0$
$\omega=0$ implies $\operatorname{Im} Z(s)=0$
$\omega<0$ implies $\operatorname{Im} Z(s)>0$
Similar results can be stated for the admittance function $Y(s)$ simply by replacing $Z(s)$, $\operatorname{Re} Z(s)$, and $\operatorname{Im} Z(s)$ by $Y(s)$, $\operatorname{Re} Y(s)$, and $\operatorname{Im} Y(s)$, respectively.

The theorem states that the driving-point impedance $Z(s)$ of a passive LMC, RLM, or RC one-port network maps different regions of the complex-frequency $s$-plane into various regions of the $Z$-plane. Now, we assert that the driving-point immittance of a passive one-port is a positive-real function, and every positive-real function can be realized as the input immittance of an RLCM one-port network.

Definition 5.1: Positive-real function. A positive-real function $F(s)$, abbreviated as a $\operatorname{PR}$ function, is an analytic function of the complex variable $s=\sigma+j \omega$ satisfying the following three conditions:

1. $F(s)$ is analytic in the open RHS (right-half of the $s$-plane), i.e., $\sigma>0$.
2. $F(\bar{s})=\bar{F}(s)$ for all $s$ in the open RHS.
3. $\operatorname{Re} F(s) \geq 0$ whenever $\operatorname{Re} s \geq 0$.

The concept of a positive-real function, as well as many of its properties, is credited to Otto Brune [1]. Our objective is to show that positive realness is a necessary and sufficient condition for a passive oneport immittance. The above definition holds for both rational and transcendental functions. A rational function is defined as a ratio of two polynomials. Network functions associated with any linear lumped system, with which we deal exclusively in this section, are rational. In the case of rational functions, not all three conditions in the definition are independent. For example, the analyticity requirement is implied by the other two. The second condition is equivalent to stating the $F(s)$ is real when $s$ is real, and for a rational $F(s)$ it is always satisfied if all the coefficients of the polynomial are real.

Some important properties of a positive-real function can be stated as follows:

1. If $F_{1}(s)$ and $F_{2}(s)$ are positive real, so is $F_{1}\left[F_{2}(s)\right]$.
2. If $F(s)$ is positive real, so are $1 / F(s)$ and $F(1 / s)$.
3. A positive-real function is devoid of poles and zeros in the open RHS.
4. If a positive-real function has any poles or zeros on the $j \omega$-axis ( 0 and $\infty$ included), such poles and zeros must be simple. At a simple pole on the $j \omega$-axis, the residue is real positive.
Property 1 states that a positive-real function of a positive-real function is itself positive real, and property 2 shows that the reciprocal of a positive-real function is positive real. The real significance of the positive-real functions is its use in the characterization of the passive one-port immittances. This characterization is one of the most penetrating results in network theory, and is stated as

## THEOREM 5.2

A real rational function is the driving-point immittance of a linear, passive, lumped, reciprocal, and time-invariant one-port network if and only if it is positive real.

The necessity of the theorem follows directly from Equation 5.19. The sufficiency was first established by Brune in 1930 by showing that any given positive-real rational function can be realized as the input immittance of a passive one-port network using only the passive elements such as resistors, capacitors, and self- and mutual inductors. A formal constructive proof will be presented in the following section.

## Example 5.1

Consider the passive one-port of Figure 5.2, the driving-point impedance of which is found to be

$$
\begin{equation*}
Z(s)=\frac{3 s^{2}+s+2}{2 s^{2}+s+3} \tag{5.21}
\end{equation*}
$$

To verify that the function $Z(s)$ is positive real, we compute its real part by substituting $s=\sigma+j \omega$ and obtain


FIGURE 5.2 A passive one-port network.

$$
\begin{align*}
\operatorname{Re} Z(s) & =\operatorname{Re} Z(\sigma+j \omega)=\operatorname{Re} \frac{3(\sigma+j \omega)^{2}+(\sigma+j \omega)+2}{2(\sigma+j \omega)^{2}+(\sigma+j \omega)+3} \\
& =\frac{6\left(\omega^{2}-1\right)^{2}+\left(12 \omega^{2} \sigma+5 \omega^{2}+6 \sigma^{3}+5 \sigma^{2}+14 \sigma+5\right) \sigma}{\left(2 \sigma^{2}-2 \omega^{2}+\sigma+3\right)^{2}+\omega^{2}(4 \sigma+1)^{2}} \geq 0, \quad \sigma \geq 0 \tag{5.22}
\end{align*}
$$

This, in conjunction with the facts that $Z(s)$ is analytic in the open RHS and that all the coefficients of $Z(s)$ are real, shows that $Z(s)$ is positive real.

Observe that if the function $Z(s)$ is of high order, the task of ascertaining its positive realness is difficult if condition 3 of Definition 5.1 is employed for checking. Hence, it is desirable to have alternate but much simpler conditions for testing. For this reason, we introduce the following equivalent conditions that are relatively easy to apply:

## THEOREM 5.3

A rational function $F(s)$ is positive real if and only if the following conditions are satisfied:

1. $F(s)$ is real when $s$ is real.
2. $F(s)$ has no poles in the open RHS.
3. Poles of $F(s)$ on the $j \omega$-axis, if they exist, are simple, and residues evaluated at these poles are real and positive.
4. $\operatorname{Re} F(j \omega) \geq 0$ for all $\omega$, except at the poles.

PROOF: From the definition of a PR function, we see immediately that all the conditions are necessary. To prove sufficiency, we expand $F(s)$ in a partial fraction as

$$
\begin{align*}
F(s) & =\left[k_{\infty} s+\frac{k_{0}}{s}+\sum_{x}\left(\frac{k_{x}}{s+j \omega_{x}}+\frac{k_{x}}{s-j \omega_{x}}\right)\right]+F_{1}(s) \\
& =\left(k_{\infty} s+\frac{k_{0}}{s}+\sum_{x} \frac{2 k_{x} s}{s^{2}+\omega_{x}^{2}}\right)+F_{1}(s) \tag{5.23}
\end{align*}
$$

where $k_{\infty}, k_{0}$, and $k_{x}$ are residues evaluated at the $j \omega$-axis poles $j \infty, 0$, and $\pm j \omega_{x}$, respectively, and are real and positive. $F_{1}(s)$ is the function formed by the terms corresponding to the open LHS (left-half of the $s$-plane) poles of $F(s)$, and therefore is analytic in the RHS and the entire $j \omega$-axis including the point at infinity. For such a function, the minimum value of the real part throughout the region where the function is analytic lies on the boundary, namely, the $j \omega$-axis. (See, for example, Churchill [2]. This shows
that the minimum value of $\operatorname{Re} F_{1}(s)$ for all $\operatorname{Re} s \geq 0$ occurs on the $j \omega$-axis; but according to Equation 5.23, this value is nonnegative:

$$
\begin{equation*}
\operatorname{Re} F_{1}(j \omega)=\operatorname{Re} F(j \omega) \geq 0 \tag{5.24}
\end{equation*}
$$

Thus, the real part of $F_{1}(s)$ is nonnegative everywhere in the closed RHS or

$$
\begin{equation*}
\operatorname{Re} F_{1}(s) \geq 0 \quad \text { for } \operatorname{Re} s \geq 0 \tag{5.25}
\end{equation*}
$$

This, together with the fact that $F_{1}(s)$ is real whenever $s$ is real, shows that $F_{1}(s)$ is positive real.
Since each term inside the parentheses of Equation 5.23 is positive real, and since the sum of two or more positive-real functions is positive real, $F(s)$ is positive real. This completes the proof of the theorem.

In testing for positive realness, we may eliminate some functions from consideration by inspection because they violate certain simple necessary conditions. For example, a function cannot be PR if it has a pole or zero in the open RHS. Another simple test is that the highest powers of $s$ in numerator and denominator not differ by more than unity, because a PR function can have at most a simple pole or zero at the origin or infinity, both of which lie on the $j \omega$-axis.

A Hurwitz polynomial is a polynomial devoid of zeros in the open RHS. Thus, it may have zeros on the $j \omega$-axis. To distinguish such a polynomial from the one that has zeros neither in the open RHS nor on the $j \omega$-axis, the latter is referred to as a strictly Hurwitz polynomial. For computational purposes, Theorem 5.3 can be reformulated and put in a much more convenient form.

## THEOREM 5.4

A rational function represented in the form

$$
\begin{equation*}
F(s)=\frac{P(s)}{Q(s)}=\frac{m_{1}(s)+n_{1}(s)}{m_{2}(s)+n_{2}(s)} \tag{5.26}
\end{equation*}
$$

where $m_{1}(s), m_{2}(s)$, and $n_{1}(s), n_{2}(s)$ are the even and odd parts of the polynomials $P(s)$ and $Q(s)$, respectively, is positive real if and only if the following conditions are satisfied:

1. $F(s)$ is real when $s$ is real.
2. $P(s)+Q(s)$ is strictly Hurwitz.
3. $m_{1}(j \omega) m_{2}(j \omega)-n_{1}(j \omega) n_{2}(j \omega) \geq 0$ for all $\omega$.

A real polynomial is strictly Hurwitz if and only if the continued-fraction expansion of the ratio of the even part to the odd part or the odd part to the even part of the polynomial yields only real and positive coefficients, and does not terminate prematurely. For $P(s)+Q(s)$ to be strictly Hurwitz, it is necessary and sufficient that the continued-fraction expansion

$$
\left[\frac{m_{1}(s)+m_{2}(s)}{n_{1}(s)+n_{2}(s)}\right]^{ \pm 1}=\alpha_{1} s+\frac{1}{\alpha_{2} s+} \begin{array}{r}
\frac{1}{\ddots}  \tag{5.27}\\
\\
\\
\\
\quad+\frac{1}{\alpha_{k} s}
\end{array}
$$

yields only real and positive $\alpha$ 's, and does not terminate prematurely, i.e., $k$ must equal the degree $m_{1}(s)+m_{2}(s)$ or $n_{1}(s)+n_{2}(s)$, whichever is larger. It can be shown that the third condition of the
theorem is satisfied if and only if its left-hand-side polynomial does not have real positive roots of odd multiplicity. This may be determined by factoring it or by the use of the Sturm's theorem, which can be found in most texts on elementary theory of equations. We illustrate the above procedure by the following examples.

## Example 5.2

Test the following function to see if it is PR:

$$
\begin{equation*}
F(s)=\frac{2 s^{4}+4 s^{3}+5 s^{2}+5 s+2}{s^{3}+s^{2}+s+1} \tag{5.28}
\end{equation*}
$$

For illustrative purposes, we follow the three steps outlined in the theorem, as follows:

$$
\begin{equation*}
F(s)=\frac{2 s^{4}+4 s^{3}+5 s^{2}+5 s+2}{s^{3}+s^{2}+s+1}=\frac{P(s)}{Q(s)}=\frac{m_{1}(s)+n_{1}(s)}{m_{2}(s)+n_{2}(s)} \tag{5.29}
\end{equation*}
$$

where

$$
\begin{gather*}
m_{1}(s)=2 s^{4}+5 s^{2}+2, \quad n_{1}(s)=4 s^{3}+5 s  \tag{5.30a}\\
m_{2}(s)=s^{2}+1, \quad n_{2}(s)=s^{3}+s \tag{5.30b}
\end{gather*}
$$

Condition 1 is clearly satisfied. To test condition 2 , we perform the Hurwitz test, which gives

$$
\begin{equation*}
\frac{m_{1}(s)+m_{2}(s)}{n_{1}(s)+n_{2}(s)}=\frac{2 s^{4}+6 s^{2}+3}{5 s^{3}+6 s}=\frac{2}{5} s+\frac{1}{\frac{25}{18} s+\frac{1}{\frac{324}{165} s+\frac{1}{\frac{33}{54} s}}} \tag{5.31}
\end{equation*}
$$

Since all the coefficients are real and positive and since the continued-fraction expansion does not terminate prematurely, the polynomial $P(s)+Q(s)$ is strictly Hurwitz. Thus, condition 2 is satisfied.

To test condition 3, we compute

$$
\begin{align*}
m_{1}(j \omega) m_{2}(j \omega)-n_{1}(j \omega) n_{2}(j \omega) & =2 \omega^{6}-2 \omega^{4}-2 \omega^{2}+2 \\
& =2\left(\omega^{2}+1\right)\left(\omega^{2}-1\right)^{2} \geq 0 \tag{5.32}
\end{align*}
$$

which is nonnegative for all $\omega$, or, equivalently, which does not possess any real positive roots of odd multiplicity. Therefore $F(s)$ is positive real.
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### 6.1 Introduction

In this chapter, we demonstrate that any rational positive-real function can be realized as the input immittance of a passive one-port network terminated in a resistor, thereby also proving the sufficiency of Theorem 5.2.

Consider the even part

$$
\begin{equation*}
\operatorname{Ev} Z(s)=r(s)=\frac{1}{2}[Z(s)+Z(-s)] \tag{6.1}
\end{equation*}
$$

of a given rational positive-real impedance $Z(s)$. As in Equation 5.26, we first separate the numerator and denominator polynomials of $Z(s)$ into even and odd parts, and write

$$
\begin{equation*}
Z(s)=\frac{m_{1}+n_{1}}{m_{2}+n_{2}} \tag{6.2}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
r(s)=\frac{m_{1} m_{2}-n_{1} n_{2}}{m_{2}^{2}+n_{2}^{2}} \tag{6.3}
\end{equation*}
$$

showing that if $s_{0}$ is a zero or pole of $r(s)$, so is $-s_{0}$. Thus, the zeros and poles of $r(s)$ possess quadrantal symmetry with respect to both the real and imaginary axes. They may appear in pairs on the real axis, in pairs on the $j \omega$-axis, or in the form of sets of quadruplets in the complex-frequency plane. Furthermore, for a positive-real $Z(s)$, the $j \omega$-axis zeros of $r(j \omega)$ are required to be of even multiplicity in order that $\operatorname{Re} Z$ $(j \omega)=r(j \omega)$ never be negative.

Suppose that we can extract from $Z(s)$ a set of open-circuit impedance parameters $z_{i j}(s)$ characterizing a component two-port network, as depicted in Figure 6.1, which produces one pair of real axis zeros, one pair of $j \omega$-axis zeros, or one set of quadruplet of zeros of $r(s)$, and leaves a rational positive-real impedance $Z_{1}(s)$ of lower degree, the even part of which $r_{1}(s)$ is devoid of these zeros but contains all


FIGURE 6.1 Two-port network terminated in $Z_{1}(s)$.


FIGURE 6.2 Two-port network terminated in a resistor.
other zeros of $r(s)$. After a finite $q$ steps, we arrive at a rational positive-real impedance $Z_{q}(s)$, the even part $r_{q}(s)$ of which is devoid of zeros in the entire complex-frequency plane, meaning that its even part must be a nonnegative constant $c$ :

$$
\begin{equation*}
r_{q}(s)=\frac{1}{2}\left[Z_{q}(s)+Z_{q}(-s)\right]=c \tag{6.4}
\end{equation*}
$$

Therefore, $Z_{q}(s)$ is expressible as the sum of a reactance function ${ }^{*} Z_{\mathrm{LC}}(s)$ and a resistance $c$ :

$$
\begin{equation*}
Z_{q}(s)=Z_{\mathrm{LC}}(s)+c \tag{6.5}
\end{equation*}
$$

which can be realized as the input impedance of a lossless two-port network terminated in a c-ohm resistor, as shown in Figure 6.2.

To motivate our discussion, we first present a theorem credited to Richards [1,2], which is intimately tied up with the famous Bott-Duffin technique [3].

## THEOREM 6.1

Let $Z(s)$ be a positive-real function that is neither of the form Ls nor $1 / C s$. Let $k$ be an arbitrary positivereal constant. Then, the Richards function

$$
\begin{equation*}
W(s)=\frac{k Z(s)-s Z(k)}{k Z(k)-s Z(s)} \tag{6.6}
\end{equation*}
$$

is also positive real.

The degree of a rational function is defined as the sum of the degrees of its relatively prime numerator and denominator polynomials. Thus, the Richards function $W(s)$ is also rational, the degree of which is

[^23]not greater than that of $Z(s)$. It was first pointed out by Richards that if $k$ can be chosen so that the even part of $Z(s)$ vanishes at $k$, then the degree of $W(s)$ is at least two less than that of $Z(s)$. Let
\[

$$
\begin{equation*}
s_{0}=\sigma_{0}+j \omega_{0} \tag{6.7}
\end{equation*}
$$

\]

be a point in the closed RHS. Then, according to the preceding theorem, the function

$$
\begin{equation*}
\widehat{W}_{1}(s)=\frac{s_{0} Z(s)-s Z\left(s_{0}\right)}{s_{0} Z\left(s_{0}\right)-s Z(s)} \tag{6.8}
\end{equation*}
$$

is positive real if $s_{0}$ is positive real; and the function

$$
\begin{equation*}
W_{1}(s)=Z\left(s_{0}\right) \widehat{W}_{1}\left(\bar{s}_{0}\right) \frac{\bar{s}_{0} \widehat{W}_{1}(s)-s \widehat{W}_{1}\left(\bar{s}_{0}\right)}{\bar{s}_{0} \widehat{W}_{1}\left(\bar{s}_{0}\right)-s \widehat{W}_{1}(s)} \tag{6.9}
\end{equation*}
$$

is positive real if $s_{0}$ is a positive-real constant and $\widehat{W}_{1}(s)$ is a positive-real function. Substituting Equation 6.8 in Equation 6.9 yields

$$
\begin{equation*}
W_{1}(s)=\frac{D_{1}(s) Z(s)-B_{1}(s)}{-C_{1}(s) Z(s)+A_{1}(s)} \tag{6.10}
\end{equation*}
$$

where

$$
\begin{align*}
A_{1}(s) & =q_{4} s^{2}+\left|s_{0}\right|^{2}  \tag{6.11a}\\
B_{1}(s) & =q_{2} s  \tag{6.11b}\\
C_{1}(s) & =q_{3} s  \tag{6.11c}\\
D_{1}(s) & =q_{1} s^{2}+\left|s_{0}\right|^{2}  \tag{6.11d}\\
q_{1} & =\frac{R_{0} / \sigma_{0}-X_{0} / \omega_{0}}{R_{0} / \sigma_{0}+X_{0} / \omega_{0}}  \tag{6.12a}\\
q_{2} & =\frac{2\left|Z_{0}\right|^{2}}{R_{0} / \sigma_{0}+X_{0} / \omega_{0}}  \tag{6.12b}\\
q_{3} & =\frac{2}{R_{0} / \sigma_{0}-X_{0} / \omega_{0}}  \tag{6.12c}\\
q_{4} & =\frac{R_{0} / \sigma_{0}+X_{0} / \omega_{0}}{R_{0} / \sigma_{0}-X_{0} / \omega_{0}}=\frac{1}{q_{1}} \tag{6.12d}
\end{align*}
$$

in which

$$
\begin{equation*}
Z\left(s_{0}\right)=R_{0}+j X_{0} \equiv Z_{0} \tag{6.13}
\end{equation*}
$$

In the case $\omega_{0}=0$, then $X_{0} / \omega_{0}$ must be replaced by $Z^{\prime}\left(\sigma_{0}\right)$ :

$$
\begin{equation*}
\frac{X_{0}}{\omega_{0}} \rightarrow Z^{\prime}\left(\sigma_{0}\right)=\left.\frac{\mathrm{d} Z(s)}{\mathrm{d} s}\right|_{s=\sigma_{0}} \tag{6.14a}
\end{equation*}
$$

For $\sigma=0$ and $R_{0}=0, R_{0} / \sigma_{0}$ is replaced by $X^{\prime}\left(\omega_{0}\right)$ :

$$
\begin{equation*}
\frac{R_{0}}{\sigma_{0}} \rightarrow X^{\prime}\left(\omega_{0}\right)=\left.\frac{\mathrm{d} Z(s)}{\mathrm{d} s}\right|_{s=j \omega_{0}} \tag{6.14b}
\end{equation*}
$$

## Definition 6.1: Index set

For a given positive-real function $Z(s)$, let $s_{0}$ be any point in the open RHS or any finite nonzero point on the $j \omega$-axis where $Z(s)$ is analytic. Then, the set of four real numbers $q_{1}, q_{2}, q_{3}$, and $q_{4}$, as defined in Equations 6.12 through 6.14 , is called the index set assigned to the point $s_{0}$ by the positive-real function $Z(s)$.

We illustrate this concept by the following example.

## Example 6.1

Determine the index set assigned to the point $s_{0}=0.4551+j 1.099$ by the positive-real function

$$
\begin{equation*}
Z(s)=\frac{s^{2}+s+1}{s^{2}+s+2} \tag{6.15}
\end{equation*}
$$

From definition and Equation 6.15, we have

$$
\begin{align*}
s_{0} & =0.4551+j 1.099=\sigma_{0}+j \omega_{0}  \tag{6.16a}\\
Z\left(s_{0}\right) & =Z(0.4551+j 1.099) \\
& =0.7770+j 0.3218=0.8410 e^{j 22.5^{\circ}} \\
& =R_{0}+j X_{0} \equiv Z_{0}  \tag{6.16b}\\
& \quad\left|Z_{0}\right|^{2}=0.7073 \tag{6.17}
\end{align*}
$$

obtaining from Equation 6.12

$$
\begin{equation*}
q_{1}=0.707, \quad q_{2}=0.707, \quad q_{3}=1.414, \quad q_{4}=1.414 \tag{6.18}
\end{equation*}
$$

With these preliminaries, we now state the following theorem, which forms the cornerstone of the method of cascade synthesis of a rational positive-real impedance according to the Darlington theory [4].

## THEOREM 6.2

Let $Z(s)$ be a positive-real function, which is neither of the form $L s$ nor $1 / C s, L$ and $C$ being real nonnegative constants. Let $s_{0}=\sigma_{0}+j \omega_{0}$ be a finite nonzero point in the closed RHS where $Z(s)$ is analytic, then the function

$$
\begin{equation*}
W_{1}(s)=\frac{D_{1}(s) Z(s)-B_{1}(s)}{-C_{1}(s) Z(s)+A_{1}(s)} \tag{6.19}
\end{equation*}
$$

is positive real; where $A_{1}, B_{1}, C_{1}$, and $D_{1}$ are defined in Equation 6.11 and $\left\{q_{1}, q_{2}, q_{3}, q_{4}\right\}$ is the index set assigned to the point $s_{0}$ by $Z(s)$. Furthermore, $W_{1}(s)$ possesses the following attributes:
(1) If $Z(s)$ is rational, $W_{1}(s)$ is rational, the degree of which is not greater than that of $Z(s)$, or

$$
\begin{equation*}
\text { degree } W_{1}(s) \leq \text { degree } Z(s) \tag{6.20}
\end{equation*}
$$

(2) If $Z(s)$ rational and if $s_{0}$ is a zero of its even part $r(s)$, then

$$
\begin{equation*}
\text { degree } W_{1}(s) \leq \text { degree } Z(s)-4, \quad \omega_{0} \neq 0 \tag{6.21a}
\end{equation*}
$$

$$
\begin{equation*}
\text { degree } W_{1}(s) \leq \text { degree } Z(s)-2, \quad \omega_{0}=0 \tag{6.21b}
\end{equation*}
$$

(3) If $s_{0}=\sigma_{0}>0$ is a real zero of $r(s)$ of at least multiplicity 2 and if $Z(s)$ is rational, then

$$
\begin{equation*}
\text { degree } W_{1}(s) \leq \text { degree } Z(s)-4 \tag{6.22}
\end{equation*}
$$

We remark that since $Z(s)$ is positive real, all the points in the open RHS are admissible. Any point on the $j \omega$-axis, exclusive of the origin and infinity, where $Z(s)$ is analytic is admissible as $s_{0}$.

We are now in a position to show that any positive-real function can be realized as the input impedance of a lossless one-port network terminated in a resistor. Our starting point is Equation 6.19, which after solving $Z(s)$ in terms of $W_{1}(s)$ yields

$$
\begin{equation*}
Z(s)=\frac{A_{1}(s) W_{1}(s)+B_{1}(s)}{C_{1}(s) W_{1}(s)+D_{1}(s)} \tag{6.23}
\end{equation*}
$$

It can be shown that $Z(s)$ can be realized as the input impedance of a two-port network $N_{1}$, which is characterized by its transmission matrix

$$
\mathbf{T}_{1}(s)=\left[\begin{array}{ll}
A_{1}(s) & B_{1}(s)  \tag{6.24}\\
C_{1}(s) & D_{1}(s)
\end{array}\right]
$$

terminated in $W_{1}(s)$, as depicted in Figure 6.3. To see this, we first compute the corresponding impedance matrix $\mathbf{Z}_{1}(s)$ of $N_{1}$ from $\mathbf{T}_{1}(s)$ and obtain

$$
\mathbf{Z}_{1}(s)=\left[\begin{array}{ll}
z_{11}(s) & z_{12}(s)  \tag{6.25}\\
z_{21}(s) & z_{22}(s)
\end{array}\right]=\frac{1}{C_{1}(s)}\left[\begin{array}{cc}
A_{1}(s) & A_{1}(s) D_{1}(s)-B_{1}(s) C_{1}(s) \\
1 & D_{1}(s)
\end{array}\right]
$$

The input impedance $Z_{11}(s)$ of $N_{1}$ with the output port terminating in $W_{1}(s)$ is found to be

$$
\begin{equation*}
Z_{11}(s)=z_{11}(s)-\frac{z_{12}(s) z_{21}(s)}{z_{22}(s)+W_{1}(s)}=\frac{A_{1}(s) W_{1}(s)+B_{1}(s)}{C_{1}(s) W_{1}(s)+D_{1}(s)}=Z(s) \tag{6.26}
\end{equation*}
$$

The determinant of the transmission matrix $\mathbf{T}_{1}(s)$ is computed as

$$
\begin{equation*}
\operatorname{det} \mathbf{T}_{1}(s)=A_{1}(s) D_{1}(s)-B_{1}(s) C_{1}(s)=s^{4}+2\left(\omega_{0}^{2}-\sigma_{0}^{2}\right) s^{2}+\left|s_{0}\right|^{4} \tag{6.27}
\end{equation*}
$$

Observe that det $T_{1}(s)$ depends only upon the point $s_{0}$ and not on $Z(s)$, and that the input impedance $Z_{11}(s)$ remains unaltered if each element of $\mathrm{T}_{1}(s)$ is multiplied or divided by a nonzero


FIGURE 6.3 Two-port network $N_{1}$ terminated in the impedance $W_{1}(s)$.
finite quality. To complete the realization, we must now demonstrate that the two-port network $N_{1}$ is physically realizable.

### 6.2 Type-E Section

Consider the lossless nonreciprocal two-port network of Figure 6.4 known as the type-E section. Our objective is to show that this two-port realizes $N_{1}$. To this end, we first compute its impedance matrix $\mathrm{Z}_{\mathrm{E}}(s)$ as

$$
\mathbf{Z}_{\mathrm{E}}(s)=\left[\begin{array}{cc}
L_{1}(s)+1 / C s & M s+1 / C s+\zeta  \tag{6.28}\\
M s+1 / C s-\zeta & L_{2} s+1 / C s
\end{array}\right]
$$

where $M^{2}=L_{1} L_{2}$, the determinant of which is given by

$$
\begin{equation*}
\operatorname{det} \mathbf{Z}_{\mathrm{E}}(s)=\frac{L_{1}+L_{2}-2 M+\zeta^{2} C}{C} \tag{6.29}
\end{equation*}
$$

a constant independent of $s$ due to perfect coupling. From the impedance matrix $\mathbf{Z}_{\mathrm{E}}(s)$, its corresponding transmission matrix $\mathbf{T}_{\mathrm{E}}(s)$ is found to be

$$
\mathbf{T}_{\mathrm{E}}(s)=\frac{1}{M C s^{2}-\zeta C s+1}\left[\begin{array}{cc}
L_{1} C s^{2}+1 & \left(L_{1}+L_{2}-2 M+\zeta^{2} C\right) s  \tag{6.30}\\
C s & L_{2} C s^{2}+1
\end{array}\right]
$$

To show that the type-E section realizes $N_{1}$, we divide each element of $\mathbf{T}_{1}(s)$ of Equation 6.24 by $\left|s_{0}\right|^{2}$ $\left(M C s^{2}-\zeta C s+1\right)$. This manipulation will not affect the input impedance $Z(s)$ but it will result in a transmission matrix having the form of $\mathrm{T}_{\mathrm{E}}(s)$. Comparing this new matrix with Equation 6.30 in conjunction with Equation 6.11 yields the following identifications:

$$
\begin{gather*}
L_{1} C=\frac{q_{4}}{\left|s_{0}\right|^{2}}  \tag{6.31a}\\
L_{1}+L_{2}-2 M+\zeta^{2} C=\frac{q_{2}}{\left|s_{0}\right|^{2}} \tag{6.31b}
\end{gather*}
$$



FIGURE 6.4 Type-E section.


FIGURE 6.5 Darlington type-C section.

$$
\begin{gather*}
C=\frac{q_{3}}{\left|s_{0}\right|^{2}}  \tag{6.31c}\\
L_{2} C=\frac{q_{1}}{\left|s_{0}\right|^{2}} \tag{6.31d}
\end{gather*}
$$

Solving these for the element values of the type-E section, we obtain

$$
\begin{gather*}
L_{1}=\frac{q_{4}}{q_{3}}=\frac{1}{q_{1} q_{3}}, \quad L_{2}=\frac{q_{1}}{q_{3}}  \tag{6.32a}\\
C=\frac{q_{3}}{\left|s_{0}\right|^{2}}, \quad M=\frac{1}{q_{3}}, \quad \zeta= \pm \frac{2 \sigma_{0}}{q_{3}} \tag{6.32b}
\end{gather*}
$$

Since the elements of the index set assigned to the point $s_{0}$ by $Z(s)$ are positive and finited for all admissible points $s_{0}$ in the closed RHS except at those admissible points $s_{0}=j \omega_{0}$ on the $j \omega$-axis where $R_{0} \neq 0$, all the elements in Equation 6.32 are physical. But at those admissible points $s_{0}=j \omega_{0}$ where $R_{0} \neq 0, R_{0} / \sigma_{0}$ becomes infinity and $q_{1}=q_{4}=1$ and $q_{2}=q_{3}=0$. Under this situation, $W_{1}(s)=\mathrm{Z}(s)$ and the corresponding two-port network $N_{1}$ degenerates into a pair of wires.

Appealing to Theorem 6.2 shows that if $s_{0}$ is chosen to be a complex open RHS zero of the even part $r(s)$ of $Z(s)$, the type-E section is capable of extracting a set of quadrantal zeros of $r(s)$ and leads to at least a four-degree reduction. For zeros of $r(s)$ on the $j \omega$-axis or the $\sigma$-axis, the type-E section degenerates into other types of sections, as follows:

Case 1. $s_{0}=\sigma_{0}>0$. Then, we have $\zeta=0$ and

$$
\begin{equation*}
L_{1}=\frac{q_{4}}{q_{3}}=\frac{1}{q_{1} q_{3}}, \quad L_{2}=\frac{q_{1}}{q_{3}}, \quad C=\frac{q_{3}}{\sigma_{0}^{2}}, \quad M=-\frac{1}{q_{3}}<0 \tag{6.33}
\end{equation*}
$$

The type-E section degenerates to the Darlington type-C section, as shown in Figure 6.5.
Case 2. $s_{0}=j \omega_{0}$ and $R_{0}=0$. In this case, we replace $R_{0} / \sigma_{0}$ by $X^{\prime}\left(\omega_{0}\right)$ and the gyrator in the type-E section can be avoided because $\zeta=0$. The type-E section degenerates into the Brune section of Figure 6.6, the element values of which are given by

$$
\begin{gather*}
L_{1}=\frac{q_{4}}{q_{3}}=\frac{1}{q_{1} q_{3}}=\frac{\omega_{0} X^{\prime}\left(\omega_{0}\right)+X_{0}}{2 \omega_{0}}  \tag{6.34a}\\
L_{2}=\frac{q_{1}}{q_{3}}=\frac{\left[\omega_{0} X^{\prime}\left(\omega_{0}\right)-X_{0}\right]^{2}}{2 \omega_{0}\left[\omega_{0} X^{\prime}\left(\omega_{0}\right)+X_{0}\right]} \tag{6.34b}
\end{gather*}
$$



FIGURE 6.6 Brune section.


FIGURE 6.7 Degenerate Brune section.

$$
\begin{align*}
& C=\frac{q_{3}}{\left|s_{0}\right|^{2}}=\frac{2}{\omega_{0}\left[\omega_{0} X^{\prime}\left(\omega_{0}\right)-X_{0}\right]}  \tag{6.34c}\\
& M=\frac{1}{q_{3}}=\frac{\omega_{0} X^{\prime}\left(\omega_{0}\right)-X_{0}}{2 \omega_{0}}>0 \tag{6.34d}
\end{align*}
$$

In particular, if $X_{0}=0$ or $Z\left(j \omega_{0}\right)=0$, the Brune section degenerates into the two-port network of Figure 6.7 with element values

$$
\begin{equation*}
L=\frac{1}{2} X^{\prime}\left(\omega_{0}\right), \quad C=\frac{2}{\omega_{0}^{2} X^{\prime}\left(\omega_{0}\right)} \tag{6.35}
\end{equation*}
$$

As $\omega_{0}$ approaches zeros, this degenerate Brune section goes into the type-A section of Figure 6.8 with

$$
\begin{equation*}
L=\frac{1}{2} Z^{\prime}(0) \tag{6.36}
\end{equation*}
$$

When $\omega_{0}$ approaches infinity, the degenerate Brune section collapses into the type-B section of Figure 6.9 with

$$
\begin{equation*}
\frac{2}{C}=\lim _{s \rightarrow \infty} s Z(s) \tag{6.37}
\end{equation*}
$$



FIGURE 6.8 Type-A section.


FIGURE 6.9 Type-B section.
Case 3. $s_{0}=j \omega_{0}$ and $R_{0} \neq 0$. In this case, $R_{0} / \sigma_{0}$ is infinity and

$$
\begin{equation*}
q_{1}=q_{4}=1, \quad q_{2}=q_{3}=0 \tag{6.38}
\end{equation*}
$$

The type-E section degenerates into a pair of wires.
Therefore, the Brune section is capable of extracting any $j \omega$-axis zero of the even part of a positive-real impedance, and leads to at least a four-degree reduction if $j \omega_{0}$ is nonzero and finite, a two-degree reduction otherwise. The latter corresponds to the type-A or type-B section.

## Example 6.2

Consider the positive-real impedance

$$
\begin{equation*}
Z(s)=\frac{8 s^{2}+9 s+10}{2 s^{2}+4 s+4} \tag{6.39}
\end{equation*}
$$

The zeros of its even part $r(s)$ are found from the polynomial

$$
\begin{equation*}
m_{1} m_{2}-n_{1} n_{2}=16\left(s^{4}+s^{2}+2.5\right) \tag{6.40}
\end{equation*}
$$

obtaining

$$
\begin{gather*}
s_{0}=\sigma_{0}+j \omega_{0}=0.735+j 1.020  \tag{6.41a}\\
Z\left(s_{0}\right) \equiv R_{0}+j X_{0}=2.633+j 0.4279=2.667 e^{j 9.23} \equiv Z_{0} \tag{6.41b}
\end{gather*}
$$

The elements of the index set assigned to $s_{0}$ by $Z(s)$ are computed as

$$
\begin{equation*}
q_{1}=0.7904, \quad q_{2}=3.556, \quad q_{3}=0.6323, \quad q_{4}=1.265 \tag{6.42}
\end{equation*}
$$



FIGURE 6.10 Realization of the impedance function of (6.39).

Substituting these in Equation 6.32 yields the element values of the type-E section as shown in Figure 6.10.

$$
\begin{gather*}
L_{1}=2 \mathrm{H}, \quad L_{2}=1.25 \mathrm{H}, \quad C=0.40 \mathrm{~F}  \tag{6.43a}\\
M=1.58 \mathrm{H}, \quad \zeta= \pm 2.32 \Omega \tag{6.43b}
\end{gather*}
$$

The terminating impedance $W_{1}(s)$ is a resistance of value

$$
\begin{equation*}
W_{1}(s)=Z(0)=2.5 \Omega \tag{6.44}
\end{equation*}
$$

as shown in Figure 6.10.

### 6.3 Richards Section

In this part, we show that any positive real zero $s_{0}=\sigma_{0}$ of the even part $r(s)$ of a positive-real impedance $Z(s)$, in addition to being realized by the reciprocal Darlington type-C section, can also be realized by a nonreciprocal section called the Richards section of Figure 6.11.

Let $Z(s)$ be a rational positive-real function. Then according to Theorem 6.1, for any positive real $\sigma_{0}$, the function

$$
\begin{equation*}
W_{1}(s)=Z\left(\sigma_{0}\right) \frac{\sigma_{0} Z(s)-s Z\left(\sigma_{0}\right)}{\sigma_{0} Z\left(\sigma_{0}\right)-s Z(s)} \tag{6.45}
\end{equation*}
$$

is also rational and positive real, the degree of which is not greater than that of $Z(s)$. As pointed out by Richards [1], if $\sigma_{0}$ is a zero of $r(s)$, then

$$
\begin{equation*}
\text { degree } W_{1}(s) \leq \text { degree } Z(s)-2 \tag{6.46}
\end{equation*}
$$

Inverting Equation 6.45 for $Z(s)$ yields

$$
\begin{equation*}
Z(s)=\frac{\sigma_{0} W_{1}(s)+s Z\left(\sigma_{0}\right)}{s W_{1}(s) / Z\left(\sigma_{0}\right)+\sigma_{0}} \tag{6.47}
\end{equation*}
$$



FIGURE 6.11 Richards section.


FIGURE 6.12 Realization of $Z(s)$ by Richards section.

This impedance can be realized by the Richards section terminated in the impedance $W_{1}(s)$ as indicated in Figure 6.12 with the element values

$$
\begin{equation*}
C=\frac{1}{\sigma_{0} Z\left(\sigma_{0}\right)}, \quad \zeta= \pm Z\left(\sigma_{0}\right) \tag{6.48}
\end{equation*}
$$

### 6.4 Darlington Type-D Section

In the foregoing, we have demonstrated that the lossless two-port network $N_{1}$ can be realized by the lossless nonreciprocal type-E section, which degenerates into the classical type-A, type-B, type-C, and the Brune sections when the even part zero $s_{0}$ of the positive-real impedance is restricted to the $j \omega$-axis or the positive $\sigma$-axis. In the present section, we show that $N_{1}$ can also be realized by a lossless reciprocal two-port network by the application of Theorem 6.1 twice.

Let $s_{0}$ be a zero of the even part $r(s)$ of a rational positive-real impedance $Z(s)$. By Theorem 6.2, the function $W_{1}(s)$ of Equation 6.19 is also rational positive real, and its degree is at least four or two less that that of $Z(s)$, depending on whether $\omega_{0} \neq 0$ or $\omega_{0}=0$. Now, apply Theorem 6.2 to $W_{1}(s)$ at the same point $s_{0}$. Then, the function

$$
\begin{equation*}
W_{2}(s)=\frac{D_{2}(s) W_{1}(s)-B_{2}(S)}{-C_{2}(s) W_{1}(s)+A_{2}(s)} \tag{6.49}
\end{equation*}
$$

is rational positive real, the degree of which cannot exceed that of $W_{1}(s)$, being at least two or four degrees less than that of $Z(s)$, where

$$
\begin{align*}
& A_{2}(s)=p_{4} s^{2}+\left|s_{0}\right|^{2}  \tag{6.50a}\\
& B_{2}(s)=p_{2} s  \tag{6.50b}\\
& C_{2}(s)=p_{3} s  \tag{6.50c}\\
& D_{2}(s)=p_{1} s^{2}+\left|s_{0}\right|^{2} \tag{6.50d}
\end{align*}
$$

and $\left\{p_{1}, p_{2}, p_{3}, p_{4}\right\}$ is the index set assigned to the point $s_{0}$ by the positive-real function $W_{1}(s)$. Solving for $W_{1}(s)$ in Equation 6.49 gives

$$
\begin{equation*}
W_{1}(s)=\frac{A_{2}(s) W_{2}(s)+B_{2}(s)}{C_{2}(s) W_{2}(s)+D_{2}(s)} \tag{6.51}
\end{equation*}
$$

which can be realized as the input impedance of a two-port network $N_{2}$ characterized by the transmission matrix

$$
\mathbf{T}_{2}(s)=\left[\begin{array}{ll}
A_{2}(s) & B_{2}(s)  \tag{6.52}\\
C_{2}(s) & D_{2}(s)
\end{array}\right]
$$

terminated in $W_{2}(s)$, as depicted in Figure 6.13.
Consider the cascade connection of the two-port $N_{1}$ of Figure 6.3 and $N_{2}$ of Figure 6.13 terminated in $W_{2}(s)$, as shown in Figure 6.14. The transmission matrix $\mathbf{T}(s)$ of the overall two-port network $N$ is simply the product of the transmission matrices of the individual two-ports:

$$
\begin{equation*}
\mathbf{T}(s)=\mathbf{T}_{1}(s) \mathbf{T}_{2}(s) \tag{6.53}
\end{equation*}
$$



FIGURE 6.13 Realization of the impedance function $W_{1}(s)$.


FIGURE 6.14 Cascade connection of two-port networks $N_{1}$ and $N_{2}$.
the determinant of which is found to be

$$
\begin{equation*}
\operatorname{det} \mathbf{T}(s)=\left[\operatorname{det} \mathbf{T}_{1}(s)\right]\left[\operatorname{det} \mathbf{T}_{2}(s)\right]=\left[s^{4}+2\left(\omega_{0}^{2}-\sigma_{0}^{2}\right) s^{2}+\left|s_{0}\right|^{4}\right]^{2} \tag{6.54}
\end{equation*}
$$

Thus, when $N$ is terminated in $W_{2}(s)$, the input impedance of Figure 6.14 is $Z(s)$. This impedance remains unaltered if each element of $\mathbf{T}_{1}(s)$ is divided by a nonzero finite quantity. For our purposes, we stipulate that the two-port $N_{1}$ be characterized by the transmission matrix

$$
\begin{equation*}
\widehat{\mathrm{T}}_{1}(s)=\frac{1}{\Delta(s)} \mathbf{T}_{1}(s) \tag{6.55}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta(s)=s^{4}+2\left(\omega_{0}^{2}-\sigma_{0}^{2}\right) s^{2}+\left|s_{0}\right|^{4} \tag{6.56}
\end{equation*}
$$

Using this matrix $\widehat{\mathbf{T}}_{1}(\mathrm{~s})$ for $N_{1}$, the transmission matrix $\widehat{\mathbf{T}}_{1}(\mathrm{~s})$ of the overall two-port network $N$ becomes

$$
\begin{align*}
\widehat{\mathbf{T}}(s)= & \frac{1}{\Delta(s)} \mathbf{T}_{1}(s) \mathbf{T}_{2}(s) \equiv \frac{1}{\Delta(s)}\left[\begin{array}{ll}
A(s) & B(s) \\
C(s) & D(s)
\end{array}\right] \\
& =\frac{1}{\Delta(s)}\left[\begin{array}{cc}
p_{4} q_{4} s^{4}+\left|s_{0}\right|^{4} & \left(p_{2} q_{4}+p_{1} q_{2}\right) s^{3} \\
+\left[\left(p_{4}+q_{4}\right)\left|s_{0}\right|^{2}+p_{3} q_{2}\right] s^{2} & +\left(p_{2}+q_{2}\right)\left|s_{0}\right|^{2} s \\
\left(p_{4} q_{3}+p_{3} q_{1}\right) s^{3} & p_{1} q_{1} s^{4}+\left|s_{0}\right|^{4}+\left[\left(p_{1}+q_{1}\right)\left|s_{0}\right|^{2}\right. \\
+\left(p_{3}+q_{3}\right)\left|s_{0}\right|^{2} s & \left.+p_{2} q_{3}\right] s^{2}
\end{array}\right] \tag{6.57}
\end{align*}
$$

The corresponding impedance matrix $\mathbf{Z}(s)$ of the overall two-port network is found to be

$$
\mathbf{Z}(s)=\frac{1}{C(s)}\left[\begin{array}{ll}
A(s) & \Delta(s)  \tag{6.58}\\
\Delta(s) & D(s)
\end{array}\right]
$$

showing that $N$ is reciprocal because $\mathbf{Z}(s)$ is symmetric.
Now consider the reciprocal lossless Darlington type-D section $N_{D}$ of Figure 6.15 with two perfectly coupled transformers

$$
\begin{equation*}
L_{1} L_{2}=M_{1}^{2}, \quad L_{3} L_{4}=M_{2}^{2} \tag{6.59}
\end{equation*}
$$



FIGURE 6.15 Darlington type-D section $N_{\mathrm{D}}$.

The impedance matrix $\mathbf{Z}_{\mathrm{D}}(s)$ of $N_{\mathrm{D}}$ is found to be

$$
\mathbf{Z}_{\mathrm{D}}(s)=\left[\begin{array}{cc}
L_{1} s+\frac{1}{C_{2} s}+\frac{s / C_{1}}{s^{2}+\omega_{a}^{2}} & M_{1} s+\frac{1}{C_{2} s}+\frac{\omega_{a}^{2} M_{2} s}{s^{2}+\omega_{a}^{2}}  \tag{6.60}\\
M_{1} s+\frac{1}{C_{2} s}+\frac{\omega_{a}^{2} M_{2} s}{s^{2}+\omega_{a}^{2}} & L_{2} s+\frac{1}{C_{2} s}+\frac{\omega_{a}^{2} L_{4} s}{s^{2}+\omega_{a}^{2}}
\end{array}\right]
$$

where $\omega_{a}^{2}=1 / C_{1} L_{3}$.
Setting $\mathbf{Z}_{\mathrm{D}}(s)=\mathbf{Z}(s)$ in conjunction with Equation 6.57 and after considerable algebraic manipulations, we can make the following identifications:

$$
\begin{align*}
L_{1} & =\frac{p_{4} q_{4}}{p_{4} q_{3}+p_{3} q_{1}}  \tag{6.61a}\\
L_{2} & =\frac{p_{1} q_{1}}{p_{4} q_{3}+p_{3} q_{1}}=\frac{M_{1}^{2}}{L_{1}}  \tag{6.61b}\\
M_{1} & =\frac{1}{p_{4} q_{3}+p_{3} q_{1}}=\sqrt{L_{1} L_{2}}  \tag{6.61c}\\
C_{2} & =\frac{p_{3}+q_{3}}{\left|s_{0}\right|^{2}}  \tag{6.61d}\\
\omega_{a}^{2}=\omega_{1}^{2} & =\frac{\left|s_{0}\right|^{2}\left(p_{3}+q_{3}\right)}{p_{4} q_{3}+p_{3} q_{1}}  \tag{6.61e}\\
M_{2} & =-\frac{\omega_{1}^{4}-2\left(\omega_{0}^{2}-\sigma_{0}^{2}\right) \omega_{1}^{2}+\left|s_{0}\right|^{4}}{\omega_{1}^{4}\left(p_{4} q_{3}+p_{3} q_{1}\right)} \\
& =-\frac{p_{3}^{2} q_{3}^{2}\left|\overline{W_{1}}\left(s_{0}\right)+Z\left(s_{0}\right) q_{1}\right|^{2}}{\left|s_{0}\right|^{2}\left(p_{4} q_{3}+p_{3} q_{1}\right)\left(p_{3}+q_{3}\right)^{2}} \leq 0  \tag{6.61f}\\
L_{4} & =\frac{\left[\left(p_{1}+q_{1}\right)\left|s_{0}\right|^{2}+p_{2} q_{3}\right] \omega_{1}^{2}-p_{1} q_{1} \omega_{1}^{4}-\left|s_{0}\right|^{4}}{\omega_{1}^{4}\left(p_{4} q_{3}+p_{3} q_{1}\right)}=-\frac{q_{3} M_{2}}{p_{3}}  \tag{6.61g}\\
L_{3} & =\frac{M_{2}^{2}}{L_{4}}=-\frac{p_{3} M_{2}}{q_{3}}  \tag{6.61h}\\
C_{1} & =\frac{1}{\omega_{1}^{2} L_{3}}=-\frac{q_{3}}{\omega_{1}^{2} p_{3} M_{2}} \tag{6.61i}
\end{align*}
$$

Thus, all the element values except $M_{2}$ are nonnegative, and the lossless reciprocal Darlington type-D section is equivalent to the two type-E sections in cascade.

## Example 6.3

Consider the positive-real impedance

$$
\begin{equation*}
Z(s)=\frac{6 s^{2}+5 s+6}{2 s^{2}+4 s+4} \tag{6.62}
\end{equation*}
$$

the even part of which has a zero at

$$
\begin{equation*}
s_{0}=\sigma_{0}+j \omega_{0}=0.61139+j 1.02005 \tag{6.63}
\end{equation*}
$$

The elements of the index set assigned to $s_{0}$ by $Z(s)$ are given by

$$
\begin{equation*}
q_{1}=0.70711, \quad q_{2}=1.76784, \quad q_{3}=0.94283, \quad q_{4}=1.41421 \tag{6.64}
\end{equation*}
$$

The terminating impedance $W_{1}(s)$ is determined to be

$$
\begin{equation*}
W_{1}(s)=W_{1}(0)=Z(0)=1.5 \Omega \tag{6.65}
\end{equation*}
$$

The elements of the index set assigned to the point $s_{0}$ by $W_{1}(s)$ are found to be

$$
\begin{equation*}
p_{1}=1, \quad p_{2}=1.83417, \quad p_{3}=0.81519, \quad p_{4}=1 \tag{6.66}
\end{equation*}
$$

Substituting these in Equation 6.61 yields the desired element values of the type-D section, as follows:

$$
\begin{align*}
L_{1} & =\frac{p_{4} q_{4}}{p_{4} q_{3}+p_{3} q_{1}}=0.93086 \mathrm{H}  \tag{6.67a}\\
L_{2} & =\frac{p_{1} q_{1}}{p_{4} q_{3}+p_{3} q_{1}}=0.46543 \mathrm{H}  \tag{6.67b}\\
M_{1} & =\frac{1}{p_{3} q_{3}+p_{3} q_{1}}=0.65822 \mathrm{H}  \tag{6.67c}\\
C_{2} & =\frac{p_{3}+q_{3}}{\left|s_{0}\right|^{2}}=1.24303 \mathrm{~F}  \tag{6.67d}\\
\omega_{1}^{2} & =\frac{\left|s_{0}^{2}\right|\left(p_{3}+q_{3}\right)}{p_{4} q_{3}+p_{3} q_{1}}=1.63656  \tag{6.67e}\\
M_{2} & =-\frac{\omega_{1}^{4}-2\left(\omega_{0}^{2}-\sigma_{0}^{2}\right) \omega_{1}^{2}+\left|s_{0}\right|^{4}}{\omega_{1}^{4}\left(p_{4} q_{3}+p_{3} q_{1}\right)}=-0.61350 \mathrm{H}  \tag{6.67f}\\
L_{4} & =-\frac{q_{3} M_{2}}{p_{3}}=0.70956 \mathrm{H} \tag{6.67~g}
\end{align*}
$$



FIGURE 6.16 Darlington type-D section terminated in a resistor.

$$
\begin{align*}
& L_{3}=\frac{M_{2}^{2}}{L_{4}}=-\frac{p_{3} M_{2}}{q_{3}}=0.53044 \mathrm{H}  \tag{6.67h}\\
& C_{1}=\frac{1}{\omega_{1}^{2} L_{3}}=-\frac{q_{3}}{\omega_{1}^{2} p_{3} M_{2}}=1.15193 \mathrm{~F} \tag{6.67i}
\end{align*}
$$

The complete network together with its termination is presented in Figure 6.16.
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### 7.1 Introduction

In Chapter 6, we showed that any positive-real function can be realized as the input immittance of a passive one-port network, which is describable as a lossless two-port network terminated in a resistor. Therefore, insofar as the input immittance is concerned, any passive network is equivalent to one containing at most one resistor. In this section, we consider the synthesis of a one-port network composed only of self and mutual inductors and capacitors called the LCM one-port, or a one-port composed only of resistors and capacitors called the RC one-port.

### 7.2 LCM One-Port Networks

Consider the input impedance $Z(s)$ of an LCM one-port network written in the form

$$
\begin{equation*}
Z(s)=\frac{m_{1}+n_{1}}{m_{2}+n_{2}} \tag{7.1}
\end{equation*}
$$

the even part of which is given by

$$
\begin{equation*}
r(s)=\frac{m_{1} m_{2}-n_{1} n_{2}}{m_{2}^{2}-n_{2}^{2}} \tag{7.2}
\end{equation*}
$$

Since the one-port is lossless, we have

$$
\begin{equation*}
r(j \omega)=\operatorname{Re} Z(j \omega)=0 \quad \text { for all } \omega \tag{7.3}
\end{equation*}
$$

To make $\operatorname{Re} Z(j \omega)=0$, there are three nontrivial ways: (1) $m_{1}=0$ and $n_{2}=0$, (2) $m_{2}=0$ and $n_{1}=0$, and (3) $m_{1} m_{2}-n_{1} n_{2}=0$. The first possibility leads $Z(s)$ to $n_{1} / m_{2}$, the second to $m_{1} / n_{2}$. For the third possibility, we require that $m_{1} m_{2}=n_{1} n_{2}$ or

$$
\begin{equation*}
\left(m_{1}+n_{1}\right) m_{2}=\left(m_{2}+n_{2}\right) n_{1} \tag{7.4}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
Z(s)=\frac{m_{1}+n_{1}}{m_{2}+n_{2}}=\frac{n_{1}}{m_{2}} \tag{7.5}
\end{equation*}
$$

Therefore, the driving-point immittance of a lossless network is always the quotient of even to odd or odd to even polynomials. Its zeros and poles must occur in quadrantal symmetry, being symmetric with respect to both axes. As a result, they are simple and purely imaginary from stability considerations, or $Z(s)$ can be explicitly written as

$$
\begin{equation*}
Z(s)=H \frac{\left(s^{2}+\omega_{z 1}^{2}\right)\left(s^{2}+\omega_{z 2}^{2}\right)\left(s^{2}+\omega_{z 3}^{2}\right) \cdots}{s\left(s^{2}+\omega_{p 1}^{2}\right)\left(s^{2}+\omega_{p 2}^{2}\right) \cdots} \tag{7.6}
\end{equation*}
$$

where $\omega_{z 1} \geq 0$. This equation can be expanded in partial fraction as

$$
\begin{equation*}
Z(s)=H s+\frac{K_{0}}{s}+\sum_{i=1}^{n} \frac{2 K_{i} s}{s^{2}+\omega_{i}^{2}} \tag{7.7}
\end{equation*}
$$

where $\omega_{p i}=\omega_{i}$, and the residues $H, K_{0}$, and $K_{i}$ are all real and positive.
Substituting $s=j \omega$ and writing $Z(j \omega)=\operatorname{Re} Z(j \omega)+j \operatorname{Im} Z(j \omega)$ results in an odd function known as the reactance function $X(\omega)$ :

$$
\begin{equation*}
X(\omega)=\operatorname{Im} Z(j \omega)=H \omega-\frac{K_{0}}{\omega}+\sum_{i=1}^{n} \frac{2 K_{i} \omega}{-\omega^{2}+\omega_{i}^{2}} \tag{7.8}
\end{equation*}
$$

Taking the derivatives on both sides yields

$$
\begin{equation*}
\frac{\mathrm{d} X(\omega)}{\mathrm{d} \omega}=H+\frac{K_{0}}{\omega^{2}}+\sum_{i=1}^{n} \frac{2 K_{i}\left(\omega^{2}+\omega_{i}^{2}\right)}{\left(-\omega^{2}+\omega_{i}^{2}\right)^{2}} \tag{7.9}
\end{equation*}
$$

Since every factor in this equation is positive for all positive and negative values of $\omega$, we conclude that

$$
\begin{equation*}
\frac{\mathrm{d} X(\omega)}{\mathrm{d} \omega}>0 \quad \text { for }-\infty<\omega<\infty \tag{7.10}
\end{equation*}
$$

It states that the slope of the reactance function versus frequency curve is always positive, as depicted in Figure 7.1. Consequently, the poles and zeros of $Z(s)$ alternate along the $j \omega$-axis. This is known as the separation property for reactance function credited to Foster [1]. Because of this, the pole and zero frequencies of Equation 7.6 are related by

$$
\begin{equation*}
0 \leq \omega_{z 1}<\omega_{p 1}<\omega_{z 2}<\omega_{p 2}<\cdots \tag{7.11}
\end{equation*}
$$

We now consider the realization of $Z(s)$. If each term on the right-hand side of Equation 7.7 can be identified as the input impedance of the LC one-port, the series connection of these one-ports would yield the desired realization. The first term is the impedance of an inductor of inductance $H$, and the second term corresponds to a capacitor of capacitance $1 / K_{0}$. Each of the remaining term can be realized


FIGURE 7.1 Plots of reactance function $X(\omega)$ versus $\omega$. (a) The origin is a zero. (b) The origin is a pole.


FIGURE 7.2 First Foster canonical form.


FIGURE 7.3 Second Foster canonical form.
as a parallel combination of an inductor of inductance $2 K_{i} / \omega_{i}^{2}$ and a capacitor of capacitance $1 / 2 K_{i}$. The resulting realization is shown in Figure 7.2 known as the first Foster canonical form. Likewise, if we consider the admittance function $Y(s)=1 / Z(s)$ and expanded it in partial fraction, we obtain

$$
\begin{equation*}
Y(s)=\tilde{H} s+\frac{\tilde{K}_{0}}{s}+\sum_{i=1}^{n} \frac{2 \tilde{K}_{i} s}{s^{2}+\omega_{i}^{2}} \tag{7.12}
\end{equation*}
$$

which can be realized by the one-port of Figure 7.3 known as the second Foster canonical form. The term canonical form refers to a network containing the minimum number of elements to meet given specifications.

We summarize the preceding results by stating the following theorem:

## THEOREM 7.1

A real rational function is the input immittance function of an LCM one-port network if and only if all of its zeros and poles are simple, lie on the $j \omega$-axis, and alternate with each other.

In addition to the two Foster canonical forms, there is another synthesis procedure, that gives rise to one-ports known as the Cauer canonical form [2]. Let us expand, $Z(s)$ in a continued fraction

$$
\begin{equation*}
Z(s)=\frac{m(s)}{n(s)}=L_{1} s+\frac{1}{C_{2} s+\frac{1}{L_{3} s+\frac{1}{C_{4} s+\frac{1}{\ddots}}}} \tag{7.13}
\end{equation*}
$$

where $m(s)$ is assumed to be of higher degree than $n(s)$. Otherwise, we expand $Y(s)=1 / Z(s)$ instead of $Z(s)$. Equation 7.13 can be realized as the input impedance of the LC ladder network of Figure 7.4 and is known as the first Cauer canonical form.

Suppose now that we rearrange the numerator and denominator polynomials $m(s)$ and $n(s)$ in ascending order of $s$, and expand the resulting function in a continued fraction. Such an expansion yields

$$
\begin{align*}
Z(s) & =\frac{m(s)}{n(s)}=\frac{a_{0}+a_{2} s^{2}+\cdots+a_{k-2} s^{k-2}+a_{k} s^{k}}{b_{1} s+b_{3} s^{3}+\cdots+b_{k-1} s^{k-1}} \\
& =\frac{1}{C_{1} s}+\frac{1}{\frac{1}{L_{2} s}+\frac{1}{\frac{1}{C_{3} s}+\frac{1}{\frac{1}{L_{4} s}+\frac{1}{\ddots}}}} \tag{7.14}
\end{align*}
$$

which can be realized by the LC ladder of Figure 7.5 known as the second Cauer canonical form.


FIGURE 7.4 First Cauer canonical form.


FIGURE 7.5 Second Cauer canonical form.

## Example 7.1

Consider the reactance function

$$
\begin{equation*}
Z(s)=\frac{s\left(s^{2}+4\right)\left(s^{2}+36\right)}{\left(s^{2}+1\right)\left(s^{2}+25\right)\left(s^{2}+81\right)} \tag{7.15}
\end{equation*}
$$

For the first Foster canonical form, we expand $Z(s)$ in a partial fraction

$$
\begin{equation*}
Z(s)=\frac{7 s / 128}{s^{2}+1}+\frac{11 s / 64}{s^{2}+25}+\frac{99 s / 128}{s^{2}+81} \tag{7.16}
\end{equation*}
$$

and obtain the one-port network of Figure 7.6.
For the second Foster canonical form, we expand $Y(s)=1 / Z(s)$ in a partial fraction

$$
\begin{equation*}
Y(s)=s+\frac{225 / 16}{s}+\frac{4851 s / 128}{s^{2}+4}+\frac{1925 s / 128}{s^{2}+36} \tag{7.17}
\end{equation*}
$$

and obtain the one-port network of Figure 7.7.
For the Cauer canonical form, we expand the function in a continued fraction

$$
\begin{equation*}
Z(s)=\frac{1}{s+\frac{1}{0.015 s+\frac{1}{6.48 s+\frac{1}{8.28 \times 10^{-3} s+\frac{1}{12.88 s+\frac{1}{0.048 s}}}}}} \tag{7.18}
\end{equation*}
$$

and obtain the one-port network of Figure 7.8.


FIGURE 7.6 First Foster canonical form.


FIGURE 7.7 Second Foster canonical form.


FIGURE 7.8 First Cauer canonical form.


FIGURE 7.9 Second Cauer canonical form.
For the second Cauer canonical form, we rearrange the polynomials in ascending order of $s$, then expand the resulting function in a continued fraction, and obtain

$$
\begin{equation*}
Z(s)=\frac{1}{\frac{14.06}{s}+\frac{1}{\frac{0.092}{s}+\frac{1}{\frac{49.84}{s}+\frac{1}{\frac{0.66}{s}+\frac{1}{\frac{192.26}{s}+\frac{1}{\frac{0.248}{s}}}}}}} \tag{7.19}
\end{equation*}
$$

The desired LC ladder is shown in Figure 7.9.

### 7.3 RC One-Port Networks

In this part, we exploit the properties of impedance functions of the RC one-ports from the known properties of the LCM one-ports of Section 7.2.

From a given RC one-port $N_{\mathrm{RC}}$, we construct an LC one-port $N_{\mathrm{LC}}$ by replacing each resistor of resistance $R_{i}$ by an inductor of inductance $L_{i}=R_{i}$. Suppose that we use loop analysis for both $N_{\mathrm{RC}}$ and $N_{\mathrm{LC}}$, and choose the same set of loop currents. In addition, assume that the voltage source at the input port is traversed only by loop current ${ }^{1}$. Then the input impedance $Z_{\mathrm{LC}}(s)$ of $N_{\mathrm{LC}}$ is determined by the equation

$$
\begin{equation*}
Z_{\mathrm{LC}}(s)=\frac{\tilde{\Delta}(s)}{\tilde{\Delta}_{11}(s)} \tag{7.20}
\end{equation*}
$$

where
$\tilde{\Delta}$ is the loop determinant
$\tilde{\Delta}_{11}$ is the cofactor corresponding to loop current 1 in $N_{\text {LC }}$

Similarly, the input impedance $Z_{\mathrm{RC}}(s)$ of $N_{\mathrm{RC}}$ can be written as

$$
\begin{equation*}
Z_{\mathrm{RC}}(s)=\frac{\Delta(s)}{\Delta_{11}(s)} \tag{7.21}
\end{equation*}
$$

where $\Delta$ is the loop determinant and $\Delta_{11}$ is the cofactor corresponding to loop current 1 in $N_{\mathrm{RC}}$. It is not difficult to see that these loop determinants and cofactors are related by

$$
\begin{gather*}
\Delta(s)=\left.\frac{\tilde{\Delta}(p)}{p^{r}}\right|_{p^{2}=s}  \tag{7.22a}\\
\Delta_{11}(s)=\left.\frac{\tilde{\Delta}_{11}(p)}{p^{r-1}}\right|_{p^{2}=s} \tag{7.22b}
\end{gather*}
$$

where $r$ is the order of the loop determinants $\tilde{\Delta}$ and $\Delta$. Combining Equations 7.20 through 7.22 yields

$$
\begin{equation*}
Z_{\mathrm{RC}}(s)=\left[\frac{1}{p} Z_{\mathrm{LC}}(p)\right]_{p^{2}=s} \tag{7.23}
\end{equation*}
$$

This relation allows us to deduce the properties of RC networks from those of the LC networks. Substituting Equations 7.6 and 7.7 in Equation 7.23, we obtain the general forms of the RC impedance function as

$$
\begin{equation*}
Z_{\mathrm{RC}}(s)=H \frac{\left(s+\sigma_{z 1}\right)\left(s+\sigma_{z 2}\right)\left(s+\sigma_{z 3}\right) \cdots}{s\left(s+\sigma_{p 1}\right)\left(s+\sigma_{p 2}\right) \cdots}=H+\frac{K_{0}}{s}+\sum_{i=1}^{n} \frac{\hat{K}_{i}}{s+\sigma_{i}} \tag{7.24}
\end{equation*}
$$

where $\sigma_{z j}=\omega_{z j}^{2}, \sigma_{p i}=\omega_{p i}^{2}, \sigma_{i}=\omega_{i}^{2}$ and $\hat{K}_{i}=2 K_{i}$, and from Equation 7.11

$$
\begin{equation*}
0 \leq \sigma_{z 1}<\sigma_{p 1}<\sigma_{z 2}<\sigma_{p 2}<\cdots \tag{7.25}
\end{equation*}
$$

Thus, the zeros and poles of an RC impedance alternate along the nonpositive real axis. This property turns out also to be sufficient to characterize the RC impedances.

## THEOREM 7.2

A real rational function is the driving-point impedance of an RC one-port network if and only if all the poles and zeros are simple, lie on the nonpositive real axis, and alternate with each other, the first critical frequency (pole or zero) being a pole.

The slope of $Z_{\mathrm{RC}}(\sigma)$ is found from Equation 7.24 to be

$$
\begin{equation*}
\frac{\mathrm{d} Z_{\mathrm{RC}}(\sigma)}{\mathrm{d} \sigma}=-\frac{K_{0}}{\sigma^{2}}-\sum_{i=1}^{n} \frac{\hat{K}_{i}}{\left(\sigma+\sigma_{i}\right)^{2}} \tag{7.26}
\end{equation*}
$$

which is negative for all values of $\sigma$, since $K_{0}$, and $\hat{k}_{i}$ are positive. Thus, we have

$$
\begin{equation*}
\frac{\mathrm{d} Z_{\mathrm{RC}}(\sigma)}{\mathrm{d} \sigma}<0 \tag{7.27}
\end{equation*}
$$



FIGURE 7.10 Plot of $Z_{\mathrm{RC}}(\sigma)$ as a function of $\sigma$.


FIGURE 7.11 First Foster Canonical Form.

A plot of $Z_{\mathrm{RC}}(\sigma)$ as a function of $\sigma$ is shown in Figure 7.10. Since no poles and zeros exist along the positive real axis, we have

$$
\begin{equation*}
Z_{\mathrm{RC}}(\infty) \leq Z_{\mathrm{RC}}(0) \tag{7.28}
\end{equation*}
$$

We now proceed to the realization of the RC one-port networks. Suppose that we are given $Z_{\mathrm{RC}}(\sigma)$ as in Equation 7.24. By analogy to the LC case, this impedance can be realized by the one-port network of Figure 7.11 called the first Foster canonical form for the RC impedance.

To obtain the second Foster canonical form, we expand $Y_{\mathrm{RC}}(s) / s$ in a partial fraction, where $Y_{\mathrm{RC}}(s)=$ $1 / Z_{\mathrm{RC}}(s)$, and then multiply the resulting equation by $s$. The reason is that a direct partial-fraction expansion of $Y_{\mathrm{RC}}(s)$ will result in negative residues. Proceeding in this way, we obtain

$$
\begin{equation*}
Y_{\mathrm{RC}}(s)=K_{0}+K_{\infty} s+\sum_{i=1}^{n} \frac{K_{i} s}{s+\sigma_{i}} \tag{7.29}
\end{equation*}
$$

yielding the one-port network of Figure 7.12.
As before, in addition to the two Foster forms, RC ladder realizations are also possible. Following the LC case, we perform a continued-fraction expansion of $Z_{\mathrm{RC}}(s)$ and obtain


FIGURE 7.12 Second Foster canonical form.


FIGURE 7.13 First Cauer canonical form.


FIGURE 7.14 Second Cauer canonical form.

$$
\begin{equation*}
Z_{\mathrm{RC}}(s)=R_{1}+\frac{1}{C_{2} s+\frac{1}{R_{3}+\frac{1}{C_{4} s+\frac{1}{\ddots}}}} \tag{7.30}
\end{equation*}
$$

This expansion can be realized by the ladder network of Figure 7.13 known as the first Cauer canonical form for RC impedance. If we rearrange the terms of $Z_{\mathrm{RC}}(s)$ so that the numerator and denominator polynomials appear in ascending order of $s$, the resulting continued-fraction expansion takes the general form

$$
\begin{equation*}
Z_{\mathrm{RC}}(s)=\frac{1}{C_{1} s}+\frac{1}{\frac{1}{R_{2}}+\frac{1}{\frac{1}{C_{3} s}+\frac{1}{\frac{1}{R_{4}}+\frac{1}{\frac{1}{C_{5} s}+\frac{1}{\ddots}}}}} \tag{7.31}
\end{equation*}
$$

yielding the second Cauer canonical form of Figure 7.14.

## Example 7.2

Consider the impedance function

$$
\begin{equation*}
Z(s)=\frac{s^{2}+12 s+35}{s^{2}+10 s+24} \tag{7.32}
\end{equation*}
$$

To obtain the first Foster canonical form, we expand $Z(s)$ in partial fraction as

$$
\begin{equation*}
Z(s)=1+\frac{3 / 2}{s+4}+\frac{1 / 2}{s+6} \tag{7.33}
\end{equation*}
$$

and obtain the one-port of Figure 7.15.
For the second Foster canonical form, the proper function to expand is $Y(s) / s$, yielding

$$
\begin{equation*}
Y(s)=\frac{24}{35}+\frac{s / 10}{s+5}+\frac{3 s / 14}{s+7} \tag{7.34}
\end{equation*}
$$

The corresponding realization is shown in Figure 7.16.
For the first Cauer canonical form, we expand $Z(s)$ in a continued fraction as

$$
\begin{equation*}
Z(s)=1+\frac{1}{\frac{s}{2}+\frac{1}{\frac{4}{9}+\frac{1}{\frac{27 s}{2}+\frac{1}{\frac{1}{72}}}}} \tag{7.35}
\end{equation*}
$$



FIGURE 7.15 First Foster canonical form.


FIGURE 7.16 Second Foster canonical form.


FIGURE 7.17 First Cauer canonical form.


FIGURE 7.18 Second Cauer canonical form.
which can be realized by the ladder of Figure 7.17. To obtain the second Cauer canonical form, we rearrange the numerator and denominator polynomials in ascending order of $s$, and then expand in a continued fraction

$$
\begin{equation*}
Z(s)=\frac{35+12 s+s^{2}}{24+10 s+s^{2}}=\frac{1}{0.69+\frac{1}{\frac{19.76}{s}+\frac{1}{0.306+\frac{1}{\frac{692.91}{s}+\frac{1}{8.36 \times 10^{-3}}}}}} \tag{7.36}
\end{equation*}
$$

yielding the ladder of Figure 7.18.
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### 8.1 Introduction

In two-port synthesis, specifications are often given in terms of the transfer functions such as the transfer voltage ratio, transfer current ratio, transfer impedance, or transfer admittance. The actual realization, however, is accomplished by means of the $y$ - or $z$-parameters. Figure 8.1 shows a two-port network driven by a voltage source with output terminating in an impedance $Z_{2}(s)$. It is straightforward to show that the transfer voltage ratio function $G_{12}(s)$ can be expressed in terms of its $y$-parameters $y_{i j}(s)$ or $z$-parameters $z_{i j}(s)$ by the equation

$$
\begin{equation*}
G_{12}(s)=\frac{V_{2}}{V_{1}}=\frac{-y_{21}}{y_{22}+Y_{2}} \tag{8.1}
\end{equation*}
$$

where $Y_{2}(s)=1 / Z_{2}(s)$. When the output is open-circuited, Equation 8.1 becomes

$$
\begin{equation*}
G_{12}(s)=\frac{V_{2}}{V_{1}}=\frac{-y_{21}}{y_{22}}=\frac{z_{21}}{z_{11}} \tag{8.2}
\end{equation*}
$$

Likewise, the transfer current ratio $\alpha_{12}(s)$ can be expressed as

$$
\begin{equation*}
\alpha_{12}(s)=-\frac{I_{2}}{I_{1}}=\frac{z_{21}}{z_{22}+Z_{2}} \tag{8.3}
\end{equation*}
$$

The zeros of transmission of a two-port network are defined as the frequencies at which the two-port results in zero output for a finite input. They play an important role in ladder development. There are many ways of producing zeros of transmission. One possibility to prevent the input signal from reaching the output is by shorting together all transmission paths or by opening all transmission paths by means of a series or parallel resonance. Another possibility is that signals transmitted by different paths cancel at the output.


FIGURE 8.1 Terminated two-port network.

Observe from Equations 8.1 and 8.2 that zero output, $V_{2}=0$, implies a zero for each of these functions. Therefore, zeros of transmission are zeros of $-y_{21}$ or $z_{21}$ provided $y_{21}$ and $y_{22}$ or $z_{21}$ and $z_{11}$ have the same poles. For the ladder network, the transmission can be interrupted only by the short circuit in a shunt arm or an open circuit in a series arm. The short circuit of a shunt arm corresponds to the pole frequencies of its admittances, whereas the open circuit of a series arm corresponds to the pole frequencies of its impedances. Therefore, the zeros of transmission of a ladder network can be identified directly with the zeros of the impedances of the shunt arms and the poles of the impedances of the series arms. For the LC ladder, all zeros of transmission lie on the $j \omega$-axis, and for the RC ladder they are on the nonpositive real axis of the complex-frequency $s$-plane.

### 8.2 LC Ladder

For LC ladders, the conditions imposed on $-y_{21}$ and $y_{22}$ or $z_{21}$ and $z_{22}$ are that the driving-point functions $y_{22}$ and $z_{22}$ be positive real with poles and zeros interlaced on the $j \omega$-axis. The transfer functions $-y_{21}$ and $z_{21}$, assuming to have the same poles as $y_{22}$ or $z_{22}$, must have all of its zeros on the $j \omega$-axis. However, these zeros need not be interlaced with the poles and they may not be simple. Our strategy in realization is that of carrying out the driving-point synthesis of $y_{22}$ or $z_{22}$, using Cauer ladder development method, in such a way that the zeros of transmission are realized at the same time. The procedure consists of two steps: a zero-shifting step and a zero-producing step, as described below.

Zero shifting by partial removal. Consider an impedance of Equation 7.6, the partial-fraction expansion of which is given in Equation 7.7. The first term on the right-hand side of Equation 7.7 is due to the contribution of the pole at the infinity. If this term $H s$ is subtracted from $Z(s)$, the resulting function $Z(s)-H s$ is devoid of the pole at the infinity. We say that the pole at infinity has been removed completely. Instead of complete removal of this pole, suppose that we subtract a fraction of the terms $H s$ from $Z(s)$ by introducing a constant $k_{\mathrm{p}}$ such that

$$
\begin{equation*}
Z_{1}(s)=Z(s)-k_{\mathrm{p}} H s, \quad k_{\mathrm{p}}<1 \tag{8.4}
\end{equation*}
$$

We say that the pole at infinity has been partially removed or weakened. The function $Z_{1}(s)$ that results from the partial removal of the pole at infinity still possesses the pole at infinity. Since all the zeros of $Z_{1}(s)$ are again located on the $j \omega$-axis, these zeros are found by substituting $s=j \omega$ in Equation 8.4,

$$
\begin{equation*}
X_{1}(\omega)=X(\omega)-k_{\mathrm{p}} H \omega \tag{8.5}
\end{equation*}
$$

where $Z_{1}(j \omega)=j X_{1}(\omega)$. The zeros of $X_{1}(\omega)$ are values of $\omega$ satisfying the equation

$$
\begin{equation*}
X(\omega)=k_{\mathrm{p}} H \omega \tag{8.6}
\end{equation*}
$$

Solutions to this equation are found graphically from the intersections of the curves $X(\omega)$ and $k_{\mathrm{p}} H \omega$, as depicted in Figure 8.2. Observe that all the zeros in the resulting function are shifted toward the pole


FIGURE 8.2 Zero shifting by weakening the pole at the infinity.
being weakened. The amount of shift of the zeros from their original positions depends on the value of $k_{\mathrm{p}}$ and the proximity of a zero to the pole being weakened.

We next consider the term $K_{0} / s$ in Equation 7.7 due to the pole at the origin. The partial removal of this pole is equivalent to the operation

$$
\begin{equation*}
Z_{2}(s)=Z(s)-k_{\mathrm{p}} \frac{K_{0}}{s} \tag{8.7}
\end{equation*}
$$

As before, the zeros of $Z_{2}(s)$ are defined by the intersections of the curves $X(\omega)$ and $-k_{\mathrm{p}}\left(K_{0} / \omega\right)$ with $\omega$,

$$
\begin{equation*}
X(\omega)=-k_{\mathrm{p}} \frac{K_{0}}{\omega} \tag{8.8}
\end{equation*}
$$

as illustrated in Figure 8.3. Observe again that the zeros are shifted toward the pole being weakened, which is at the origin.

Finally, for the finite nonzero poles, the corresponding factors take the general form $2 K_{i} s /\left(s^{2}+\omega_{i}^{2}\right)$. The partial removal of this pair of complex conjugate poles results in the new function

$$
\begin{equation*}
Z_{3}(s)=Z(s)-k_{\mathrm{p}} \frac{2 K_{i} s}{s^{2}+\omega_{i}^{2}}, \quad k_{\mathrm{p}}<1 \tag{8.9}
\end{equation*}
$$

The zeros of this function are defined by the intersections of the plots of $X(\omega)$ and $-k_{\mathrm{p}}\left(2 K_{i} \omega /\left(\omega^{2}-\omega_{i}^{2}\right)\right)$ with $\omega$,

$$
\begin{equation*}
X(\omega)=-k_{\mathrm{p}} \frac{2 K_{i} \omega}{\omega^{2}-\omega_{i}^{2}}, \quad k_{\mathrm{p}}<1 \tag{8.10}
\end{equation*}
$$

as illustrated in Figure 8.4.
Our conclusion is that the partial removal of a pole shifts the zeros toward that pole. The amount of shift depends on the value of $k_{\mathrm{p}}$ and the proximity of a zero to that pole, but in no case can a zero be shifted beyond an adjacent pole.


FIGURE 8.3 Zero shifting by weakening the pole at the origin.


FIGURE 8.4 Zero shifting by weakening a finite nonzero pole.

Zero producing by complete pole removal. After a zero of transmission has been shifted to a desired location by the partial removal of an appropriate pole, the realization of this zero of transmission is accomplished by the complete removal of the pole of the reciprocal function corresponding to the shifted zero. For the LC ladder two-ports, a series combination of an inductor $L$ and a capacitor $C$ produces a zero at its resonant frequency $\omega=1 / \sqrt{L C}$ and this network is used in the shunt arm in the ladder to produce the desired zero of transmission. Likewise, the parallel connection of $L$ and $C$ yields


FIGURE 8.5 Zero producing sections in a ladder network.
an infinite impedance at its resonant frequency, and is used in the series arm of the ladder. They are shown in Figure 8.5.

## Example 8.1

We wish to design a lossless two-port network terminated in a $100-\Omega$ resistor to meet the specifications for the transfer voltage-ratio function

$$
\begin{equation*}
G_{12}(s)=\frac{V_{2}}{V_{1}}=k \frac{s^{2}+4}{s^{3}+4 s^{2}+9 s+4} \tag{8.11}
\end{equation*}
$$

within a multiplicative constant.

Since magnitude scaling does not affect the voltage transfer ratio, without loss of generality, we first assume that the terminating resistor is $1 \Omega$. Equation 8.11 can be rewritten as

$$
\begin{equation*}
G_{12}(s)=K \frac{\frac{s^{2}+4}{s\left(s^{2}+9\right)}}{\frac{4\left(s^{2}+1\right)}{s\left(s^{2}+9\right)}+1}=\frac{-y_{21}}{y_{22}+Y_{2}}=\frac{-y_{21}}{y_{22}+1} \tag{8.12}
\end{equation*}
$$

We can make the following identifications:

$$
\begin{equation*}
-y_{21}(s)=K \frac{s^{2}+4}{s\left(s^{2}+9\right)}, \quad y_{22}(s)=4 \frac{s^{2}+1}{s\left(s^{2}+9\right)} \tag{8.13}
\end{equation*}
$$

Both functions have the same poles at $s=0$ and $s= \pm j 3$ and the zeros of transmission of the ladder are located at $s= \pm j 2$ and $s=\infty$. These poles and zeros are shown in Figure 8.6. To realize the zero of transmission at $s=\infty$, we remove the pole of $z_{1}(s)=1 / y_{22}(s)$ at $s=\infty$.

$$
\begin{equation*}
z_{1}(s)=\frac{1}{y_{22}(s)}=\frac{s\left(s^{2}+9\right)}{4\left(s^{2}+1\right)}=\frac{2 s}{s^{2}+1}+\frac{s}{4} \tag{8.14}
\end{equation*}
$$

After subtracting the term $s / 4$ corresponding to an inductor of inductance $1 / 4 \mathrm{H}$ shown in Figure 8.7 from $z_{1}(s)$, the remaining impedance $z_{2}(s)$ is found to be

$$
\begin{equation*}
z_{2}(s)=\frac{2 s}{s^{2}+1} \tag{8.15}
\end{equation*}
$$



FIGURE 8.6 Poles and zeros of LC immittances.


FIGURE 8.7 LC ladder realization of the transfer voltage ratio (Equation 8.11).

To realize the zero of transmission at $s= \pm j 2$, we partially weaken the pole of the admittance

$$
\begin{equation*}
y_{2}(s) \equiv \frac{1}{z_{2}(s)}=\frac{s^{2}+1}{2 s} \tag{8.16}
\end{equation*}
$$

at $s=\infty$ in order to shift the zero at $s= \pm j$ to $s= \pm j 2$, or

$$
\begin{equation*}
y_{3}( \pm j 2)=y_{2}(s)-\left.k_{\mathrm{p}} \frac{1}{2} s\right|_{s= \pm j 2}=\frac{-4+1}{ \pm j 2 \times 2} \mp k_{\mathrm{p}} \frac{1}{2} j 2=0 \tag{8.17}
\end{equation*}
$$

yielding $k_{\mathrm{p}}=3 / 4$. The new function becomes

$$
\begin{equation*}
y_{3}(s)=\frac{s^{2}+1}{2 s}-\frac{3}{8} s=\frac{s^{2}+4}{8 s} \tag{8.18}
\end{equation*}
$$

after the removal of a shunt capacitor of capacitance $3 / 8 \mathrm{~F}$, as shown in Figure 8.7. The factor $\left(s^{2}+4\right)$ in the numerator was anticipated because our objective was to produce a zero in the driving-point admittance $y_{3}(s)$ at $s= \pm j 2$. To realize this zero, we consider the reciprocal function $z_{3}(s)=1 / y_{3}(s)$ by complete removal of its pole at $s= \pm j 2$. This yields a parallel connection of $L=2 \mathrm{H}$ and $C=1 / 8 \mathrm{~F}$ shown in Figure 8.7. The final realization is obtained by magnitude-scaling by a factor of 100 . The realized constant $K$ is found from the network to be $K=1$.

### 8.3 RC Ladder

We now consider the realization of RC ladder with prescribed $-y_{21}(s)$ and $y_{22}(s)$ or $z_{21}(s)$ and $z_{22}(s)$. Following the LC case, the zero shifting for the RC driving-point functions is accomplished by one or any combination of the following three operations:

1. Partial removal of a constant $Z(\infty)$ from $Z(s)$
2. Partial removal of a constant $Y(0)$ from $Y(s)$
3. Partial removal of a pole from $Z(s)$ or $Y(s)$

The first operation permits a series resistance to be removed so that the resulting impedance is still positive real and possesses a desired zero of transmission:

$$
\begin{equation*}
Z_{1}(s)=Z(s)-k_{\mathrm{p}} Z(\infty), \quad k_{\mathrm{p}} \leq 1 \tag{8.19}
\end{equation*}
$$

the zeros of which occur at those values of $\sigma$ satisfying

$$
\begin{equation*}
Z(\sigma)=k_{\mathrm{p}} Z(\infty), \quad k_{\mathrm{p}} \leq 1 \tag{8.20}
\end{equation*}
$$

Observe that from Figure 8.8 all zeros are shifted toward $s=\sigma=-\infty$ by the partial removal of $Z(\infty)$ because the slope is negative for the RC impedances.

The second operation corresponds to the removal of a shunt resistance, and the remaining admittance

$$
\begin{equation*}
Y_{1}(s)=Y(s)-k_{\mathrm{p}} Y(0), \quad k_{\mathrm{p}} \leq 1 \tag{8.21}
\end{equation*}
$$

is still positive real, the zeros of which occur at those values of $\sigma$ satisfying

$$
\begin{equation*}
Y(\sigma)=k_{\mathrm{p}} Y(0), \quad k_{\mathrm{p}} \leq 1 \tag{8.22}
\end{equation*}
$$

Observe from Figure 8.9 that these zeros again are shifted toward $s=0$ in relation to those of $Y(s)$.
Finally, the partial removal of a pole of $Z(s)$ results in a parallel connection of a resistor and a capacitor, and the remaining impedance becomes

$$
\begin{equation*}
Z_{2}(s)=Z(s)-k_{\mathrm{p}} \frac{K_{i}}{s+\sigma_{i}}, \quad k_{\mathrm{p}}<1 \tag{8.23}
\end{equation*}
$$



FIGURE 8.8 Zero shifting by the partial removal of $Z(\infty)$.


FIGURE 8.9 Zero shifting by partial removal of $Y(0)$.
the zeros of which occur at those values of $\sigma$ satisfying

$$
\begin{equation*}
Z(\sigma)=k_{\mathrm{p}} \frac{K_{i}}{\sigma+\sigma_{i}}, \quad k_{\mathrm{p}}<1 \tag{8.24}
\end{equation*}
$$

As indicated in Figure 8.10, these zeros are again shifted toward the pole at $s=-\sigma_{i}$ being partially weakened.

Therefore, the partial removal of a constant or a pole shifts the zeros of the remaining function toward the quantity being weakened. The amount of shift depends on the value of $k_{\mathrm{p}}$ and the proximity of a zero to that quantity. Once a zero is shifted to an appropriate location, its realization is accomplished by the complete removal of the pole of the reciprocal function corresponding to the shifted zero.

## Example 8.2

We wish to realize the transfer impedance

$$
\begin{equation*}
Z_{12}(s)=K \frac{s(s+1)}{2 s^{2}+18 s+34} \tag{8.25}
\end{equation*}
$$

of an RC two-port network terminated in a $1 \Omega$ resistor.

From Equation 8.3, the transfer impedance can be written as

$$
\begin{equation*}
Z_{12}(s)=\frac{V_{2}}{I_{1}}=\frac{-I_{2} \times 1}{I_{1}}=\frac{-I_{2}}{I_{1}}=\frac{z_{21}}{z_{22}+1}=\frac{K \frac{s(s+1)}{(s+2)(s+5)}}{\frac{(s+3)(s+8)}{(s+2)(s+5)}+1} \tag{8.26}
\end{equation*}
$$



FIGURE 8.10 Zero shifting by partial removal of a pole of an RC impedance.


FIGURE 8.11 Zeros and poles of RC immittances.
identifying

$$
\begin{equation*}
z_{21}(s)=K \frac{s(s+1)}{(s+2)(s+5)}, \quad z_{22}(s)=\frac{(s+3)(s+8)}{(s+2)(s+5)} \tag{8.27}
\end{equation*}
$$

The zeros of transmission are located at $s=0$ and $s=-1$. Suppose that we wish to realize these zeros in the order of -1 and 0 . For this we consider the reciprocal function $y_{1}(s)=1 / z_{22}(s)$, the zeros. and poles of which are shown in Figure 8.11. Clearly, the zero at $s=-2$ can be shifted to $s=-1$ by partial removal of the constant $y_{1}(0)=5 / 12$,

$$
\begin{equation*}
y_{2}(-1)=y_{1}(-1)-k_{\mathrm{p}} y_{1}(0)=0 \tag{8.28}
\end{equation*}
$$



FIGURE 8.12 RC ladder realization of the transfer impedance $Z_{12}(s)$.
obtaining $k_{\mathrm{p}}=24 / 35$ and

$$
\begin{equation*}
y_{2}(s)=y_{1}(s)-\frac{24}{35} y_{1}(0)=\frac{(s+1)(5 s+22)}{7\left(s^{2}+11 s+24\right)} \tag{8.29}
\end{equation*}
$$

This admittance has a zero at $s=-1$, as expected. The partially removed constant $k_{\mathrm{p}} y_{1}(0)$ corresponds to a shunt resistor of resistance $3.5 \Omega$. To realize the zero of transmission at $s=-1$, we consider the reciprocal function $z_{2}(s)=1 / y_{2}(s)$ by the complete removal of its pole at $s=-1$. The remaining impedance $z_{3}(s)$ becomes

$$
\begin{equation*}
z_{3}(s)=z_{2}(s)-\frac{\frac{98}{17}}{s+1}=\frac{7}{5} \times \frac{s+\frac{100}{17}}{s+\frac{22}{5}} \tag{8.30}
\end{equation*}
$$

The removed pole corresponds to a parallel connection of a resistor of resistance $98 / 17 \Omega$ and a capacitor of capacitance 17/98 F, as illustrated in Figure 8.12.

For the zero of transmission at $s=0$, we consider the reciprocal function $y_{3}(s)=1 / z_{3}(s)$. The zero of $y_{3}(s)$ at $s=-22 / 5$ can be shifted to 0 by partial removal of the constant $y_{3}(0)=187 / 350$, or

$$
\begin{equation*}
y_{4}(0)=y_{3}(0)-k_{\mathrm{p}} y_{3}(0)=0 \tag{8.31}
\end{equation*}
$$

yielding $k_{\mathrm{p}}=1$. The remaining admittance $y_{4}(s)$ becomes

$$
\begin{equation*}
y_{4}(s)=y_{3}(s)-y_{3}(0)=\frac{\frac{9}{50} s}{s+\frac{100}{17}} \tag{8.32}
\end{equation*}
$$

showing a zero at the origin, as anticipated. This zero is realized by the complete removal of the pole at the origin of its reciprocal $z_{4}(s)=1 / y_{4}(s)$, yielding

$$
\begin{equation*}
z_{5}(s)=z_{4}(s)-\frac{32.68}{s}=5.56 \tag{8.33}
\end{equation*}
$$

The complete realization is presented in Figure 8.12, from which the constant $K$ is found to be $K=1$.

### 8.4 Parallel or Series Ladders

The zeros of transmission of the LC ladders are restricted to the $j \omega$-axis and those of the RC ladders to the negative real axis of the s-plane. For complex zeros of transmission such as those needed for certain phase-correction applications, they cannot be realized by a single LC or RC ladder because there is only a single transmission path from the input to the output. The use of parallel or series ladders, on the other


FIGURE 8.13 Parallel connection of two ladder networks.
hand, provides a conduit for multiple path signal transmission, so that the signals arriving at the output through the various paths may cancel one another, resulting in the zero output for a finite input. Therefore, they are capable of producing complex zeros of transmission. This structure was first suggested by Guillemin [1].

Figure 8.13 is the parallel connection of the ladder networks $N_{\alpha}$ and $N_{\beta}$. The $y$-parameters $y_{i j}$ of the composite two-port $N$ can be expressed in terms of those $y_{i j \alpha}^{\prime}$ and $y_{i j \beta}^{\prime}$ of the component two-ports $N_{\alpha}$ and $N_{\beta}$ by the equation

$$
\begin{equation*}
y_{i j}=y_{i j \alpha}^{\prime}+y_{i j \beta}^{\prime}, \quad i, j=1,2 \tag{8.34}
\end{equation*}
$$

Thus, to realize $-y_{21}(s)$ and $y_{22}(s)$, we may separate them into pairs like $-y_{21 \alpha}^{\prime}, y_{22 \alpha}^{\prime}$ and $-y_{21 \beta}^{\prime}, y_{22 \beta}^{\prime}$ realize an individual pair as an LC or RC ladder. Then connect these individual ladders in parallel to realize $-y_{21}(s)$ and $y_{22}(s)$. In order for the procedure to succeed, we must resolve the following problem. Recall than in the Cauer development of LC and RC ladders, $-y_{21}(s)$ is realized only within the multiplicative constant $k$. Thus, the transfer admittances realized by the component two-ports actually will be $-k_{\alpha} y^{\prime}{ }_{21 \alpha}$ and $-k_{\beta} y^{\prime}{ }_{21 \beta}$. The sum of these two functions will not result in the desired $-k y_{21}$ unless $k=k_{\alpha}=k_{\beta}$. To circumvent this difficulty, we introduce an additional degree of freedom by adjusting the admittance level of the $\alpha$-ladder $N_{\alpha}$ by a factor $b_{\alpha}$ and the $\beta$-ladder $N_{\beta}$ by $b_{\beta}$. Then the functions of the resulting realizations become

$$
\begin{array}{ll}
-y_{21 \alpha}^{\prime}=-b_{\alpha} k_{\alpha} y_{21 \alpha}, & y_{22 \alpha}^{\prime}=b_{\alpha} y_{22 \alpha} \\
-y_{21 \beta}^{\prime}=-b_{\beta} k_{\beta} y_{21 \beta}, & y_{22 \beta}^{\prime}=b_{\beta} y_{22 \beta} \tag{8.35b}
\end{array}
$$

where $y_{i j}=y_{i j \alpha}+y_{i j \beta}, i, j=1,2$. Substituting these in Equation 8.34 gives

$$
\begin{align*}
& y_{21}=b_{\alpha} k_{\alpha} y_{21 \alpha}+b_{\beta} k_{\beta} y_{21 \beta}  \tag{8.36a}\\
& y_{22}=b_{\alpha} y_{22 \alpha}+b_{\beta} y_{22 \beta} \tag{8.36b}
\end{align*}
$$

Our objective is to choose $b_{\alpha}$ and $b_{\beta}$ to satisfy the above equations, once $k_{\alpha}$ and $k_{\beta}$ are known. One way to meet these requirements is to let $y_{22 \alpha}^{\prime}$ and $y_{22 \beta}^{\prime}$ have the same zeros and poles as $y_{22}$ but different scale factors such that $y_{22 \alpha}^{\prime}=b_{\alpha} y_{22}$ and $y_{22 \beta}^{\prime}=b_{\beta} y_{22}$, obtaining from Equation 8.36b

$$
\begin{equation*}
b_{\alpha}+b_{\beta}=1 \tag{8.37}
\end{equation*}
$$

Since we can only realize $y_{21}$ within a multiplicative constant, we replace $y_{21}$ by $k y_{21}$ in Equation 8.36a, and set

$$
\begin{equation*}
b_{\alpha} k_{\alpha}=b_{\beta} k_{\beta}=k \tag{8.38}
\end{equation*}
$$

These two equations can be solved to yield the desired scale factors $b_{\alpha}$ and $b_{\beta}$.
In general, for $m$ ladders in parallel, we require

$$
\begin{gather*}
b_{1}+b_{2}+\cdots+b_{m}=1  \tag{8.39a}\\
b_{1} k_{1}=b_{2} k_{2}=\cdots=b_{m} k_{m}=k \tag{8.39b}
\end{gather*}
$$

where
$b_{i}$ is the admittance scale factor for the $i$ th ladder
$k_{i}$ is the realized multiplicative constant of the transfer admittance of the $i$ th ladder
Once $k_{i}$ are known, these $m$ simultaneous equations can be solved for the $m$ unknowns $b_{i}$, and the admittance level of each ladder can be scaled accordingly. The scaled ladders are connected in parallel to realize the $-y_{21}(s)$ specifications within the multiplicative constant $k$, and the $y_{22}(s)$ specifications exactly.

Similar results are obtained by using the $z$-parameters $z_{i j}(s)$ and the series connection of the component two-port networks, the details of which are omitted. However, a design example will be presented below.

## Example 8.3

We wish to realize an $R C$ two-port network to meet the following specifications:

$$
\begin{align*}
-y_{21}(s) & =k \frac{s^{2}+1}{(s+5)(s+9)}  \tag{8.40a}\\
y_{22}(s) & =\frac{(s+3)(s+7)}{(s+5)(s+9)} \tag{8.40b}
\end{align*}
$$

Since the zeros of transmission are located at $s= \pm j 1$, they cannot be realized by a single RC ladder. For our purposes, we choose the $y$-parameters of the component two-ports as

$$
\begin{align*}
-y_{21 \alpha}(s)=k_{\alpha} \frac{s^{2}}{(s+5)(s+9)}, \quad y_{22 \alpha}(s)=y_{22}(s)  \tag{8.41a}\\
-y_{21 \beta}(s)=\frac{k_{\beta}}{(s+5)(s+9)}, \quad y_{22 \beta}(s)=y_{22}(s) \tag{8.41b}
\end{align*}
$$

For the $\alpha$-ladder, since the zeros of transmission are all at the origin, they can be realized by the second Cauer canonical form shown in Figure 8.14 with $k_{\alpha}=0.043$. For the $\beta$-ladder, since the zeros of transmission are all at the infinity, they can be realized by the first Cauer canonical form of Figure 8.15 with $k_{\beta}=21$.


FIGURE 8.14 RC $\alpha$-ladder realization.


FIGURE 8.15 RC $\beta$-ladder realization.

Our next task is to adjust the admittance level of the individual ladders so that when they are connected in parallel, the $y_{22}(s)$ specifications are realized exactly, and the $-y_{21}(s)$ specifications are realized to within a multiplicative constant $k$. Appealing to Equations 8.37 and 8.38, we have

$$
\begin{gather*}
b_{\alpha}+b_{\beta}=1  \tag{8.42a}\\
0.043 b_{\alpha}=21 b_{\beta}=k \tag{8.42b}
\end{gather*}
$$

yielding

$$
\begin{equation*}
b_{\alpha}=0.998 \cong 1, \quad b_{\beta}=2.043 \times 10^{-3} \tag{8.43}
\end{equation*}
$$

We now adjust the admittance level of the $\beta$-ladder by a factor $b_{\beta}=2.043 \times 10^{-3}$, leaving the $\alpha$-ladder intact. The final realization is achieved by the parallel connection of the $\alpha$-ladder and the resulting $\beta$-ladder shown in Figure 8.16. The realized multiplicative constant for the overall transfer admittance $-y_{21}(s)$ is found to be $k=0.043$.

## Example 8.4

We wish to realize the open-circuit transfer voltage ratio

$$
\begin{equation*}
G_{12}(s)=\frac{z_{21}(s)}{z_{11}(s)}=k \frac{s^{2}-2 s+10}{s^{2}+8 s+15} \tag{8.44}
\end{equation*}
$$

by an RC two-port network.


FIGURE 8.16 Parallel RC ladder realization of $-y_{21}(s)$ and $y_{22}(s)$.

First, we multiply the numerator and denominator of $G_{12}(s)$ by the factor $(s+2)$ to yield

$$
\begin{equation*}
G_{12}(s)=\frac{z_{21}(s)}{z_{11}(s)}=k \frac{s^{3}+6 s+20}{(s+2)(s+3)(s+5)} \tag{8.45}
\end{equation*}
$$

and then divide by $(s+1)(s+2.5)(s+4)$ in order to make the following identifications:

$$
\begin{align*}
z_{21}(s) & =k \frac{s^{3}+6 s+20}{(s+1)(s+2.5)(s+4)}  \tag{8.46a}\\
z_{11}(s) & =\frac{(s+2)(s+3)(s+5)}{(s+1)(s+2.5)(s+4)} \tag{8.46b}
\end{align*}
$$

We next decompose the pairs into three pairs as follows:

$$
\begin{array}{ll}
z_{21 \alpha}(s)=k_{\alpha} \frac{s^{3}}{(s+1)(s+2.5)(s+4)}, & z_{11 \alpha}(s)=z_{11}(s) \\
z_{21 \beta}(s)=k_{\beta} \frac{6 s}{(s+1)(s+2.5)(s+4)}, & z_{11 \beta}(s)=\mathrm{z}_{11}(s) \\
z_{21 \gamma}(s)=k_{\gamma} \frac{20}{(s+1)(s+2.5)(s+4)}, & z_{11 \gamma}(s)=\mathrm{z}_{11}(s) \tag{8.47c}
\end{array}
$$

1. The $\alpha$-ladder. Since all the zeros of transmission are located at the origin, it can be realized by the second Cauer canonical form of Figure 8.17 with $k_{\alpha}=1$.
2. The $\beta$-ladder. Since one of the zeros of transmission is located at the origin, and two others at the infinity, the first half of the $\beta$-ladder can be realized as the second Cauer canonical form and the second half of the $\beta$-ladder by the first Cauer canonical forms as illustrated in Figure 8.18 with $k_{\beta}=0.0117$.
3. The $\gamma$-ladder. Since all of its zeros of transmission are located at the infinity, it can be realized by the first Cauer canonical form of Figure 8.19 with $k_{\gamma}=0.0145$.


FIGURE $8.17 \alpha$-Ladder.


FIGURE $8.18 \beta$-Ladder.


FIGURE $8.19 \gamma$-Ladder.

We next adjust the admittance level of the ladders so that when they are connected in parallel, the desired specifications are realized. From Equation 8.39 we require that

$$
\begin{gather*}
b_{\alpha}+b_{\beta}+b_{\gamma}=1  \tag{8.48a}\\
b_{\alpha} k_{\alpha}=b_{\beta} k_{\beta}=b_{\gamma} k_{\gamma}=k \tag{8.48b}
\end{gather*}
$$

These equations can be solved to yield

$$
\begin{equation*}
b_{\alpha}=0.0064, \quad b_{\beta}=0.552, \quad b_{\gamma}=0.4416 \tag{8.49}
\end{equation*}
$$

with $k=0.0064$. The final two-port network is shown in Figure 8.20.


FIGURE 8.20 RC two-port realization of the open-circuit voltage ratio $G_{12}(s)$.

## Reference

1. E. A. Guillemin, Synthesis of RC networks, J. Math. Phys., 28, 22-42, 1949.

## 9

# Design of Resistively Terminated Networks 

Wai-Kai Chen<br>University of Illinois at Chicago

9.1 Introduction ..... 9-1
9.2 Double-Terminated Butterworth Networks ..... 9-4
9.3 Double-Terminated Chebyshev Networks ..... 9-9
References ..... 9-13

### 9.1 Introduction

In the design of communication systems, it is frequently required to synthesize a coupling network that will transform a given frequency-dependent load impedance into another specified one. We refer to this operation as impedance matching or equalization, and the resulting coupling network as a matching network or equalizer.

Refer to the network configuration of Figure 9.1 where the source is represented either by its Thévenin equivalent or by its Norton equivalent. Our objective here is to design a lossless two-port network or equalizer $N$, which when inserted between a resistive source and a resistive load will yield a preassigned transducer power-gain characteristic over the entire sinusoidal frequency spectrum. Explicit formulas for the design of Butterworth and Chebyshev LC ladder networks will be given. The more complicated situation where the load is frequency dependent will be discussed in Chapter 10.

In the networks of Figure 9.1, let $Z_{11}(s)$ and $Z_{22}(s)$ be the impedances looking into the input and output ports when the output and input ports are terminated in $z_{2}(s)$ and $z_{1}(s)$, respectively. The input and output reflection coefficients are defined by

$$
\begin{align*}
& \rho_{11}(s)=\frac{Z_{11}(s)-z_{1}(-s)}{Z_{11}(s)+z_{1}(s)}  \tag{9.1a}\\
& \rho_{22}(s)=\frac{Z_{22}(s)-z_{2}(-s)}{Z_{22}(s)+z_{2}(s)} \tag{9.1b}
\end{align*}
$$

respectively. We now demonstrate that the transducer power gain $G\left(\omega^{2}\right)$ defined as the ratio of average power delivered to the load to the maximum available average power at the source is given by

$$
\begin{equation*}
G\left(\omega^{2}\right)=1-\left|\rho_{11}(j \omega)\right|^{2} \equiv\left|\rho_{21}(j \omega)\right|^{2} \tag{9.2}
\end{equation*}
$$

where $\rho_{21}(s)$ is known as the transmission coefficient. To prove this, we first compute

$$
\begin{equation*}
1-\rho_{11}(s) \rho_{11}(-s)=\frac{4 r_{1}(s) R_{11}(s)}{\left[Z_{11}(s)+z_{1}(s)\right]\left[Z_{11}(-s)+z_{1}(-s)\right]} \tag{9.3}
\end{equation*}
$$



FIGURE 9.1 General broadband matching configuration. (a) The Thévenin equivalent. (b) The Norton equivalent.
where

$$
\begin{align*}
r_{1}(s)=\operatorname{Ev} z_{1}(s) & =\frac{1}{2}\left[z_{1}(s)+z_{1}(-s)\right]  \tag{9.4a}\\
R_{11}(s)=\operatorname{Ev} Z_{11}(s) & =\frac{1}{2}\left[Z_{11}(s)+Z_{11}(-s)\right] \tag{9.4b}
\end{align*}
$$

are the even parts of $z_{1}(s)$ and $Z_{11}(s)$, respectively. Thus, the impedance facing the voltage source $V_{g}$ is given by

$$
\begin{equation*}
\frac{V_{g}(s)}{I_{1}(s)}=Z_{11}(s)+z_{1}(s) \tag{9.5}
\end{equation*}
$$

On the $j \omega$-axis, Equation 9.3 reduces to

$$
\begin{equation*}
1-\left|\rho_{11}(j \omega)\right|^{2}=\frac{4 r_{1}(j \omega) R_{11}(j \omega)}{\left|Z_{11}(j \omega)+z_{1}(j \omega)\right|^{2}}=\frac{\left|I_{1}(j \omega)\right|^{2} R_{11}(j \omega)}{\left|V_{g}(j \omega)\right|^{2} / 4 r_{1}(j \omega)} \tag{9.6}
\end{equation*}
$$

The power input to the network of Figure 9.1a under sinusoidal steady state is

$$
\begin{equation*}
P_{\mathrm{in}}=\left|I_{1}(j \omega)\right|^{2} R_{11}(j \omega) \tag{9.7}
\end{equation*}
$$

while the power output to the load is

$$
\begin{equation*}
P_{\mathrm{out}}=\left|I_{2}(j \omega)\right|^{2} r_{2}(j \omega) \tag{9.8}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{2}(s)=\operatorname{Ev} z_{2}(s)=\frac{1}{2}\left[z_{2}(s)+z_{2}(-s)\right] \tag{9.9}
\end{equation*}
$$

is the even part of $z_{2}(s)$. Since the two-port $N$ is lossless, the power input must be equal to power output or

$$
\begin{equation*}
\left|I_{1}(j \omega)\right|^{2} R_{11}(j \omega)=\left|I_{2}(j \omega)\right|^{2} r_{2}(j \omega) \tag{9.10}
\end{equation*}
$$

The maximum average power that the source combination is capable of delivering to the network occurs when the input port is conjugately matched or $Z_{11}(j \omega)=-z_{1}(j \omega)$. Under this condition, the maximum available average power from the source combination is

$$
\begin{equation*}
P_{\mathrm{ava}}=\frac{\left|V_{g}(j \omega)\right|^{2}}{4 r_{1}(j \omega)} \tag{9.11}
\end{equation*}
$$

Substituting Equations 9.8 and 9.11 in Equation 9.6 yields

$$
\begin{equation*}
1-\left|\rho_{11}(j \omega)\right|^{2}=\frac{\left|I_{2}(j \omega)\right|^{2} r_{2}(j \omega)}{\left|V_{g}(j \omega)\right|^{2} / 4 r_{1}(j \omega)}=\frac{P_{\mathrm{out}}}{P_{\mathrm{ava}}}=G\left(\omega^{2}\right) \tag{9.12}
\end{equation*}
$$

Using Equation 9.2 shows that

$$
\begin{equation*}
\left|\rho_{11}(j \omega)\right|^{2}+\left|\rho_{21}(j \omega)\right|^{2}=1 \tag{9.13}
\end{equation*}
$$

or

$$
\begin{align*}
\left|\rho_{11}(j \omega)\right|^{2} & =1-\frac{\text { average power to load }}{\text { average power available }} \\
& =\frac{\text { average power available }- \text { average power to load }}{\text { average power available }} \\
& =\frac{\text { "average reflected" power }}{\text { average power available }}  \tag{9.14}\\
\left|\rho_{21}(j \omega)\right|^{2} & =\frac{\text { average power to load }}{\text { average power available }} \tag{9.15}
\end{align*}
$$

Therefore, the magnitude squared of the reflection coefficient $\left|\rho_{11}(j \omega)\right|^{2}$ denotes the fraction of the maximum available average power that is reflected back to the source, and the magnitude squared of the transmission coefficient $\left|\rho_{21}(j \omega)\right|^{2}$ represents the fraction of the maximum available average power that is transmitted to the load from the source. In fact, their names are suggested by these interpretations. We remark that since the transducer power gain $G$ is a function of $\omega^{2}$, it is written as $G\left(\omega^{2}\right)$ to emphasize this.

We next express the transmission coefficient in terms of other specifications. From Equation 9.12, we have

$$
\begin{equation*}
\left|\rho_{21}[j \omega]\right|^{2}=4 r_{1}(j \omega) r_{2}(j \omega)\left|\frac{I_{2}(j \omega)}{V_{g}(j \omega)}\right|^{2} \tag{9.16}
\end{equation*}
$$

Substituting $V_{g}(j \omega)=z_{1}(j \omega) I_{g}(j \omega)$ in Equation 9.16 gives

$$
\begin{equation*}
\left|\rho_{21}(j \omega)\right|^{2}=\frac{4 r_{1}(j \omega) r_{2}(j \omega)}{\left|z_{1}(j \omega)\right|^{2}}\left|\frac{I_{2}(j \omega)}{I_{g}(j \omega)}\right|^{2} \tag{9.17}
\end{equation*}
$$

In terms of the transfer voltage ratio and transfer impedance, we apply the relation $V_{2}(j \omega)=-I_{2}(j \omega)$ $z_{2}(j \omega)$ and obtain

$$
\begin{align*}
& \left|\rho_{21}(j \omega)\right|^{2}=\frac{4 r_{1}(j \omega) r_{2}(j \omega)}{\left|z_{2}(j \omega)\right|^{2}}\left|\frac{V_{2}(j \omega)}{V_{g}(j \omega)}\right|^{2}  \tag{9.18}\\
& \left|\rho_{21}(j \omega)\right|^{2}=\frac{4 r_{1}(j \omega) r_{2}(j \omega)}{\left|z_{1}(j \omega) z_{2}(j \omega)\right|^{2}}\left|\frac{V_{2}(j \omega)}{I_{g}(j \omega)}\right|^{2} \tag{9.19}
\end{align*}
$$

Similarly, we can derive a relation between the output reflection coefficient $\rho_{22}(j \omega)$ and the transmission coefficient $\rho_{12}(j \omega)$ magnitude squared as

$$
\begin{equation*}
\left|\rho_{12}(j \omega)\right|^{2} \equiv 1-\left|\rho_{22}(j \omega)\right|^{2} \tag{9.20}
\end{equation*}
$$

In fact, for the lossless reciprocal two-port network $N$ we have

$$
\begin{equation*}
\left|\rho_{21}(j \omega)\right|^{2}=\left|\rho_{12}(j \omega)\right|^{2}=1-\left|\rho_{11}(j \omega)\right|^{2}=1-\left|\rho_{22}(j \omega)\right|^{2} \tag{9.21}
\end{equation*}
$$

### 9.2 Double-Terminated Butterworth Networks

In this part, we show how to design a lossless two-port network operating between a resistive generator with internal resistance $R_{1}$ and a resistive load with resistance $R_{2}$ to yield the $n$ th-order Butterworth transducer power-gain characteristic

$$
\begin{equation*}
G\left(\omega^{2}\right)=\left|\rho_{21}(j \omega)\right|^{2}=\frac{K_{n}}{1+\left(\omega / \omega_{c}\right)^{2 n}} \tag{9.22}
\end{equation*}
$$

Since for a passive network $G\left(\omega^{2}\right)$ is bounded between 0 and 1 , the DC gain $K_{n}$ is restricted by

$$
\begin{equation*}
0 \leq K_{n} \leq 1 \tag{9.23}
\end{equation*}
$$

Substituting Equation 9.22 in Equation 9.12 yields the squared magnitude of the input reflection coefficient as

$$
\begin{equation*}
\left|\rho_{11}(j \omega)\right|^{2}=1-G\left(\omega^{2}\right)=1-\left|\rho_{21}(j \omega)\right|^{2}=\frac{1-K_{n}+\left(\omega / \omega_{c}\right)^{2 n}}{1+\left(\omega / \omega_{c}\right)^{2 n}} \tag{9.24}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho_{11}(j \omega) \rho_{11}(-j \omega)=\alpha^{2 n} \frac{1+\left(\omega / \alpha \omega_{c}\right)^{2 n}}{1+\left(\omega / \omega_{c}\right)^{2 n}} \tag{9.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\left(1-K_{n}\right)^{1 / 2 n} \tag{9.26}
\end{equation*}
$$

Appealing to analytic continuation by substituting $\omega$ by $-j s$ results in

$$
\begin{equation*}
\rho_{11}(s) \rho_{11}(-s)=\alpha^{2 n} \frac{1+(-1)^{n} x^{2 n}}{1+(-1)^{n} y^{2 n}} \tag{9.27}
\end{equation*}
$$

where

$$
\begin{equation*}
y=\frac{s}{\omega_{c}}, \quad x=\frac{y}{\alpha} \tag{9.28}
\end{equation*}
$$

To obtain the input reflection coefficient $\rho_{11}(s)$ from $\rho_{11}(s) \rho_{11}(-s)$, we need to assign the zeros and poles of Equation 9.27. Since $\rho_{11}(s)$ is devoid of poles in the closed RHS, we must assign all the LHS poles to $\rho_{11}(s)$. The zeros of $\rho_{11}(s)$, however, may lie in the RHS, so that in general a number of different numerators are possible. For our purposes, we choose only the LHS zeros for $\rho_{11}(s)$. Define a minimumphase reflection coefficient to be one that is devoid of zeros in the open RHS. Then, the minimum-phase solution of Equation 9.27 can be written as

$$
\begin{equation*}
\rho_{11}(s)= \pm \alpha^{n} \frac{q(x)}{q(y)} \tag{9.29}
\end{equation*}
$$

where $q(x)$ is the Hurwitz polynomial with unity leading coefficient formed by the LHS roots of the equation $1+(-1)^{n} x^{2 n}=0$. From Equation 9.1a, the input impedance is found to be

$$
\begin{equation*}
Z_{11}(s)=R_{1} \frac{1+\rho_{11}(s)}{1-\rho_{11}(s)} \tag{9.30}
\end{equation*}
$$

Combining this with Equation 9.29 yields

$$
\begin{equation*}
Z_{11}(s)=R_{1} \frac{q(y) \pm \alpha^{n} q(x)}{q(y) \mp \alpha^{n} q(x)} \tag{9.31}
\end{equation*}
$$

If both $R_{1}$ and $R_{2}$ are specified, then the DC gain $K_{n}$ cannot be chosen independently. In fact, by substituting $s=0$ in Equation 9.31 and assuming that $K_{n} \neq 0$ we obtain

$$
\begin{equation*}
\frac{R_{2}}{R_{1}}=\left(\frac{1+\alpha^{n}}{1-\alpha^{n}}\right)^{ \pm 1} \tag{9.32}
\end{equation*}
$$

where the $\pm$ signs are determined, respectively, according to $R_{2} \geq R_{1}$ and $R_{2} \leq R_{1}$. Therefore, if any two of the three quantities $R_{1}, R_{2}$, and $K_{n}$ are specified, the third one is fixed.

We now show that the input impedance $Z_{11}(s)$ can be realized by an LC ladder terminated in a resistor. In fact, explicit formulas for their element values will be given, thereby reducing the design problem to simple arithmetic. Depending upon the choice of the plus and minus signs in Equation 9.32, two cases are distinguished.
Case 1. $\rho_{11}(0) \geq 0$. With the choice of the plus sign, the input impedance becomes

$$
\begin{equation*}
Z_{11}(s)=R_{1} \frac{q(y)+\alpha^{n} q(x)}{q(y)-\alpha^{n} q(x)} \tag{9.33}
\end{equation*}
$$

which can be expanded in a continued fraction about infinity, as in the first Cauer canonical form, and results in an LC ladder terminated in a resistor:

$$
\begin{equation*}
Z_{11}(s)=L_{1} s+\frac{1}{C_{2} S+\frac{1}{L_{3} s+\frac{1}{\ddots .+\frac{1}{W}}}} \tag{9.34}
\end{equation*}
$$

where $W$ is a constant representing either a resistance or conductance. Depending upon whether $n$ is odd or even, the LC ladder has the configuration of Figure 9.2. The element values can be computed by the following recurrence formulas:

$$
\begin{align*}
L_{1} & =\frac{2 R_{1} \sin \pi / 2 n}{(1-\alpha) \omega_{c}}  \tag{9.35}\\
L_{2 m-1} C_{2 m} & =\frac{4 \sin \gamma_{4 m-3} \sin \gamma_{4 m-1}}{\omega_{c}^{2}\left(1-2 \alpha \cos \gamma_{4 m-2}+\alpha^{2}\right)}  \tag{9.36a}\\
L_{2 m+1} C_{2 m} & =\frac{4 \sin \gamma_{4 m-1} \sin \gamma_{4 m+1}}{\omega_{c}^{2}\left(1-2 \alpha \cos \gamma_{4 m}+\alpha^{2}\right)} \tag{9.36b}
\end{align*}
$$

for $m=1,2, \ldots,\lceil n / 2\rceil$, the largest integer not greater than $n / 2$; where

$$
\begin{equation*}
\gamma_{m}=\frac{m \pi}{2 n} \tag{9.37}
\end{equation*}
$$



FIGURE 9.2 Butterworth LC ladder networks for $\rho_{11}(0) \geq 0$.

The values of the final elements can also be calculated directly by

$$
\begin{array}{ll}
L_{n}=\frac{2 R_{2} \sin \pi / 2 n}{(1+\alpha) \omega_{c}}, & n \text { odd } \\
C_{n}=\frac{2 \sin \pi / 2 n}{R_{2}(1+\alpha) \omega_{c}}, & n \text { even } \tag{9.38b}
\end{array}
$$

A complete derivation of these formulas was first given by Bossé [1]. Hence we can calculate the element values starting from either the first or the last element. When $R_{1}=R_{2}$, formulas Equation 9.36 reduce to

$$
\begin{align*}
L_{2 m-1} & =\frac{2 R_{1} \sin \gamma_{4 m-3}}{\omega_{c}}  \tag{9.39a}\\
C_{2 m} & =\frac{2 \sin \gamma_{4 m-1}}{R_{1} \omega_{c}} \tag{9.39b}
\end{align*}
$$

## Example 9.1

Given

$$
\begin{equation*}
R_{1}=70 \Omega, \quad R_{2}=200 \Omega, \quad \omega_{c}=10^{5} \mathrm{rad} / \mathrm{s}, \quad n=4 \tag{9.40}
\end{equation*}
$$

obtain a Butterworth LC ladder to meet these specifications.

Since $R_{2}>R_{1}$, we choose the plus sign in Equation 9.32 and obtain $\rho_{11}(0) \geq 0, \alpha=0.833$, and $\gamma_{m}=22.5 m$. Thus, from Equations 9.35 and 9.36 the element values are found to be

$$
\begin{align*}
& L_{1}=\frac{2 \times 70 \sin 22.5^{\circ}}{(1-0.833) \times 10^{5}}=3.2081 \mathrm{mH}  \tag{9.41a}\\
& C_{2}=\frac{4 \sin 22.5^{\circ} \sin 67.5^{\circ}}{L_{1}\left(1.6939-1.666 \cos 45^{\circ}\right) \times 10^{10}}=0.085456 \mu \mathrm{~F}  \tag{9.41b}\\
& L_{3}=\frac{4 \sin 67.5^{\circ} \sin 112.5^{\circ}}{C_{2}\left(1.6939-1.666 \cos 90^{\circ}\right) \times 10^{10}}=2.3587 \mathrm{mH}  \tag{9.41c}\\
& C_{4}=\frac{4 \sin 112.5^{\circ} \sin 157.5^{\circ}}{L_{3}\left(1.6939-1.666 \cos 135^{\circ}\right) \times 10^{10}}=0.020877 \mu \mathrm{~F} \tag{9.41d}
\end{align*}
$$

Alternatively, $C_{4}$ can be computed directly from Equation 9.39 b as

$$
\begin{equation*}
C_{4}=\frac{2 \sin 22.5^{\circ}}{200 \times(1+0.833) \times 10^{5}}=0.020877 \mu \mathrm{~F} \tag{9.42}
\end{equation*}
$$

The ladder network together with its termination is presented in Figure 9.3. This network possesses the fourth-order Butterworth transducer power-gain response with a DC gain

$$
\begin{equation*}
K_{4}=1-\alpha^{8}=0.7682 \tag{9.43}
\end{equation*}
$$



FIGURE 9.3 Fourth-order Butterworth LC ladder network.

Case 2. $\rho_{11}(0)<0$. With the choice of the minus sign, the input impedance can be expanded in a continued fraction as

$$
\begin{equation*}
\frac{1}{Z_{11}(s)}=C_{1} s+\frac{1}{L_{2} s+\frac{1}{C_{3} s+\frac{1}{\ddots+\frac{1}{W}}}} \tag{9.44}
\end{equation*}
$$

which can be realized by the LC ladder networks of Figure 9.4, depending on whether $W$ is even or odd, where $W$ is the terminating resistance or conductance. Formulas for the element values are similar to

(a) $n$ even

(b) $n$ odd

FIGURE 9.4 Butterworth LC ladder networks for $\rho_{11}(0)<0$.
those given in Equations 9.35 through 9.39 except that the roles of C's and L's are interchanged and $R_{1}$ and $R_{2}$ are replaced by their reciprocals.

$$
\begin{gather*}
C_{1}=\frac{2 \sin \pi / 2 n}{R_{1}(1-\alpha) \omega_{c}}  \tag{9.45a}\\
C_{2 m-1} L_{2 m}=\frac{4 \sin \gamma_{4 m-3} \sin \gamma_{4 m-1}}{\omega_{c}^{2}\left(1-2 \alpha \cos \gamma_{4 m-2}+\alpha^{2}\right)}  \tag{9.45b}\\
C_{2 m+1} L_{2 m}=\frac{4 \sin \gamma_{4 m-1} \sin \gamma_{4 m+1}}{\omega_{c}^{2}\left(1-2 \alpha \cos \gamma_{4 m}+\alpha^{2}\right)} \tag{9.45c}
\end{gather*}
$$

for $m=1,2, \ldots,\lceil n / 2\rceil$. The values of the final elements can also be calculated directly by

$$
\begin{align*}
C_{n} & =\frac{2 \sin \pi / 2 n}{R_{2}(1+\alpha) \omega_{c}}, \tag{9.46a}
\end{align*} \quad n \text { odd }, ~=\frac{2 R_{2} \sin \pi / 2 n}{(1+\alpha) \omega_{c}}, \quad n \text { even }
$$

### 9.3 Double-Terminated Chebyshev Networks

Now, we consider the problem of synthesizing an LC ladder which when connected between a resistive source of internal resistance $R_{1}$ and a resistive load of resistance $R_{2}$ will yield a preassigned Chebyshev transducer power-gain characteristic

$$
\begin{equation*}
G\left(\omega^{2}\right)=\left|\rho_{21}(j \omega)\right|^{2}=\frac{K_{n}}{1+\varepsilon^{2} C_{n}^{2}\left(\omega / \omega_{c}\right)} \tag{9.47}
\end{equation*}
$$

with $K_{n}$ bounded between 0 and 1. Following Equation 9.24, the squared magnitude of the input reflection coefficient can be written as

$$
\begin{equation*}
\left|\rho_{11}(j \omega)\right|^{2}=1-G\left(\omega^{2}\right)=1-\left|\rho_{21}(j \omega)\right|^{2}=\frac{1-K_{n}+\varepsilon^{2} C_{n}^{2}\left(\omega / \omega_{c}\right)}{1+\varepsilon^{2} C_{n}^{2}\left(\omega / \omega_{c}\right)} \tag{9.48}
\end{equation*}
$$

Appealing to analytic continuation, we obtain

$$
\begin{equation*}
\rho_{11}(s) \rho_{11}(-s)=\left(1-K_{n}\right) \frac{1+\hat{\varepsilon}^{2} C_{n}^{2}(-j y)}{1+\varepsilon^{2} C_{n}^{2}(-j y)} \tag{9.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\varepsilon}=\frac{\varepsilon}{\sqrt{1-K_{n}}} \tag{9.50}
\end{equation*}
$$

As in the Butterworth case, we assign LHS poles to $\rho_{11}(s)$ and the minimum-phase solution of Equation 9.49 becomes

$$
\begin{equation*}
\rho_{11}(s)= \pm \frac{\hat{p}(y)}{p(y)} \tag{9.51}
\end{equation*}
$$

where $p(y)$ and $\hat{p}(y)$ are the Hurwitz polynomials with unity leading coefficient formed by the LHS roots of the equations $1+\varepsilon^{2} C_{n}^{2}(-j y)=0$ and $1+\hat{\varepsilon}^{2} C_{n}^{2}(-j y)=0$, respectively. From Equation 9.1a, the input impedance of the LC ladder when the output port is terminated in $R_{2}$ is found to be

$$
\begin{equation*}
Z_{11}(s)=R_{1} \frac{p(y) \pm \hat{p}(y)}{p(y) \mp \hat{p}(y)} \tag{9.52}
\end{equation*}
$$

A relationship among the quantities $R_{1}, R_{2}$, and $K_{n}$ is given by

$$
\begin{align*}
\frac{R_{2}}{R_{1}} & =\left(\frac{1+\sqrt{1-K_{n}}}{1-\sqrt{1-K_{n}}}\right)^{ \pm 1}, n \text { odd }  \tag{9.53a}\\
& =\left(\frac{\sqrt{1+\varepsilon^{2}}+\sqrt{1+\varepsilon^{2}-K_{n}}}{\sqrt{1+\varepsilon^{2}}-\sqrt{1+\varepsilon^{2}-K_{n}}}\right)^{ \pm 1}, \quad n \text { even } \tag{9.53b}
\end{align*}
$$

where the $\pm$ signs are determined, respectively, according to $R_{2} \geq R_{1}$ and $R_{2} \leq R_{1}$. Therefore, if $n$ is odd and the DC gain is specified, the ratio of the terminating resistances is fixed by Equation 9.53a. On the other hand, if $n$ is even and the peak-to-peak ripple in the passband and $K_{n}$ or the DC gain is specified, the ratio of the resistances is given by Equation 9.53b.

We now show that the input impedance $Z_{11}(s)$ can be realized by an LC ladder terminated in a resistor. Again, explicit formulas for their element values will be given, thereby reducing the design problem to simple arithmetic. Depending upon the choice of the plus and minus signs in Equation 9.51, two cases are distinguished.

Case 1. $\rho_{11}(0) \geq 0$. With the choice of the plus sign, the input impedance becomes

$$
\begin{equation*}
Z_{11}(s)=R_{1} \frac{p(y)+\hat{p}(y)}{p(y)-\hat{p}(y)} \tag{9.54}
\end{equation*}
$$

which can be expanded in a continued fraction as in Equation 9.34. Depending on whether $n$ is odd or even, the corresponding LC ladder network has the configurations of Figure 9.2. The element values can be computed by the following recurrence formulas:

$$
\begin{gather*}
L_{1}=\frac{2 R_{1} \sin \pi / 2 n}{(\sinh a-\sinh \hat{a}) \dot{\omega}_{c}}  \tag{9.55}\\
L_{2 m-1} C_{2 m}=\frac{4 \sin \gamma_{4 m-3} \sin \gamma_{4 m-1}}{\omega_{c}^{2} f_{2 m-1}(\sinh a, \sinh \hat{a})}  \tag{9.56a}\\
L_{2 m+1} C_{2 m}=\frac{4 \sin \gamma_{4 m-1} \sin \gamma_{4 m+1}}{\omega_{c}^{2} f_{2 m}(\sinh a, \sinh \hat{a})} \tag{9.56b}
\end{gather*}
$$

for $m=1,2, \ldots,\lceil n / 2\rceil$, where

$$
\begin{gather*}
\gamma_{m}=\frac{m \pi}{2 n}  \tag{9.57a}\\
\hat{a}=\frac{1}{n} \sinh ^{-1}\left(\frac{\sqrt{1-K_{n}}}{\varepsilon}\right)  \tag{9.57b}\\
f_{m}(u, v)=u^{2}+v^{2}+\sin ^{2} \gamma_{2 m}-2 u v \cos \gamma_{2 m} \tag{9.57c}
\end{gather*}
$$

In addition, the values of the last elements can also be computed directly by the equations

$$
\begin{align*}
L_{n} & =\frac{2 R_{2} \sin \pi / 2 n}{(\sinh a+\sinh \hat{a}) \omega_{c}}, \quad n \text { odd }  \tag{9.58a}\\
C_{n} & =\frac{2 \sin \pi / 2 n}{R_{2}(\sinh a+\sinh \hat{a}) \omega_{c}}, \quad n \text { even } \tag{9.58b}
\end{align*}
$$

A formal proof of these formulas was first given by Takahasi [2]. Hence, we can calculate the element values starting from either the first or the last element.

## Example 9.2

Given

$$
\begin{equation*}
R_{1}=150 \Omega, \quad R_{2}=470 \Omega, \quad \omega_{c}=10^{8} \pi \mathrm{rad} / \mathrm{s}, \quad n=4 \tag{9.59}
\end{equation*}
$$

find a Chebyshev LC ladder network to meet these specifications with peak-to-peak ripple in the passband not exceeding 1.5 dB .

Since $R_{1}$ and $R_{2}$ are both specified, the minimum passband gain $G_{\min }$ is fixed by Equation 9.53 b as

$$
\begin{equation*}
G_{\min } \equiv \frac{K_{n}}{1+\varepsilon^{2}}=1-\left(\frac{\frac{470}{\frac{150}{470}-1}}{\frac{150}{}+1}\right)^{2}=0.7336 \tag{9.60}
\end{equation*}
$$

For the 1.5 dB ripple in the passband, the corresponding ripple factor is given by

$$
\begin{equation*}
\varepsilon=\sqrt{10^{0.15}-1}=0.64229 \tag{9.61}
\end{equation*}
$$

obtaining $K_{4}=1.036$, which is too large for the network to be physically realizable. Thus, let $K_{4}=1$, the maximum permissible value, and the corresponding ripple factor becomes

$$
\begin{equation*}
\varepsilon=\sqrt{\frac{1}{G_{\min }}-1}=\sqrt{\frac{1}{0.7336}-1}=0.6026 \quad \text { or } \quad 1.345 \mathrm{~dB} \leq 1.5 \mathrm{~dB} \tag{9.62}
\end{equation*}
$$

We next compute the quantities

$$
\begin{gather*}
\gamma_{m}=\frac{m \pi}{2 n}=22.5 m  \tag{9.63a}\\
a=\frac{1}{4} \sinh ^{-1} \frac{1}{0.6026}=0.32, \quad \hat{a}=0  \tag{9.63b}\\
f_{m}(\sinh 0.32,0)=\sinh ^{2} 0.32+\sin ^{2} \gamma_{2 m}=0.1059+\sin ^{2} \gamma_{2 m} \tag{9.63c}
\end{gather*}
$$

Appealing to formulas Equations 9.55 and 9.56, the element values are calculated as follows:

$$
\begin{equation*}
L_{1}=\frac{2 \times 150 \sin 22.5^{\circ}}{(\sinh 0.32-\sinh 0) \times 10^{8} \pi}=1.123 \mu \mathrm{H} \tag{9.64a}
\end{equation*}
$$

$$
\begin{align*}
& C_{2}=\frac{4 \sin 22.5^{\circ} \sin 67.5^{\circ}}{L_{1} 10^{16} \pi^{2}\left(\sinh ^{2} 0.32+\sin ^{2} 45^{\circ}\right)}=21.062 \mathrm{pF}  \tag{9.64b}\\
& L_{3}=\frac{4 \sin 67.5^{\circ} \sin 112.5^{\circ}}{C_{2} 10^{16} \pi^{2}\left(\sinh ^{2} 0.32+\sin ^{2} 90^{\circ}\right)}=1.485 \mu \mathrm{H}  \tag{9.64c}\\
& C_{4}=\frac{4 \sin 112.5^{\circ} \sin 157.5^{\circ}}{L_{3} 10^{16} \pi^{2}\left(\sinh ^{2} 0.32+\sin ^{2} 135^{\circ}\right)}=15.924 \mathrm{pF} \tag{9.64d}
\end{align*}
$$

Alternatively, the last capacitance can also be computed directly from Equation 9.58 b as

$$
\begin{equation*}
C_{4}=\frac{2 \sin 22.5^{\circ}}{470 \times(\sinh 0.32+\sinh 0) \times 10^{8} \pi}=15.925 \mathrm{pF} \tag{9.65}
\end{equation*}
$$

The LC ladder together with its terminations is presented in Figure 9.5.
Case 2. $\rho_{11}(0)<0$. With the choice of the minus sign in Equation 9.51, the input impedance, aside from the constant $R_{1}$, becomes the reciprocal of Equation 9.54

$$
\begin{equation*}
Z_{11}(s)=R_{1} \frac{p(y)-\hat{p}(y)}{p(y)+\hat{p}(y)} \tag{9.66}
\end{equation*}
$$

and can be expanded in a continued fraction as that shown in Equation 9.44. Depending on whether $n$ is even or odd, the LC ladder network has the configurations of Figure 9.4. Formulas for the element values are similar to those given in Equations 9.55 through 9.58 except that the roles of C's and L's are interchanged and $R_{1}$ and $R_{2}$ are replaced by their reciprocals:

$$
\begin{gather*}
C_{1}=\frac{2 \sin \pi / 2 n}{R_{1}(\sinh a-\sinh \hat{a}) \omega_{c}}  \tag{9.67a}\\
C_{2 m-1} L_{2 m}=\frac{4 \sin \gamma_{4 m-3} \sin \gamma_{4 m-1}}{\omega_{c}^{2} f_{2 m-1}(\sinh a, \sinh \hat{a})}  \tag{9.67b}\\
C_{2 m+1} L_{2 m}=\frac{4 \sin \gamma_{4 m-1} \sin \gamma_{4 m+1}}{\omega_{c}^{2} f_{2 m}(\sinh a, \sinh \hat{a})} \tag{9.67c}
\end{gather*}
$$



FIGURE 9.5 Fourth-order Chebyshev LC ladder network for $\rho_{11}(0) \geq 0$.
for $m=1,2, \ldots,\lceil n / 2\rceil$, where $\gamma_{m}$ and $f_{m}(\sinh a, \sinh \hat{a})$ are defined in Equation 9.57. In addition, the values of the last elements can also be computed directly by the formulas

$$
\begin{align*}
C_{n} & =\frac{2 \sin \pi / 2 n}{R_{2}(\sinh a+\sinh \hat{a}) \omega_{c}}, \quad n \text { odd }  \tag{9.68a}\\
L_{n} & =\frac{2 R_{2} \sin \pi / 2 n}{(\sinh a+\sinh \hat{a}) \omega_{c}}, \quad n \text { even } \tag{9.68b}
\end{align*}
$$
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### 10.1 Introduction

Refer to the network configuration of Figure 10.1 where the source is represented either by its Thévenin equivalent or by its Norton equivalent. The load impedance $z_{2}(s)$ is assumed to be strictly passive over a frequency band of interest, because the matching problem cannot be meaningfully defined if the load is purely reactive. Our objective is to design an "optimum" lossless two-port network or equalizer $N$ to match out the load impedance $z_{2}(s)$ to the resistive source impedance $z_{1}(s)=R_{1}$, and to achieve a preassigned transducer power-gain characteristic $G\left(\omega^{2}\right)$ over the entire sinusoidal frequency spectrum.

As stated in Chapter 9, the output reflection coefficient is given by

$$
\begin{equation*}
\rho_{22}(s)=\frac{Z_{22}(s)-z_{2}(-s)}{Z_{22}(s)+z_{2}(s)} \tag{10.1}
\end{equation*}
$$

where $Z_{22}(s)$ is the impedance looking into the output port when the input port is terminated in the source resistance $R_{1}$. As shown in Chapter 9, the transducer power gain $G\left(\omega^{2}\right)$ is related to the transmission and reflection coefficients by the equation

$$
\begin{equation*}
G\left(\omega^{2}\right)=\left|\rho_{21}(j \omega)\right|^{2}=\left|\rho_{12}(j \omega)\right|^{2}=1-\left|\rho_{11}(j \omega)\right|^{2}=1-\left|\rho_{22}(j \omega)\right|^{2} \tag{10.2}
\end{equation*}
$$

Recall that in computing $\rho_{11}(s)$ from $\rho_{11}(s) \rho_{11}(-s)$ we assign all of the LHS poles of $\rho_{11}(s) \rho_{11}(-s)$ to $\rho_{11}(s)$ because with resistive load $z_{2}(s)=R_{2}, \rho_{11}(s)$ is devoid of poles in the RHS. For the complex load, the poles of $\rho_{22}(s)$ include those of $z_{2}(-s)$, which may lie in the open RHS. As a result, the assignment of poles of $\rho_{22}(s) \rho_{22}(-s)$ is not unique. Furthermore, the nonanalyticity of $\rho_{22}(s)$ leaves much to be desired in terms of our ability to manipulate. For these reasons, we consider the normalized reflection coefficient defined by

$$
\begin{equation*}
\rho(s)=A(s) \rho_{22}(s)=A(s) \frac{Z_{22}(s)-z_{2}(-s)}{Z_{22}(s)+z_{2}(s)} \tag{10.3}
\end{equation*}
$$



FIGURE 10.1 Schematic of broadband matching.
where

$$
\begin{equation*}
A(s)=\prod_{i=1}^{q} \frac{s-s_{i}}{s+s_{i}}, \quad \operatorname{Re} s_{i}>0 \tag{10.4}
\end{equation*}
$$

is the real all-pass function defined by the open RHS poles $s_{i}(i=1,2, \ldots, q)$ of $z_{2}(-s)$. An all-pass function is a function whose zeros are all located in the open RHS and whose poles are located at the LHS mirror image of the zeros. Therefore, it is analytic in the closed RHS and such that

$$
\begin{equation*}
A(s) A(-s)=1 \tag{10.5}
\end{equation*}
$$

On the $j \omega$-axis, the magnitude of $A(j \omega)$ is unity, being flat for all sinusoidal frequencies, and we have

$$
\begin{equation*}
|\rho(j \omega)|=\left|A(j \omega) \rho_{22}(j \omega)\right|=\left|\rho_{22}(j \omega)\right| \tag{10.6}
\end{equation*}
$$

and Equation 10.2 becomes

$$
\begin{equation*}
G\left(\omega^{2}\right)=1-|\rho(j \omega)|^{2} \tag{10.7}
\end{equation*}
$$

This equation together with the normalized reflection coefficient $\rho(s)$ of Equation 10.3 forms the cornerstone of Youla's theory of broadband matching [1].

### 10.2 Basic Coefficient Constraints

In Chapter 8, we define the zeros of transmission for a terminate two-port network as the frequencies at which a zero output results for a finite input. We extend this concept by defining the zeros of transmission for a one-port impedance.

Definition 10.1: Zero of transmission. For a given impedance $z_{2}(s)$, a closed RHS zero of multiplicity $k$ of the function

$$
\begin{equation*}
w(s) \equiv \frac{r_{2}(s)}{z_{2}(s)} \tag{10.8}
\end{equation*}
$$

where $r_{2}(s)$ is the even part of $z_{2}(s)$, is called a zero of transmission of order $k$ of $z_{2}(s)$.


FIGURE 10.2 RC one-port network.

The reason for this name is that if we realize the impedance $z_{2}(s)$ as the input impedance of a lossless two-port network terminated in a $1-\Omega$ resistor, the magnitude squared of the transfer impedance function $Z_{12}(j \omega)$ between the $1-\Omega$ resistor and the input equals the real part of the input impedance,

$$
\begin{equation*}
\left|Z_{12}(j \omega)\right|^{2}=\operatorname{Re} z_{2}(j \omega)=r_{2}(j \omega) \tag{10.9}
\end{equation*}
$$

After appealing to analytic continuation by substituting $\omega$ by $-j s$, the zeros of $r_{2}(s)$ are seen to be the zeros of transmission of the lossless two-port.

Consider, for example, the RC impedance $z_{2}(s)$ of Figure 10.2,

$$
\begin{equation*}
z_{2}(s)=R_{1}+\frac{R_{2}}{R_{2} C s+1} \tag{10.10}
\end{equation*}
$$

the even part of which is given by

$$
\begin{equation*}
r_{2}(s)=\frac{1}{2}\left[z_{2}(s)+z_{2}(-s)\right]=\frac{R_{1}+R_{2}-R_{1} R_{2}^{2} C^{2} s^{2}}{1-R_{2}^{2} C^{2} s^{2}} \tag{10.11}
\end{equation*}
$$

obtaining

$$
\begin{equation*}
w(s)=\frac{r_{2}(s)}{z_{2}(s)}=\frac{R_{2} C s^{2}-\left(R_{1}+R_{2}\right) / R_{1} R_{2} C}{\left(R_{2} C s-1\right)\left[s+\left(R_{1}+R_{2}\right) / R_{1} R_{2} C\right]} \tag{10.12}
\end{equation*}
$$

Thus, the impedance $z_{2}(s)$ has a zero of transmission of order 1 located at

$$
\begin{equation*}
s=\sigma_{0}=\frac{1}{R_{2} C} \sqrt{1+\frac{R_{2}}{R_{1}}} \tag{10.13}
\end{equation*}
$$

For our purposes, the zeros of transmission are divided into four mutually exclusive classes.

Definition 10.2: Classification of zeros of transmission. Let $s_{0}=\sigma_{0}+j \omega_{0}$ be a zero of transmission of an impedance $z_{2}(s)$. Then $s_{0}$ belongs to one of the following four mutually exclusive classes depending on $\sigma_{0}$ and $z_{2}\left(s_{0}\right)$, as follows:

Class I: $\sigma_{0}>0$, which includes all the open RHS zeros of transmission.
Class II: $\sigma_{0}=0$ and $z_{2}\left(\omega_{0}\right)=0$.

Class III: $\sigma_{0}=0$ and $0<\left|z_{2}(j \omega 0)\right|<\infty$.
Class IV: $\sigma_{0}=0$ and $\left|z_{2}(j \omega 0)\right|=\infty$.
For the impedance $z_{2}(s)$ of Equation 10.10, its zero of transmission given in Equation 10.13 belongs to Class I of order 1. If $z_{2}(s)$ is the load of the network of Figure 10.1, it imposes the basic constraints on the normalized reflection coefficient $\rho(s)$. These constraints are important in that they are necessary and sufficient for $\rho(s)$ to be physically realizable, and are most conveniently formulated in terms of the coefficients of the Laurent series expansions of the following quantities about a zero of transmission $s_{0}=\sigma_{0}+j \omega_{0}$ of order $k$ of $z_{2}(s)$ :

$$
\begin{array}{r}
\rho(s)=\rho_{0}+\rho_{1}\left(s-s_{0}\right)+\rho_{2}\left(s-s_{0}\right)^{2}+\cdots=\sum_{m=0}^{\infty} \rho_{m}\left(s-s_{0}\right)^{m} \\
A(s)=A_{0}+A_{1}\left(s-s_{0}\right)+A_{2}\left(s-s_{0}\right)^{2}+\cdots=\sum_{m=0}^{\infty} A_{m}\left(s-s_{0}\right)^{m} \\
F(s) \equiv 2 r_{2}(s) A(s)=F_{0}+F_{1}\left(s-s_{0}\right)+F_{2}\left(s-s_{0}\right)^{2}+\cdots=\sum_{m=0}^{\infty} F_{m}\left(s-s_{0}\right)^{m} \tag{10.14c}
\end{array}
$$

We remark that the expansions of the Laurent type can be found by any method because it is unique, and the resulting expansion is the Laurent series expansion. For the zero of transmission at infinity, the expansions take the form

$$
\begin{align*}
& \rho(s)=\rho_{0}+\frac{\rho_{1}}{s}+\frac{\rho_{2}}{s^{2}}+\frac{\rho_{3}}{s^{3}}+\cdots=\sum_{m=0}^{\infty} \frac{\rho_{m}}{s^{m}}  \tag{10.15a}\\
& A(s)=A_{0}+\frac{A_{1}}{s}+\frac{A_{2}}{s^{2}}+\frac{A_{3}}{s^{3}}+\cdots=\sum_{m=0}^{\infty} \frac{A_{m}}{s^{m}}  \tag{10.15b}\\
& F(s)=F_{0}+\frac{F_{1}}{s}+\frac{F_{2}}{s^{2}}+\frac{F_{3}}{s^{3}}+\cdots=\sum_{m=0}^{\infty} \frac{F_{m}}{s^{m}} \tag{10.15c}
\end{align*}
$$

In fact, they can be obtained by means of the binomial expansion formula

$$
\begin{equation*}
(s+c)^{n}=s^{n}+n s^{n-1} c+\frac{n(n-1)}{2!} s^{n-2} c^{2}+\cdots \tag{10.16}
\end{equation*}
$$

which is valid for all values of $n$ if $|s|>|c|$, and is valid only for nonnegative integers $n$ if $|s| \leq|c|$.

## Example 10.1

Assume that the network of Figure 10.1 is terminated in the passive impedance

$$
\begin{equation*}
z_{2}(s)=\frac{s}{s^{2}+2 s+1} \tag{10.17}
\end{equation*}
$$

and possesses the transducer power-gain characteristic

$$
\begin{equation*}
G\left(\omega^{2}\right)=\frac{K \omega^{2}}{\omega^{4}-\omega^{2}+1}, \quad 0 \leq K \leq 1 \tag{10.18}
\end{equation*}
$$

We first compute the even part

$$
\begin{equation*}
r_{2}(s)=\frac{1}{2}\left[z_{2}(s)+z_{2}(-s)\right]=\frac{-2 s^{2}}{\left(s^{2}+2 s+1\right)\left(s^{2}-2 s+1\right)} \tag{10.19}
\end{equation*}
$$

of $z_{2}(s)$, and obtain the function

$$
\begin{equation*}
w(s)=\frac{r_{2}(s)}{z_{2}(s)}=\frac{-2 s}{s^{2}-2 s+1} \tag{10.20}
\end{equation*}
$$

showing that $z_{2}(s)$ possesses two Class II zeros of transmission at $s=0$ and $\infty$. Since the pole of $z_{2}(-s)$ is located at $s=1$ of order 2 , the all-pass function $A(s)$ takes the form

$$
\begin{equation*}
A(s)=\frac{s^{2}-2 s+1}{s^{2}+2 s+1} \tag{10.21}
\end{equation*}
$$

The other required functions are found to be

$$
\begin{gather*}
F(s)=2 A(s) r_{2}(s)=-\frac{4 s^{2}}{\left(s^{2}+2 s+1\right)^{2}}  \tag{10.22}\\
\rho(s) \rho(-s)=1-G\left(-s^{2}\right)=\frac{s^{4}+(1+K) s^{2}+1}{s^{4}+s^{2}+1} \tag{10.23}
\end{gather*}
$$

The minimum-phase solution of Equation 10.23 is determined as

$$
\begin{equation*}
\pm \hat{\rho}(s)=\frac{s^{2}+\sqrt{1-K} s+1}{s^{2}+s+1} \tag{10.24}
\end{equation*}
$$

Now, we expand the functions $A(s), F(s)$, and $\hat{\rho}(s)$ in Laurent series about the zeros of transmission at the origin and at infinity, and obtain

$$
\begin{gather*}
A(s)=1-4 s+\cdots=1-\frac{4}{s}+\cdots  \tag{10.25}\\
F(s)=0+0-4 s^{2}+\cdots=0+0-\frac{4}{s^{2}}+\cdots  \tag{10.26}\\
\pm \hat{\rho}(s)=1+(\sqrt{1-K}-1) s+\cdots=1+\frac{\sqrt{1-K}-1}{s}+\cdots \tag{10.27}
\end{gather*}
$$

In both expansions, we can make the following identifications:

$$
\begin{gather*}
A_{0}=1, \quad F_{0}=0, \quad \rho_{0}=1  \tag{10.28a}\\
A_{1}=-4, \quad F_{1}=0, \quad \rho_{1}=\sqrt{1-K}-1  \tag{10.28b}\\
F_{2}=-4 \tag{10.28c}
\end{gather*}
$$

### 10.2.1 Basic Coefficient Constraints on $\rho(S)$

The basic constraints imposed on the normalized reflection coefficient $\rho(s)$ by a load impedance $z_{2}(s)$ are most succinctly expressed in terms of the coefficients of the Laurent series expansions (Equation 10.14) of
the functions $\rho(s), A(s)$, and $F(s)$ about each zero of transmission $s_{0}=\sigma_{0}+j \omega_{0}$. Depending on the classification of the zero of transmission, one of the following four sets of coefficient conditions must be satisfied:

Class I: For $x=0,1,2, \ldots, k-1$

$$
\begin{equation*}
A_{x}=\rho_{x} \tag{10.29a}
\end{equation*}
$$

Class II: $A_{x}=\rho_{x}$ for $x=0,1,2, \ldots, k-1$, and

$$
\begin{equation*}
\frac{A_{k}-\rho_{k}}{F_{k+1}} \geq 0 \tag{10.29b}
\end{equation*}
$$

Class III: $A_{x}=\rho_{x}$ for $x=0,1,2, \ldots, k-2, k \geq 2$, and

$$
\begin{equation*}
\frac{A_{k-1}-\rho_{k-1}}{F_{k}} \geq 0 \tag{10.29c}
\end{equation*}
$$

Class IV: $A_{x}=\rho_{x}$ for $x=0,1,2, \ldots, k-1$, and

$$
\begin{equation*}
\frac{F_{k-1}}{A_{k}-\rho_{k}} \geq a_{-1}, \text { the residue of } z_{2}(s) \text { evaluated at the poles }=j \omega_{0} \tag{10.29d}
\end{equation*}
$$

To determine the normalized reflection coefficient $\rho(s)$ from a preassigned transducer power-gain characteristic $G\left(\omega^{2}\right)$, we appeal to Equation 10.7 and analytic continuation by replacing $\omega$ by $-j s$ and obtain

$$
\begin{equation*}
\rho(s) \rho(-s)=1-G\left(-s^{2}\right) \tag{10.30}
\end{equation*}
$$

Since the zeros and poles of $\rho(s) \rho(-s)$ must appear in quadrantal symmetry, being symmetric with respect to both the real and imaginary axes of the $s$-plane, and since $\rho(s)$ is analytic in the closed RHS, the open LHS poles of $\rho(s) \rho(-s)$ belong to $\rho(s)$ whereas those in the open RHS belong to $\rho(-s)$. For a lumped system, $\rho(s)$ is devoid of poles on the $j \omega$-axis. For the zeros, no unique ways are available to assign them. The only requirement is that the complex-conjugate pair of zeros must be assigned together. However, if we specify that $\rho(s)$ be made a minimum-phase function, then all the open LHS zeros of $\rho(s) \rho(-s)$ are assigned to $\rho(s)$. The $j \omega$-axis zeros of $\rho(s) \rho(-s)$ are of even multiplicity, and thus they are divided equally between $\rho(s)$ and $\rho(-s)$. Therefore, $\rho(s)$ is uniquely determined by the zeros and poles of $\rho(s) \rho(-s)$ only if $\rho(s)$ is required to be minimum-phase.

Let $\hat{\rho}(s)$ be the minimum-phase solution of Equation 10.30. Then, any solution of the form

$$
\begin{equation*}
\rho(s)= \pm \eta(s) \hat{\rho}(s) \tag{10.31}
\end{equation*}
$$

is admissible, where $\dot{\eta}(s)$ is an arbitrary real all-pass function possessing the property that

$$
\begin{equation*}
\eta(s) \eta(-s)=1 \tag{10.32}
\end{equation*}
$$

The significance of these coefficient constraints is that they are both necessary and sufficient for the physical realizability of $\rho(s)$, and is summarized in the following theorem. The proof of this result can be found in Ref. [2].

## THEOREM 10.1

Given a strictly passive impedance $z_{2}(s)$, the function defined by the equation

$$
\begin{equation*}
Z_{22}(s) \equiv \frac{F(s)}{A(s)-\rho(s)}-z_{2}(s) \tag{10.33}
\end{equation*}
$$

is positive real if and only if $|\rho(j \omega)| \leq 1$ for all $\omega$ and the coefficient conditions Equation 10.29 are satisfied.
The function $Z_{22}(s)$ defined in Equation 10.33 is actually the back-end impedance of a desired equalizer. To see this, we solve for $Z_{22}(s)$ in Equation 10.3 and obtain

$$
\begin{equation*}
Z_{22}(s)=\frac{A(s)\left[z_{2}(s)+z_{2}(-s)\right]}{A(s)-\rho(s)}-z_{2}(s)=\frac{F(s)}{A(s)-\rho(s)}-z_{2}(s) \tag{10.34}
\end{equation*}
$$

which is guaranteed to be positive real by Theorem 10.1. This impedance can be realized as the input impedance of a lossless two-port network terminated in a resistor. The removal of this resistor gives the desired matching network. An ideal transformer may be needed at the input port to compensate for the actual level of the generator resistance $R_{1}$.

## Example 10.2

Design a lossless matching network to equalize the load impedance

$$
\begin{equation*}
z_{2}(s)=\frac{s}{s^{2}+2 s+1} \tag{10.35}
\end{equation*}
$$

to a resistive generator of internal resistance of $0.5 \Omega$ and to achieve the transducer power-gain characteristic

$$
\begin{equation*}
G\left(\omega^{2}\right)=\frac{K \omega^{2}}{\omega^{4}-\omega^{2}+1}, \quad 0 \leq K \leq 1 \tag{10.36}
\end{equation*}
$$

From Example 10.1, the load possesses two Class II zeros of transmission of order 1 at $s=0$ and $s=\infty$. The coefficients of the Laurent series expansions of the functions $A(s), F(s)$, and $\rho(s)$ about the zeros of transmission at $s=0$ and $s=\infty$ were computed in Example 10.1 as

$$
\begin{gather*}
A_{0}=1, \quad F_{0}=0, \quad \rho_{0}=1  \tag{10.37a}\\
A_{1}=-4, \quad F_{1}=0, \quad \rho_{1}=\sqrt{1-K}-1  \tag{10.37b}\\
F_{2}=-4 \tag{10.37c}
\end{gather*}
$$

The coefficient constraints (Equation 10.29b) for the Class II zeros of transmission of order 1 become

$$
\begin{equation*}
A_{0}=\rho_{0}, \quad \frac{A_{1}-\rho_{1}}{F_{2}} \geq 0 \tag{10.38}
\end{equation*}
$$

Clearly, the first condition is always satisfied. To meet the second requirement, we set

$$
\begin{equation*}
\frac{-4-(\sqrt{1-K}-1)}{-4} \geq 0 \tag{10.39}
\end{equation*}
$$

or $0 \leq K \leq 1$, showing that the maximum realizable $K$ is 1 . For our purposes, set $K=1$ and choose the plus sign in Equation 10.24. From Equation 10.34, the equalizer back-end impedance is computed as


FIGURE 10.3 Equalizer having transducer power-gain characteristics Equation 10.36.

$$
\begin{align*}
Z_{22}(s) & =\frac{F(s)}{A(s)-\hat{\rho}(s)}-z_{2}(s)=\frac{\frac{-4 s^{2}}{\left(s^{2}+2 s+1\right)^{2}}}{\frac{s^{2}-s+2 s+1}{s^{2}+2 s+1}-\frac{s^{2}+1}{s^{2}+s+1}}-\frac{s}{s^{2}+2 s+1} \\
& =\frac{s}{3 s^{2}+2 s+3} \tag{10.40}
\end{align*}
$$

This impedance can be realized as the input impedance of the parallel connection of an inductor $L=1 / 3 \mathrm{H}$, a capacitor $C=3 \mathrm{~F}$, and a resistor $R=0.5 \Omega$. The resulting equalizer together with the load is presented in Figure 10.3.

### 10.3 Design Procedure

We now outline an eight-step procedure for the design of an optimum lossless matching network that equalizes a frequency-dependent load impedance $z_{2}(s)$ to a resistive generator of internal resistance $R_{1}$ and achieves a preassigned transducer power-gain characteristic $G\left(\omega^{2}\right)$ over the entire sinusoidal frequency spectrum.

Step 1. From a preassigned transducer power-gain characteristic $G\left(\omega^{2}\right)$, verify that $G\left(\omega^{2}\right)$ is an even rational real function and satisfies the inequality

$$
\begin{equation*}
0 \leq G\left(\omega^{2}\right) \leq 1 \quad \text { for all } \omega \tag{10.41}
\end{equation*}
$$

The gain level is usually not specified to allow some flexibility.
Step 2. From a prescribed strictly passive load impedance $z_{2}(s)$, compute

$$
\begin{gather*}
r_{2}(s) \equiv \operatorname{Ev} z_{2}(s)=\frac{1}{2}\left[z_{2}(s)+z_{2}(-s)\right]  \tag{10.42}\\
A(s)=\prod_{i=1}^{q} \frac{s-s_{i}}{s+s_{i}}, \quad \operatorname{Re} s_{i}>0 \tag{10.43}
\end{gather*}
$$

where $s_{i}(i=1,2, \ldots, q)$ are the open RHS poles of $z_{2}(-s)$, and

$$
\begin{equation*}
F(s)=2 A(s) r_{2}(s) \tag{10.44}
\end{equation*}
$$

Step 3. Determine the locations and the orders of the zeros of transmission of $z_{2}(s)$, which are defined as the closed RHS zeros of the function

$$
\begin{equation*}
w(s)=\frac{r_{2}(s)}{z_{2}(s)} \tag{10.45}
\end{equation*}
$$

and divide them into respective classes according to Definition 10.2.
Step 4. Perform the unique factorization of the function

$$
\begin{equation*}
\hat{\rho}(s) \hat{\rho}(-s)=1-G\left(-s^{2}\right) \tag{10.46}
\end{equation*}
$$

in which the numerator of the minimum-phase solution $\hat{\rho}(s)$ is a Hurwitz polynomial and the denominator $\hat{\rho}(s)$ is a strictly Hurwitz polynomial.
Step 5. Obtain the Laurent series expansions of the functions $A(s), F(s)$, and $\hat{\rho}(s)$ about each zero of transmission $s_{0}$ of $z_{2}(s)$, as follows:

$$
\begin{align*}
& A(s)=\sum_{m=0}^{\infty} A_{m}\left(s-s_{0}\right)^{m}  \tag{10.47a}\\
& F(s)=\sum_{m=0}^{\infty} F_{m}\left(s-s_{0}\right)^{m}  \tag{10.47b}\\
& \hat{\rho}(s)=\sum_{m=0}^{\infty} \rho_{m}\left(s-s_{0}\right)^{m} \tag{10.47c}
\end{align*}
$$

They may be obtained by any available methods.
Step 6. According to the classes of zeros of transmission, list the basic constraints (Equation 10.29) imposed on the coefficients of Equation 10.47. The gain level is ascertained from these constraints. If not all the constraints are satisfied, consider the more general solution

$$
\begin{equation*}
\rho(s)= \pm \eta(s) \hat{\rho}(s) \tag{10.48}
\end{equation*}
$$

where $\eta(s)$ is an arbitrary real all-pass function. Then repeat Step 5 for $\rho(s)$, starting with lowerorder $\dot{\eta}(s)$. If the constraints still cannot be satisfied, modify the preassigned transducer powergain characteristics $G\left(\omega^{2}\right)$. Otherwise, no match exists.
Step 7. Having successfully carried out Step 6, the equalizer back-end impedance is determined by the equation

$$
\begin{equation*}
Z_{22}(s) \equiv \frac{F(s)}{A(s)-\rho(s)}-z_{2}(s) \tag{10.49}
\end{equation*}
$$

where $\rho(s)$ may be $\hat{\rho}(s)$ and $Z_{22}(s)$ is guaranteed to be positive real.
Step 8. Realize $Z_{22}(s)$ as the input impedance of a lossless two-port network terminated in a resistor. An ideal transformer may be required at the input port to compensate for the actual level of the generator resistance $R_{1}$. This completes the design of an equalizer.

## Example 10.3

Design a lossless matching network to equalize the RLC load as shown in Figure 10.4 to a resistive generator and to achieve the fifth-order Butterworth transducer power-gain characteristic with a maximal DC gain. The cutoff frequency is $10^{8} \mathrm{rad} / \mathrm{s}$.


FIGURE 10.4 Broadband matching of an RLC load to a resistive generator.

To simplify the computation, we magnitude-scale the network by a factor of $10^{-2}$ and frequency-scale it by a factor of $10^{-8}$. Thus, $s$ denotes the normalized complex frequency and $\omega$ the normalized real frequency. The load impedance becomes

$$
\begin{equation*}
z_{2}(s)=\frac{s^{2}+s+1}{s+1} \tag{10.50}
\end{equation*}
$$

We now follow the eight steps outlined below to design a lossless equalizer to meet the desired specifications.

Step 1. The fifth-order Butterworth transducer power-gain characteristic is given by

$$
\begin{equation*}
G\left(\omega^{2}\right)=\frac{K_{5}}{1+\omega^{10}}, \quad 0 \leq K_{5} \leq 1 \tag{10.51}
\end{equation*}
$$

Our objective is to maximize the DC gain $K_{5}$.
Step 2. From the load impedance $z_{2}(s)$, we compute the functions

$$
\begin{gather*}
r_{2}(s)=\frac{1}{2}\left[z_{2}(s)+z_{2}(-s)\right]=\frac{1}{1-s^{2}}  \tag{10.52}\\
A(s)=\frac{s-1}{s+1} \tag{10.53}
\end{gather*}
$$

where $s=1$ is the open RHS pole of $z_{2}(-s)$, and

$$
\begin{equation*}
F(s)=2 A(s) r_{2}(s)=\frac{-2}{(s+1)^{2}} \tag{10.54}
\end{equation*}
$$

Step 3. The zeros of transmission $z_{2}(s)$ are defined by the closed RHS zero of the function.

$$
\begin{equation*}
w(s)=\frac{r_{2}(s)}{z_{2}(s)}=\frac{1}{\left(s^{2}+s+1\right)(1-s)} \tag{10.55}
\end{equation*}
$$

indicating that $s=\infty$ is a Class IV zero of transmission of order 3.
Step 4. Substituting Equation 10.51 in Equation 10.46 with -js replacing $\omega$ gives

$$
\begin{equation*}
\rho(s) \rho(-s)=1-G\left(-s^{2}\right)=1-\frac{K_{5}}{1-s^{10}}=\alpha^{10} \frac{1-x^{10}}{1-s^{10}} \tag{10.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\left(1-K_{5}\right)^{1 / 10}, \quad x=\frac{s}{\alpha} \tag{10.57}
\end{equation*}
$$

The minimum-phase solution of Equation 10.56 is found to be

$$
\begin{equation*}
\hat{\rho}(s)=\frac{s^{5}+3.23607 \alpha s^{4}+5.23607 \alpha^{2} s^{3}+5.23607 \alpha^{3} s^{2}+3.23607 \alpha^{4} s+\alpha^{5}}{s^{5}+3.23607 s^{4}+5.23607 s^{3}+5.23607 s^{2}+3.23607 s+1} \tag{10.58}
\end{equation*}
$$

The maximum attainable DC gain will be ascertained later from the coefficient conditions.
Step 5. The Laurent series expansions of the functions $A(s), F(s)$, and $\hat{\boldsymbol{\rho}}(s)$ about the zero of transmission $s_{0}=\infty$ of $z_{2}(s)$ are obtained as follows:

$$
\begin{align*}
A(s)= & \frac{s-1}{s+1}=1-\frac{2}{s}+\frac{2}{s^{2}}-\frac{2}{s^{3}}+\cdots  \tag{10.59a}\\
F(s)= & \frac{-2}{(s+1)^{2}}=0+0-\frac{2}{s^{2}}+\frac{4}{s^{3}}+\cdots  \tag{10.59b}\\
\hat{\rho}(s)= & 1+\frac{3.23607(\alpha-1)}{s}+\frac{5.23607(\alpha-1)^{2}}{s^{2}} \\
& +\frac{5.23607\left(\alpha^{3}-3.23607 \alpha^{2}+3.23607 \alpha-1\right)}{s^{3}}+\cdots \tag{10.59c}
\end{align*}
$$

Step 6. For a Class IV zero of transmission of order 3, the coefficient conditions are, from Equation $10.29 d$ with $k=3$,

$$
\begin{align*}
& A_{m}=\rho_{m}, \quad m=0,1,2  \tag{10.60a}\\
& \frac{F_{2}}{A_{3}-\rho_{3}} \geq a_{-1}(\infty)=1 \tag{10.60b}
\end{align*}
$$

where $a_{-1}(\infty)$ is the residue of $z_{2}(s)$ evaluated at the pole $s=\infty$, which is also the zero of transmission of $z_{2}(s)$. Substituting the coefficients of Equation 10.59 in Equation 10.60 yields the constraints imposed on $K_{5}$ as

$$
\begin{align*}
& A_{0}=1=\rho_{0}  \tag{10.61a}\\
& A_{1}=-2=\rho_{1}=3.23607(\alpha-1)  \tag{10.61b}\\
& A_{2}=2=\rho_{2}=5.23607(\alpha-1)^{2} \tag{10.61c}
\end{align*}
$$

yielding $\alpha=0.3819664$, and

$$
\begin{align*}
& \frac{F_{2}}{A_{3}-p_{3}}=\frac{-2}{-2-5.23607\left(\alpha^{3}-3.23607 \alpha^{2}+3.23607 \alpha-1\right)}  \tag{10.62}\\
& \geq a_{-1}(\infty)=1
\end{align*}
$$

This inequality is satisfied for $\alpha=0.3819664$. Hence, we choose $\alpha=0.3819664$ and obtain from Equation 10.57 the maximum realizable DC gain $K_{5}$ as

$$
\begin{equation*}
K_{5}=1-\alpha^{10}=0.99993 \tag{10.63}
\end{equation*}
$$
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With this value of $K_{5}$, the minimum-phase reflection coefficient becomes

$$
\begin{equation*}
\hat{p}(s)=\frac{s^{5}+1.23607 s^{4}+0.76393 s^{3}+0.2918 s^{2}+0.068884 s+0.0081307}{s^{5}+3.23607 s^{4}+5.23607 s^{3}+5.23607 s^{2}+3.23607 s+1} \tag{10.64}
\end{equation*}
$$

Step 7. The equalizer back-end impedance is determined by

$$
\begin{align*}
Z_{22}(s) & \equiv \frac{F(s)}{A(s)-\hat{\rho}(s)}-Z_{2}(s)=\frac{\frac{-2}{(s+1)^{2}}}{\frac{s-1}{s+1}-\hat{\rho}(s)}-\frac{s^{2}+s+1}{s+1} \\
& =\frac{0.94427 s^{4}+2.1115 s^{3}+2.6312 s^{2}+2.1591 s+0.9919}{1.0557 s^{3}+2.3607 s^{2}+2.3131 s+1.0081} \tag{10.65}
\end{align*}
$$

Step 8. Expanding $Z_{22}(s)$ in a continued fraction results in

$$
\begin{equation*}
Z_{22}(s)=0.894 s+\frac{1}{1.88 s+\frac{1}{1.25 s+\frac{1}{0.455 s+\frac{1}{0.984}}}} \tag{10.66}
\end{equation*}
$$

which can be identified as an LC ladder network terminated in a resistor. Denormalizing the element values with regard to magnitude-scaling by a factor of 100 and frequency-scaling by a factor $10^{8}$ gives the final design of the equalizer of Figure 10.5.

## Example 10.4

Design a lossless equalizer to match the load

$$
\begin{equation*}
z_{2}(s)=\frac{s^{2}+9 s+8}{s^{2}+2 s+2} \tag{10.67}
\end{equation*}
$$

to a resistive generator and to achieve the largest flat transducer power gain over the entire sinusoidal frequency spectrum.

Step 1. For truly-flat transducer power gain, let

$$
\begin{equation*}
G\left(\omega^{2}\right)=K, \quad 0 \leq K \leq 1 \tag{10.68}
\end{equation*}
$$

Step 2. The following functions are computed from $z_{2}(s)$ :

$$
\begin{gather*}
r_{2}(s) \frac{\left(s^{2}-4\right)^{2}}{\left(s^{2}+2 s+2\right)\left(s^{2}-2 s+2\right)}  \tag{10.69a}\\
A(s)=\frac{s^{2}-2 s+2}{s^{2}+2 s+2}  \tag{10.69b}\\
F(s)=\frac{2\left(s^{4}-8 s^{2}+16\right)}{\left(s^{2}+2 s+2\right)^{2}} \tag{10.69c}
\end{gather*}
$$

Step 3. Since

$$
\begin{equation*}
w(s)=\frac{r_{2}(s)}{z_{2}(s)}=\frac{\left(s^{2}-4\right)^{2}}{\left(s^{2}-2 s+2\right)\left(s^{2}+9 s+8\right)} \tag{10.70}
\end{equation*}
$$

the load impedance $z_{2}(s)$ possesses a Class I zero of transmission of order 2 at $s=2$.
Step 4. Substituting Equation 10.68 in Equation 10.46 yields

$$
\begin{equation*}
\rho(s) \boldsymbol{\rho}(-s)=1-K \tag{10.71a}
\end{equation*}
$$

the minimum-phase solution of which is found to be

$$
\begin{equation*}
\hat{\boldsymbol{\rho}}(s)= \pm \sqrt{1-K} \tag{10.71b}
\end{equation*}
$$

Step 5. For a Class I zero of transmission of order 2, the coefficient conditions (Equation 10.29a) become

$$
\begin{gather*}
A(2)=\hat{\boldsymbol{\rho}}(2)  \tag{10.72a}\\
A_{1}=\left.\frac{\mathrm{d} A(s)}{\mathrm{d} s}\right|_{s=2}=\boldsymbol{\rho}_{1}=\left.\frac{\mathrm{d} \boldsymbol{\rho}(s)}{\mathrm{d} s}\right|_{s=2} \tag{10.72b}
\end{gather*}
$$

The Laurent series expansions of the functions $A(s), F(s)$, and $\hat{\rho}(s)$ about the zero of transmission at $s=2$ are not needed.
Step 6. Substituting Equations 10.69b and 10.71b in Equation 10.72 gives

$$
\begin{align*}
& A_{0}=A(2)=0.2=\rho_{0}= \pm \sqrt{1-K}  \tag{10.73a}\\
& A_{1}=\left.\frac{\mathrm{d} A(s)}{\mathrm{d} s}\right|_{s=2}=0.08 \neq \rho_{1}=0 \tag{10.73b}
\end{align*}
$$

Since the coefficient conditions cannot all be satisfied without the insertion of a real all-pass function, let

$$
\begin{equation*}
\rho(s)=\eta(s) \hat{\rho}(s)=\frac{s-\sigma_{1}}{s+\sigma_{1}} \hat{\rho}(s) \tag{10.74}
\end{equation*}
$$

Using this $\rho(\mathrm{s})$ in Equation 10.72 results in the new constraints.

$$
\begin{align*}
& A_{0}=0.2=\rho_{0}= \pm \frac{2-\sigma_{1}}{2+\sigma_{1}} \sqrt{1-K}  \tag{10.75a}\\
& A_{1}=0.08=\rho_{1}= \pm \frac{2 \sigma_{1} \sqrt{1-K}}{\left(2+\sigma_{1}\right)^{2}} \tag{10.75b}
\end{align*}
$$



FIGURE 10.6 Lossless equalizer having a truly flat transducer power gain.
which can be combined to yield

$$
\begin{equation*}
\boldsymbol{\sigma}_{1}^{2}+5 \boldsymbol{\sigma}_{1}-4=0 \tag{10.76}
\end{equation*}
$$

obtaining $\sigma_{1}=0.70156$ or -5.7016 . Choosing $\sigma_{1}=0.70156$ and the plus sign for $\rho(\mathrm{s})$, the maximum permissible flat transducer power gain is found to be

$$
\begin{equation*}
K_{\max }=0.82684 \tag{10.77}
\end{equation*}
$$

Step 7. The equalizer back-end impedance is determined as

$$
\begin{equation*}
Z_{22}(s) \equiv \frac{F(s)}{A(s)-\rho(s)}-Z_{2}(s)=\frac{1.4161 s+0.8192}{0.58388 s+0.49675} \tag{10.78}
\end{equation*}
$$

Step 8. The positive-real impedance $Z_{22}(s)$ can be realized as the input impedance of a lossless twoport network terminated in a resistor. The overall network is presented in Figure 10.6.

### 10.4 Explicit Formulas for the RLC Load

In many practical cases, the source can usually be represented by an ideal voltage source in series with a pure resistor, which may be the Thévenin equivalent of some other network, and the load is composed of the parallel combination of a resistor and a capacitor and then in series with an inductor, as shown in Figure 10.7, which may include the parasitic effects of a physical device. The problem is to match out this load and source over a preassigned frequency band to within a given tolerance, and to achieve a prescribed transducer power-gain characteristic $G\left(\omega^{2}\right)$. In the case that $G\left(\omega^{2}\right)$ is of Butterworth or Chebyshev type of response, explicit formulas for the design of such optimum matching networks for any RLC load of the type shown in Figure 10.7 are available, thereby avoiding the necessity of applying the coefficient constraints and solving the nonlinear equations for selecting the optimum design parameters. As a result, we reduce the design of these equalizers to simple arithmetic.

### 10.4.1 Butterworth Networks

Refer to Figure 10.7. We wish to match out the load impedance

$$
\begin{equation*}
z_{2}(s)=L s+\frac{R}{R C s+1} \tag{10.79}
\end{equation*}
$$



FIGURE 10.7 Broadband matching of an RLC load to a resistive source.
to a resistive generator and to achieve the $n$ th-order Butterworth transducer power-gain characteristic

$$
\begin{equation*}
G\left(\omega^{2}\right)=\frac{K_{n}}{1+\left(\omega / \omega_{c}\right)^{2 n}}, \quad 0 \leq K_{n} \leq 1 \tag{10.80}
\end{equation*}
$$

with maximum attainable DC gain $K_{n}$, where $\omega_{c}$ is the 3 dB bandwidth or the radian cutoff frequency.
The even part $r_{2}(s)$ of $z_{2}(s)$ is found to be

$$
\begin{equation*}
r_{2}(s)=\frac{-R}{R^{2} C^{2} s^{2}-1} \tag{10.81}
\end{equation*}
$$

Since $z_{2}(-s)$ has an open RHS pole at $s=1 / R C$, the all-pass real function defined by this pole is given by

$$
\begin{equation*}
A(s)=\frac{s-1 / R C}{s+1 / R C}=\frac{R C s-1}{R C s+1} \tag{10.82}
\end{equation*}
$$

yielding

$$
\begin{equation*}
F(s)=2 A(s) r_{2}(s)=\frac{-2 R}{(R C s+1)^{2}} \tag{10.83}
\end{equation*}
$$

We next replace $\omega$ by $-j s$ in Equation 10.80 and substitute the resulting equation in Equation 10.46 to obtain

$$
\begin{equation*}
\rho(s) \rho(-s)=\alpha^{2 n} \frac{1+(-1)^{n} x^{2 n}}{1+(-1)^{n} y^{2 n}} \tag{10.84}
\end{equation*}
$$

where

$$
\begin{align*}
y & =\frac{s}{\omega_{c}}, \quad x=\frac{y}{\alpha}  \tag{10.85a}\\
\alpha & =\left(1-K_{n}\right)^{1 / 2 n} \tag{10.85b}
\end{align*}
$$

As previously shown in Equation 9.29, the minimum-phase solution $\hat{\rho}(s)$ of Equation 10.84 is found to be

$$
\begin{equation*}
\hat{\rho}(s)=\alpha^{n} \frac{q(x)}{q(y)} \tag{10.86}
\end{equation*}
$$

For our purposes, we consider the more general solution

$$
\begin{equation*}
\rho(s)= \pm \eta(s) \hat{\rho}(s) \tag{10.87}
\end{equation*}
$$

where $\dot{\eta}(s)$ is an arbitrary first-order real all-pass function of the form

$$
\begin{equation*}
\eta(s)=\frac{s-\sigma_{1}}{s+\sigma_{1}}, \quad \sigma_{1} \geq 0 \tag{10.88}
\end{equation*}
$$

Since the load impedance $z_{2}(s)$ possesses a Class IV zero of transmission at infinity of order 3, the coefficient constraints become

$$
\begin{gather*}
A_{m}=\rho_{m}, \quad m=0,1,2  \tag{10.89a}\\
L_{a} \equiv \frac{F_{2}}{A_{3}-\rho_{3}} \geq L \tag{10.89b}
\end{gather*}
$$

After substituting the coefficients $F_{2}, A_{3}$, and $\rho_{3}$ from the Laurent series expansions of $F(s), A(s)$, and $\rho(s)$ in Equation 10.89b, Equation 10.89a can all be satisfied by requiring that the DC gain be

$$
\begin{equation*}
K_{n}=1-\left[1-\frac{2\left(1-R C \sigma_{1}\right) \sin \gamma_{1}}{R C \omega_{c}}\right]^{2 n} \tag{10.90}
\end{equation*}
$$

where $\gamma_{m}$ is defined in Equation 9.37, and after considerable mathematical manipulations the constraint (Equation 10.89b) becomes

$$
\begin{equation*}
L_{a}=\frac{4 R \sin \gamma_{1} \sin \gamma_{3}}{\left(1-R C \sigma_{1}\right)\left[R C \omega_{c}^{2}\left(\alpha^{2}-2 \alpha \cos \gamma_{2}+1\right)+4 \sigma_{1} \sin \gamma_{1} \sin \gamma_{3}\right]} \geq L \tag{10.91}
\end{equation*}
$$

The details of these derivations can be found in Ref. [3]. Thus, with $K_{n}$ as specified in Equation 10.90, a match is possible if and only if the series inductance $L$ does not exceed a critical inductance $L_{a}$. To show that any RLC load can be matched, we must demonstrate that there exists a nonnegative real $\sigma_{1}$ such that $L_{a}$ can be made at least as large as the given inductance $L$ and satisfies the constraint (Equation 10.90) with $0 \leq K_{n} \leq 1$. To this end, four cases are distinguished. Let

$$
\begin{align*}
& L_{a 1}=\frac{R^{2} C \omega_{c} \sin \gamma_{3}}{\left[\left(R C \omega_{c}-\sin \gamma_{1}\right)^{2}+\cos ^{2} \gamma_{1}\right] \omega_{c} \sin \gamma_{1}}>0  \tag{10.92}\\
& L_{a 2}=\frac{8 R \sin ^{2} \gamma_{1} \sin \gamma_{3}}{\left[\left(R C \omega_{c}-\sin \gamma_{3}\right)^{2}+\left(1+4 \sin ^{2} \gamma_{1}\right) \sin \gamma_{1} \sin \gamma_{3}\right] \omega_{c}}>0 \tag{10.93}
\end{align*}
$$

Case 1. $R C \omega_{c} \geq 2 \sin \gamma_{1}$ and $L_{a 1} \geq L$. Under this situation, $\sigma_{1}=0$ and the maximum attainable $K_{n}$ is given by Equation 10.90 . The equalizer back-end impedance $Z_{22}(s)$ can be expanded in a continued fraction as

$$
\begin{equation*}
Z_{22}(s)=\left(L_{a 1}-L\right) s+\frac{1}{C_{2} s+\frac{1}{L_{3} s+\frac{1}{\ddots+\frac{1}{w}}}} \tag{10.94}
\end{equation*}
$$

where
$W$ is a constant representing either a resistance or a conductance, and

$$
\begin{gather*}
L_{1}=L_{a 1}  \tag{10.95a}\\
C_{2 m} L_{2 m-1}=\frac{4 \sin \gamma_{4 m-1} \sin \gamma_{4 m+1}}{\omega_{c}^{2}\left(1-2 \alpha \cos \gamma_{4 m}+\alpha^{2}\right)}, \quad m \leq \frac{1}{2}(n-1)  \tag{10.95b}\\
C_{2 m} L_{2 m+1}=\frac{4 \sin \gamma_{4 m+1} \sin \gamma_{4 m+3}}{\omega_{c}^{2}\left(1-2 \alpha \cos \gamma_{4 m+2}+\alpha^{2}\right)}, \quad m<\frac{1}{2}(n-1) \tag{10.95c}
\end{gather*}
$$

where $m=1,2, \ldots,\left\lceil\frac{1}{2}(n-1)\right\rceil, n>1$. In addition, the final reactive element can also be computed directly by the formulas

$$
\begin{align*}
C_{n-1} & =\frac{2\left(1+\alpha^{n}\right) \sin \gamma_{1}}{R\left(1-\alpha^{n}\right)(1+\alpha) \omega_{c}}, \quad n \text { odd }  \tag{10.96a}\\
L_{n-1} & =\frac{2 \mathrm{R}\left(1-\alpha^{n}\right) \sin \gamma_{1}}{\left(1+\alpha^{n}\right)(1+\alpha) \omega_{c}}, \quad n \text { even } \tag{10.96b}
\end{align*}
$$

Equation 10.94 can be identified as an LC ladder terminated in a resistor, as depicted in Figure 10.8. The terminating resistance is determined by

$$
\begin{equation*}
R_{22}=R \frac{1-\alpha^{n}}{1+\alpha^{n}} \tag{10.97}
\end{equation*}
$$


(a) $n$ odd

(b) $n$ even

FIGURE $10.8 \quad n$ th-order Butterworth ladder network $N$.

Case 2. $R C \omega_{c} \geq 2 \sin \gamma_{1}$ and $L_{a 1}<L$. Under this situation, $\sigma_{1}$ is nonzero and can be determined by the formula

$$
\begin{equation*}
\sigma_{1}=\frac{1}{R C}\left(1+2 \sqrt{p} \sinh \frac{\varphi}{3}-\frac{2 R C \omega_{c} \sin ^{2} \gamma_{1}+\sin \gamma_{3}}{3 \sin \gamma_{1}}\right) \tag{10.98}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathrm{p}=\frac{\left(R C \omega_{c}-2 \sin \gamma_{1}\right)^{2} \sin \gamma_{3}}{9 \sin \gamma_{1}}>0  \tag{10.99a}\\
w=\frac{\left(2 R C \omega_{c} \sin ^{2} \gamma_{1}+\sin \gamma_{3}\right)}{54 \sin ^{3} \gamma_{1}}\left[3\left(R C \omega_{c}-2 \sin \gamma_{1}\right)^{2} \sin \gamma_{1} \sin \gamma_{3}\right. \\
\left.+\left(2 R C \omega_{c} \sin ^{2} \gamma_{1}+\sin \gamma_{3}\right)^{2}\right]-\frac{R^{2} C \sin \gamma_{3}}{2 L \sin \gamma_{1}}  \tag{10.99b}\\
\varphi=\sinh ^{-1} \frac{w}{(\sqrt{p})^{3}} \tag{10.99c}
\end{gather*}
$$

Using this value of $\sigma_{1}$, the DC gain $K_{n}$ is computed by Equation 10.90.
Case 3. $R C \omega_{c}<2 \sin \gamma_{1}$ and $L_{a 2} \geq L$. Then, we have

$$
\begin{gather*}
K_{n}=1  \tag{10.100a}\\
\sigma_{1}=\frac{1}{R C}\left(1-\frac{R C \omega_{c}}{2 \sin \gamma_{1}}\right)>0 \tag{10.100b}
\end{gather*}
$$

Case 4. $R C \omega_{c}<2 \sin \gamma_{1}$ and $L_{a 2}<L$. Then the desired value of $\sigma_{1}$ can be computed by Equation 10.98. Using this value of $\sigma_{1}$, the DC gain $K_{n}$ is computed by Equation 10.90.

## Example 10.5

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=100 \mathrm{pF}, \quad L=0.5 \mu \mathrm{~F}  \tag{10.101a}\\
n=6, \quad \omega_{C}=10^{8} \mathrm{rad} / \mathrm{s} \tag{10.101b}
\end{gather*}
$$

From Equation 10.92, we first compute

$$
\begin{equation*}
L_{a 1}=\frac{100 \sin 45^{\circ}}{\left[\left(1-\sin 15^{\circ}\right)^{2}+\cos ^{2} 15^{\circ}\right] \times 10^{8} \sin 15^{\circ}}=1.84304 \mu \mathrm{H} \tag{10.102}
\end{equation*}
$$

Since $L_{a 1}>L$ and

$$
\begin{equation*}
R C \omega_{c}=1>2 \sin 15^{\circ}=0.517638 \tag{10.103}
\end{equation*}
$$

Case 1 applies and the matching network can be realized as an LC ladder terminating in a resistor as shown in Figure 10.8b. With $\sigma_{1}=0$, the maximum attainable $D C$ gain $K_{6}$ is from Equation 10.90

$$
\begin{equation*}
K_{6}=1-\left(1-\frac{2 \sin 15^{\circ}}{R C \omega_{c}}\right)^{12}=0.999841 \tag{10.104}
\end{equation*}
$$

giving from Equation 10.85b

$$
\begin{equation*}
\alpha=\left(1-K_{6}\right)^{1 / 12}=0.482362 \tag{10.105}
\end{equation*}
$$

Applying Equation 10.95 yields the element values of the LC ladder network, as follows:

$$
\begin{align*}
& L_{1}=L_{a 1}=1.84304 \mu H  \tag{10.106a}\\
& C_{2}=\frac{4 \sin 45^{\circ} \sin 75^{\circ}}{1.84304 \times 10^{-6} \times 10^{16}\left(1-2 \times 0.482362 \cos 60^{\circ}+0.482362^{2}\right)} \\
&=197.566 \mathrm{pF}  \tag{10.106b}\\
& L_{3}=\frac{4 \sin 75^{\circ} \sin 105^{\circ}}{197.566 \times 10^{-12} \times 10^{16}\left(1-2 \times 0.482362 \cos 90^{\circ}+0.482362^{2}\right)} \\
&=1.53245 \mu \mathrm{H}  \tag{10.106c}\\
& C_{4}=\frac{4 \sin 105^{\circ} \sin 135^{\circ}}{1.53245 \times 10^{-6} \times 10^{16}\left(1-2 \times 0.482362 \cos 120^{\circ}+0.482362^{2}\right)} \\
&=103.951 \mathrm{pF}  \tag{10.106d}\\
& L_{5}=\frac{4 \sin 135^{\circ} \sin 165^{\circ}}{103.951 \times 10^{-12} \times 10^{16}\left(1-2 \times 0.482362 \cos 150^{\circ}+0.482362^{2}\right)} \\
&=0.34051 \mu \mathrm{H} \tag{10.106e}
\end{align*}
$$

The last reactive elements $L_{5}$ can also be calculated directly from Equation 10.96b as

$$
\begin{equation*}
L_{5}=\frac{2 \times 100\left(1-0.482362^{6}\right) \sin 15^{\circ}}{\left(1+0.482362^{6}\right)(1+0.482362) 10^{8}}=0.34051 \mu \mathrm{H} \tag{10.107}
\end{equation*}
$$

Finally, the terminating resistance is determined from Equation 10.97 as

$$
\begin{equation*}
R_{22}=100 \frac{1-0.482362^{6}}{1+0.482362^{6}}=97.512 \Omega \tag{10.108}
\end{equation*}
$$

The matching network together with its terminations is presented in Figure 10.9. We remark that for computational accuracy we retain five significant figures in all the calculations. In practice, one or two significant digits are sufficient, as indicated in the figure.

## Example 10.6

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=50 \mathrm{pF}, \quad L=0.5 \mu \mathrm{~F}  \tag{10.109a}\\
n=5, \quad \omega_{c}=10^{8} \mathrm{rad} / \mathrm{s} \tag{10.109b}
\end{gather*}
$$

Since

$$
\begin{equation*}
R C \omega_{c}=0.5<2 \sin 18^{\circ}=0.618 \tag{10.110}
\end{equation*}
$$



FIGURE 10.9 Sixth-order Butterworth matching network.
and from Equation 10.93,

$$
\begin{equation*}
L_{a 2}=1.401 \mu \mathrm{H}>L=0.5 \mu \mathrm{H} \tag{10.111}
\end{equation*}
$$

Case 3 applies, and we have $K_{5}=1$ and from Equation 10.100b

$$
\begin{equation*}
\sigma_{1}=0.381966 \times 10^{8} \tag{10.112}
\end{equation*}
$$

The normalized reflection coefficient is found to be

$$
\begin{equation*}
\rho(y)=\frac{(y-0.381966) y^{5}}{(y+0.381966)\left(y^{5}+3.23607 y^{4}+5.23607 y^{3}+5.23607 y^{2}+3.23607 y+1\right)} \tag{10.113}
\end{equation*}
$$

where $y=s / 10^{8}$. Finally, we compute the equalizer back-end impedance as

$$
\begin{align*}
\frac{Z_{22}(s)}{100} & =\frac{F(y)}{A(y)-\rho(y)}-z_{2}(y) \\
& =\frac{\frac{-2}{(0.5 y+1)^{2}}}{\frac{0.5 y-1}{0.5 y+1}-\rho(s)}-0.5 y-\frac{1}{0.5 y+1} \\
& =\frac{2.573 y^{5}+4.1631 y^{4}+5.177 y^{3}+4.2136 y^{2}+2.045 y+0.38197}{2.8541 y^{4}+4.618 y^{3}+4.118 y^{2}+2.045 y+0.38197} \\
& =0.9015 y+\frac{1}{1.949 y+\frac{1}{1.821 y+\frac{1}{0.8002 y+\frac{1}{1.005 y+0.3822}}}} \tag{10.114}
\end{align*}
$$

The final matching network together with its terminations is presented in Figure 10.10.

## Example 10.7

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=50 \mathrm{pF}, \quad L=3 \mu \mathrm{~F}  \tag{10.115a}\\
n=4, \quad \omega_{c}=10^{8} \mathrm{rad} / \mathrm{s} \tag{10.115b}
\end{gather*}
$$



FIGURE 10.10 Fifth-order Butterworth matching network.

Since

$$
\begin{equation*}
R C \omega_{c}=0.5<2 \sin 22.5^{\circ}=0.76537 \tag{10.116}
\end{equation*}
$$

and from Equation 10.93

$$
\begin{equation*}
L_{a 2}=1.462 \mu \mathrm{H}<L=3 \mu \mathrm{H} \tag{10.117}
\end{equation*}
$$

Case 4 applies, and from Equation 10.98

$$
\begin{equation*}
\sigma_{1}=1.63129 \times 10^{8} \tag{10.118}
\end{equation*}
$$

where Equation 10.99

$$
\begin{equation*}
p=0.0188898, \quad w=0.2304, \quad \varphi=5.17894 \tag{10.119}
\end{equation*}
$$

From Equation 10.90, the maximum attainable DC gain is obtained as

$$
\begin{align*}
K_{4} & =1-\left[1-\frac{2\left(1-100 \times 50 \times 10^{-12} \times 1.63129 \times 10^{8}\right) \sin 22.5^{\circ}}{100 \times 50 \times 10^{-12} \times 10^{8}}\right]^{8} \\
& =0.929525 \tag{10.120}
\end{align*}
$$

giving from Equation 10.85b

$$
\begin{equation*}
\alpha=\left(1-K_{4}\right)^{1 / 8}=0.717802 \tag{10.121}
\end{equation*}
$$

Finally, the normalized reflection coefficient $\boldsymbol{\rho}(s)$ is obtained as

$$
\begin{equation*}
\rho(s)=\frac{(y-1.63129)\left(y^{4}+1.87571 y^{3}+1.75913 y^{2}+0.966439 y+0.265471\right)}{(y+1.63129)\left(y^{4}+2.61313 y^{3}+3.41421 y^{2}+2.61313 y+1\right)} \tag{10.122}
\end{equation*}
$$



FIGURE 10.11 Fourth-order Butterworth matching network.
where $y=s / 10^{8}$. Finally, we compute the equalizer back-end impedance as

$$
\begin{align*}
\frac{z_{22}(s)}{100} & =\frac{F(y)}{A(y)-\rho(y)}-z_{2}(y)=\frac{\frac{-2}{(0.5 y+1)^{2}}}{\frac{0.5 y-1}{0.5 y+1}-\rho(s)}-0.5 y-\frac{1}{0.5 y+1} \\
& =\frac{3.3333 y^{4}+7.4814 y^{3}+8.6261 y^{2}+5.9748 y+2.0642}{1.3333 y^{3}+2.9926 y^{2}+2.9195 y+1.1982} \\
& =2.5 y+\frac{1}{1.0046 y+\frac{1}{1.5691 y+\frac{1.0991 y+2.0642}{0.84591 y+1.1982}}} \tag{10.123}
\end{align*}
$$

The final matching network together with its terminations is presented in Figure 10.11.

### 10.4.2 Chebyshev Networks

Refer again to Figure 10.7. We wish to match out the load impedance

$$
\begin{equation*}
z_{2}(s)=L s+\frac{R}{R C s+1} \tag{10.124}
\end{equation*}
$$

to a resistive generator and to achieve the $n$ th-order Chebyshev transducer power-gain characteristic

$$
\begin{equation*}
G\left(\omega^{2}\right)=\frac{K_{n}}{1+\varepsilon^{2} C_{n}^{2}\left(\omega / \omega_{c}\right)}, \quad 0 \leq K_{n} \leq 1 \tag{10.125}
\end{equation*}
$$

with maximum attainable constant $K_{n}$. Following Equation 10.84 , we obtain

$$
\begin{equation*}
\rho(s) \rho(-s)=\left(1-K_{n}\right) \frac{1+\hat{\varepsilon}^{2} C_{n}^{2}(-j y)}{1+\varepsilon^{2} C_{n}^{2}(-j y)} \tag{10.126}
\end{equation*}
$$

where $y=s / \omega_{c}$ and

$$
\begin{equation*}
\hat{\varepsilon}=\frac{\varepsilon}{\sqrt{1-K_{n}}} \tag{10.127}
\end{equation*}
$$

As in Equation 10.86, let $\hat{\rho}(s)$ be the minimum-phase solution of Equation 10.126. For our purposes, we consider the more general solution

$$
\begin{equation*}
\rho(s)= \pm \eta(s) \hat{\rho}(s) \tag{10.128}
\end{equation*}
$$

where $\eta^{\prime}(s)$ is an arbitrary first-order real all-pass function of the form

$$
\begin{equation*}
\eta(s)=\frac{s-\sigma_{1}}{s+\sigma_{1}}, \quad \sigma_{1} \geq 0 \tag{10.129}
\end{equation*}
$$

Since the load impedance $z_{2}(s)$ possesses a Class IV zero of transmission at infinity of order 3, the coefficient constraints become

$$
\begin{gather*}
A_{m}=\rho_{m}, \quad m=0,1,2  \tag{10.130a}\\
\frac{F_{2}}{A_{3}-\rho_{3}} \geq L \tag{10.130b}
\end{gather*}
$$

After substituting the coefficients $F_{2}, A_{3}$, and $\rho_{3}$ from the Laurent series expansions of $F(s), A(s)$, and $\rho(s)$ in Equation 10.130a, they lead to the constraints on the constant $K_{n}$ as

$$
\begin{equation*}
K_{n}=1-\varepsilon^{2} \sinh ^{2}\left\{n \sinh ^{-1}\left[\sinh a-\frac{2\left(1-R C \sigma_{1}\right) \sin \gamma_{1}}{R C \omega_{c}}\right]\right\} \tag{10.131}
\end{equation*}
$$

where $\gamma_{m}$ is defined in Equation 9.37, and

$$
\begin{equation*}
a=\frac{1}{n} \sinh ^{-1} \frac{1}{\varepsilon} \tag{10.132}
\end{equation*}
$$

To apply the constraint (Equation 10.130b), we rewrite it as

$$
\begin{equation*}
L_{b} \equiv \frac{F_{2}}{A_{3}-\rho_{3}} \geq L \tag{10.133}
\end{equation*}
$$

After substituting the coefficients $F_{2}, A_{3}$, and $\rho_{3}$ from the Laurent series expansions of $F(s), A(s)$, and $\rho(s)$ in Equation 10.133 and after considerable mathematical manipulations, we obtain

$$
\begin{equation*}
L_{b}=\frac{4 R \sin \gamma_{1} \sin \gamma_{3}}{\left(1-R C \sigma_{1}\right)\left[R C \omega_{c}^{2} f_{1}(\sin a, \sinh \hat{a})+4 \sigma_{1} \sin \gamma_{1} \sin \gamma_{3}\right]} \geq L \tag{10.134}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{a}=\frac{1}{n} \sinh ^{-1} \frac{1}{\hat{\varepsilon}}=\frac{1}{n} \sinh ^{-1} \frac{\sqrt{1-K_{n}}}{\varepsilon}  \tag{10.135}\\
f_{m}(x, y)=x^{2}+y^{2}-2 x y \cos \gamma_{2 m}+\sin ^{2} \gamma_{2 m} \\
m=1,2, \ldots,\left\lceil\frac{1}{2} n\right\rceil \tag{10.136}
\end{gather*}
$$

The details of these derivations can be found in Ref. [3]. Thus, with $K_{n}$ as specified in Equation 10.131, a match is possible if and only if the series inductance $L$ does not exceed a critical inductance $L_{b}$. To show that any RLC load can be matched, we must demonstrate that there exists a nonnegative real $\sigma_{1}$ such that $L_{b}$ can be made at least as large as the given inductance $L$ and satisfies the constraint (Equation 10.131) with $0 \leq K_{n} \leq 1$. To this end, four cases are distinguished. Let

$$
\begin{gather*}
L_{b 1}=\frac{R^{2} C \omega_{c} \sin \gamma_{3}}{\left[\left(1-R C \omega_{c} \sinh a \sin \gamma_{1}\right)^{2}+R^{2} C^{2} \omega_{c}^{2} \cosh ^{2} a \cos ^{2} \gamma_{1}\right] \omega_{c} \sin \gamma_{1}}>0  \tag{10.137}\\
L_{b 2}=\frac{8 R \sin ^{2} \gamma_{1} \sin \gamma_{3}}{\left[\left(R C \omega_{c} \sinh a-\sin \gamma_{3}\right)^{2}+\left(1+4 \sin ^{2} \gamma_{1}\right) \sin \gamma_{1} \sin \gamma_{3}+R^{2} C^{2} \omega_{c}^{2} \sin ^{2} \gamma_{2}\right] \omega_{c} \sinh a}>0 \tag{10.138}
\end{gather*}
$$

Observe that both $L_{b 1}$ and $L_{b 2}$ are positive.
Case 1. $R C \omega_{c} \sinh a \geq 2 \sin \gamma_{1}$ and $L_{b 1} \geq L$. Under this situation, $\sigma_{1}=0$ and the maximum attainable $K_{n}$ is given by

$$
\begin{equation*}
K_{n}=1-\varepsilon^{2} \sinh ^{2}\left[n \sinh ^{-1}\left(\sinh a-\frac{2 \sin \gamma_{1}}{R C \omega_{c}}\right)\right] \tag{10.139}
\end{equation*}
$$

The equalizer back-end impedance $Z_{22}(s)$ can be expanded in a continued fraction as in Equation 10.94 with $L_{b 1}$ replacing $L_{a 1}$ and realized by the LC ladders Figure 10.8 with

$$
\begin{gather*}
L_{1}=L_{b 1}  \tag{10.140a}\\
C_{2 m} L_{2 m-1}=\frac{4 \sin \gamma_{4 m-1} \sin \gamma_{4 m+1}}{\omega_{c}^{2} f_{2 m}(\sinh a, \sinh \hat{a})}, \quad m<\frac{1}{2}(n-1)  \tag{10.140b}\\
C_{2 m} L_{2 m+1}=\frac{4 \sin \gamma_{4 m+1} \sin \gamma_{4 m+3}}{\omega_{c}^{2} f_{2 m+1}(\sinh a, \sinh \hat{a})}, \quad m<\frac{1}{2}(n-1) \tag{10.140c}
\end{gather*}
$$

where $m=1,2, \ldots,\left\lceil\frac{1}{2}(n-1)\right\rceil, n>1$. In addition, the final reactive element can also be computed directly by the formulas

$$
\begin{align*}
C_{n-1} & =\frac{2(\sinh n a+\sinh n \hat{a}) \sin \gamma_{1}}{R \omega_{c}(\sinh a+\sinh \hat{a})(\sinh n a-\sinh n \hat{a})}, \quad n \text { odd }  \tag{10.141a}\\
L_{n-1} & =\frac{2 R(\cosh n a-\cosh n \hat{a}) \sin \gamma_{1}}{\omega_{c}(\sinh a+\sinh \hat{a})(\cosh n a+\cosh n \hat{a})}, \quad n \text { even } \tag{10.141b}
\end{align*}
$$

The terminating resistance is determined by

$$
\begin{align*}
& R_{22}=R \frac{\sinh n a-\sinh n \hat{a}}{\sinh n a+\sinh n \hat{a}}, \quad n \text { odd }  \tag{10.142a}\\
& R_{22}=R \frac{\cosh n a-\cosh n \hat{a}}{\cosh n a+\cosh n \hat{a}}, \quad n \text { even } \tag{10.142b}
\end{align*}
$$

Case 2. $R C \omega_{c} \sinh a \geq 2 \sin \gamma_{1}$ and $L_{b 1}<L$. Under this situation, $\sigma_{1}$ is nonzero and can be determined by the formula

$$
\begin{equation*}
\sigma_{1}=\frac{1}{R C}\left(1+2 \sqrt{q} \sinh \frac{\varphi}{3}-\frac{2 R C \omega_{c} \sin ^{2} \gamma_{1} \sinh a+\sin \gamma_{3}}{3 \sin \gamma_{1}}\right) \tag{10.143}
\end{equation*}
$$

where

$$
\begin{align*}
& q=\frac{\left(R C \omega_{c} \sinh a-2 \sin \gamma_{1}\right)^{2} \sin \gamma_{3}+3 R^{2} C^{2} \omega_{c}^{2} \sin \gamma_{1} \cos ^{2} \gamma_{1}}{9 \sin \gamma_{1}}>0  \tag{10.144a}\\
& \zeta=\frac{\left(2 R C \omega_{c} \sin ^{2} \gamma_{1} \sinh a+\sin \gamma_{3}\right)}{54 \sin ^{3} \gamma_{1}} \\
& \times\left[3\left(R C \omega_{c} \sinh a-2 \sin \gamma_{1}\right)^{2} \sin \gamma_{1} \sin \gamma_{3}\right. \\
&\left.+2.25 R^{2} C^{2} \omega_{c}^{2} \sin ^{2} \gamma_{2}+\left(2 R C \omega_{c} \sin ^{2} \gamma_{1} \sinh a+\sin \gamma_{3}\right)^{2}\right] \\
&-\frac{R^{2} C \sin \gamma_{3}}{2 L \sin \gamma_{1}} \tag{10.144b}
\end{align*}
$$

Using this value of $\sigma_{1}$, the constant $K_{n}$ is computed by Equation 10.131.
Case 3. $R C \omega_{c} \sinh a<2 \sin \gamma_{1}$ and $L_{b 2} \geq L$. Then, we have

$$
\begin{gather*}
K_{n}=1  \tag{10.145a}\\
\sigma_{1}=\frac{1}{R C}\left(1-\frac{R C \omega_{c} \sinh a}{2 \sin \gamma_{1}}\right)>0 \tag{10.145b}
\end{gather*}
$$

Case 4. $R C \omega_{c} \sinh a<2 \sin \gamma_{1}$ and $L_{b 2}<L$. Then the desired value of $\sigma_{1}$ can be computed by formula given by Equation 10.143. Using this value of $\sigma_{1}$, the constant $K_{n}$ is computed by Equation 10.131.

## Example 10.8

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=500 \mathrm{pF}, \quad L=0.5 \mu \mathrm{~F}  \tag{10.146a}\\
n=6, \quad \varepsilon=0.50885(1 \mathrm{~dB} \text { ripple }), \quad \omega_{C}=10^{8} \mathrm{rad} / \mathrm{s} \tag{10.146b}
\end{gather*}
$$

From Equation 10.137, we first compute

$$
\begin{align*}
L_{b 1} & =\frac{500 \sin 45^{\circ}}{\left[\left(1-5 \sinh 0.237996 \sin 15^{\circ}\right)^{2}+25 \cosh ^{2} 0.237996 \cos ^{2} 15^{\circ}\right] 10^{8} \sin 15^{\circ}} \\
& =0.54323 \mu \mathrm{H} \tag{10.147}
\end{align*}
$$

Since $L_{b 1}>L$ and

$$
\begin{equation*}
R C \omega_{c} \sinh a=5 \sinh 0.237996=1.20125>2 \sin 15^{\circ}=0.517638 \tag{10.148}
\end{equation*}
$$

Case 1 applies and the matching network can be realized as an LC ladder terminating in a resistor as shown in Figure 10.8. With $\sigma_{1}=0$, the maximum attainable $D C$ gain $K_{6}$ is from Equation 10.131

$$
\begin{equation*}
K_{6}=1-0.50885^{2} \sinh ^{2}\left[6 \sinh ^{-1}\left(\sinh 0.237996-\frac{2 \sin 15^{\circ}}{5}\right)\right]=0.78462 \tag{10.149}
\end{equation*}
$$

giving from Equations 10.127 and 10.135

$$
\begin{gather*}
\hat{\varepsilon}=\frac{0.50885}{\sqrt{1-0.78462}}=1.0964  \tag{10.150a}\\
\hat{\alpha}=\frac{1}{6} \sinh ^{-1} \frac{1}{1.0964}=0.13630 \tag{10.150b}
\end{gather*}
$$

Applying formulas given by Equation 10.140 yields the element values of the LC ladder network, as follows:

$$
\begin{gather*}
L_{1}=L_{b 1}=0.54323 \mu \mathrm{H}, \quad C_{2}=634 \mathrm{pF}, \quad L_{3}=0.547 \mu \mathrm{H}  \tag{10.151a}\\
C_{4}=581 \mathrm{pF}, \quad L_{5}=0.329 \mu \mathrm{H} \tag{10.151b}
\end{gather*}
$$

The last reactive element $L_{5}$ can be calculated directly from Equation 10.141b as

$$
\begin{align*}
L_{5} & =\frac{2 \times 100[\cosh (6 \times 0.237996)-\cosh (6 \times 0.13630)] \sin 15^{\circ}}{10^{8}(\sinh 0.237996+\sinh 0.13630)[\cosh (6 \times 0.237996)+\cosh (6 \times 0.13630)]} \\
& =0.328603 \mu \mathrm{H} \tag{10.152}
\end{align*}
$$

Finally, the terminating resistance is determined from Equation 10.142b as

$$
\begin{equation*}
R_{22}=100 \frac{\cosh (6 \times 0.237996)-\cosh (6 \times 0.13630)}{\cosh (6 \times 0.237996)+\cosh (6 \times 0.13630)}=23.93062 \Omega \tag{10.153}
\end{equation*}
$$

The matching network together with its terminations is presented in Figure 10.12. We remark that for computational accuracy we retain five significant figures in all the calculations. In practice, one or two significant digits are sufficient, as indicated in the figure.


FIGURE 10.12 Sixth-order Chebyshev matching network.

## Example 10.9

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=500 \mathrm{pF}, \quad L=1 \mu \mathrm{H}  \tag{10.154a}\\
n=5, \quad \varepsilon=0.50885(1 \mathrm{~dB} \text { ripple }), \quad \omega_{c}=10^{8} \mathrm{rad} / \mathrm{s} \tag{10.154b}
\end{gather*}
$$

From Equation 10.137, we first compute

$$
\begin{equation*}
L_{b 1}=0.52755 \mu \mathrm{H} \tag{10.155}
\end{equation*}
$$

Since $L_{b 1}<L$ and

$$
\begin{equation*}
R C \omega_{c} \sinh a=5 \sinh 0.28560=1.44747>2 \sin 18^{\circ}=0.61803 \tag{10.156}
\end{equation*}
$$

Case 2 applies. From Equation 10.144, we obtain

$$
\begin{equation*}
q=7.73769, \quad \zeta=7.84729, \quad \varphi=0.356959 \tag{10.157}
\end{equation*}
$$

Substituting these in Equation 10.143 gives

$$
\begin{equation*}
\sigma_{1}=0.0985305 \times 10^{8} \tag{10.158}
\end{equation*}
$$

From Equation 10.131, the maximum attainable constant $K_{5}$ is found to be

$$
\begin{equation*}
K_{5}=0.509206 \tag{10.159}
\end{equation*}
$$

The rest of the calculations proceed exactly as in the previous example, and the details are omitted.

## Example 10.10

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=100 \mathrm{pF}, \quad L=0.5 \mu \mathrm{~F}  \tag{10.160a}\\
n=5, \quad \varepsilon=0.76478(2 \mathrm{~dB} \text { ripple }), \quad \omega_{c}=10^{8} \mathrm{rad} / \mathrm{s} \tag{10.160b}
\end{gather*}
$$

We first compute

$$
\begin{equation*}
a=\frac{1}{5} \sinh ^{-1} \frac{1}{\varepsilon}=0.2166104 \tag{10.161}
\end{equation*}
$$

and from Equation 10.138

$$
\begin{equation*}
L_{b 2}=2.72234 \mu \mathrm{H} \tag{10.162}
\end{equation*}
$$

Since $L_{b 2} \geq L$ and

$$
\begin{equation*}
R C \boldsymbol{\omega}_{c} \sinh a=\sinh 0.2166104=0.218308<2 \sin 18^{\circ}=0.618034 \tag{10.163}
\end{equation*}
$$

Case 3 applies. Then $K_{5}=1$ and from Equation 10.145b

$$
\begin{equation*}
\sigma_{1}=\frac{1}{10^{-8}}\left(1-\frac{\sinh 0.2166104}{2 \sin 18^{\circ}}\right)=0.64677 \times 10^{8} \tag{10.164}
\end{equation*}
$$

For $K_{5}=1$, Equation 10.126 degenerates into

$$
\begin{equation*}
\rho(y) \rho(-y)=\frac{\varepsilon^{2} C_{5}^{2}(-j y)}{1+\varepsilon^{2} C_{5}^{2}(-j y)} \tag{10.165}
\end{equation*}
$$

where $y=s / 10^{8}$, the minimum-phase solution of which is found to be

$$
\begin{equation*}
\hat{\rho}(y)=\frac{y^{5}+1.25 y^{3}+0.3125 y}{y^{5}+0.706461 y^{4}+1.49954 y^{3}+0.693477 y^{2}+0.459349 y+0.0817225} \tag{10.166}
\end{equation*}
$$

A more general solution is given by

$$
\begin{equation*}
\rho(y)=\frac{y-0.64677 \times 10^{8}}{y+0.64677 \times 10^{8}} \hat{\rho}(y) \tag{10.167}
\end{equation*}
$$

Finally, we compute the equalizer back-end impedance as

$$
\begin{align*}
\frac{Z_{22}(y)}{100} & =\frac{F(y)}{A(y)-\rho(y)}-z_{2}(y) \\
& =\frac{\frac{-2}{(y+1)^{2}}}{\frac{y-1}{y+1}-\rho(x)}-0.5 y-\frac{1}{y+1} \\
& =\frac{1.63267 y^{5}+0.576709 y^{4}+2.15208 y^{3}+0.533447 y^{2}+0.554503 y+0.0528557}{0.734663 y^{4}+0.259505 y^{3}+0.639438 y^{2}+0.123844 y+0.0528557} \\
& =2.222 y+\frac{1}{1.005 y+\frac{1}{3.651 y+\frac{1}{0.8204 y+\frac{1}{0.2441 y+0.05286}}}} \tag{10.168}
\end{align*}
$$

The final matching network together with its terminations is presented in Figure 10.13.


FIGURE 10.13 Fifth-order Chebyshev matching network.

## Example 10.11

Let

$$
\begin{gather*}
R=100 \Omega, \quad C=100 \mathrm{pF}, \quad L=3 \mu \mathrm{~F}  \tag{10.169a}\\
n=4, \quad \varepsilon=0.76478(2 \mathrm{~dB} \text { ripple }), \quad \omega_{c}=10^{8} \mathrm{rad} / \mathrm{s}
\end{gather*}
$$

(10.169b)

We first compute

$$
\begin{equation*}
a=\frac{1}{4} \sinh ^{-1} \frac{1}{0.76478}=0.27076 \tag{10.170}
\end{equation*}
$$

and from Equation 10.138

$$
\begin{equation*}
L_{b 2}=2.66312 \mu \mathrm{H} \tag{10.171}
\end{equation*}
$$

Since $L_{b 2}<L$ and

$$
\begin{equation*}
R C \omega_{c} \sinh a=\sinh 0.27076=0.27408<2 \sin 22.5^{\circ}=0.765367 \tag{10.172}
\end{equation*}
$$

Case 4 applies. From Equation 10.144, we obtain

$$
\begin{equation*}
q=0.349261, \quad \zeta=0.390434, \quad \varphi=1.39406 \tag{10.173}
\end{equation*}
$$

Substituting these in Equation 10.143 gives

$$
\begin{equation*}
\sigma_{1}=0.694564 \times 10^{8} \tag{10.174}
\end{equation*}
$$

obtaining from Equations 10.127 and 10.131

$$
\begin{equation*}
K_{4}=0.984668, \quad \hat{\varepsilon}=6.17635 \tag{10.175}
\end{equation*}
$$

From Equation 10.126,

$$
\begin{equation*}
\rho(y) \boldsymbol{\rho}(-y)=\left(1-K_{4}\right) \frac{1+\hat{\varepsilon}^{2} C_{4}^{2}(-j y)}{1+\varepsilon^{2} C_{4}^{2}(-j y)} \tag{10.176}
\end{equation*}
$$

where $y=s / 10^{8}$, the minimum-phase solution of which is found to be

$$
\begin{equation*}
\hat{\rho}(y)=\frac{y^{4}+0.105343 y^{3}+1.00555 y^{2}+0.0682693 y+0.126628}{y^{4}+0.716215 y^{3}+1.25648 y^{2}+0.516798 y+0.205765} \tag{10.177}
\end{equation*}
$$

A more general solution is given by

$$
\begin{equation*}
\rho(y)=\frac{y-0.694564 \times 10^{8}}{y+0.694564 \times 10^{8}} \hat{\rho}(s) \tag{10.178}
\end{equation*}
$$



FIGURE 10.14 A fourth-order Chebyshev matching network.

Finally, we compute the equalizer back-end impedance as

$$
\begin{align*}
\frac{Z_{22}(y)}{100} & =\frac{F(y)}{A(y)-\rho(y)}-z_{2}(y)=\frac{\frac{-2}{(y+1)^{2}}}{\frac{y-1}{y+1}-\rho(s)}-\frac{3 y^{2}+3 y+1}{y+1} \\
& =\frac{0.780486 y^{2}+0.320604 y+0.23087}{0.666665 y^{3}+0.273851 y^{2}+0.413057 y+0.0549659} \\
& =\frac{1}{0.8542 y+\frac{1}{3.616 y+\frac{1}{\frac{0.1219 y+0.2309}{0.2159 y+0.05497}}}} \tag{10.179}
\end{align*}
$$

The final matching network together with its terminations is presented in Figure 10.14.
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### 11.1 Introduction

Active filters consist of only amplifiers, resistors, and capacitors. Complex roots are achieved by the use of feedback eliminating the need for inductors. The gain of the amplifier can be finite or infinite (an op$\mathrm{amp})$. This section describes active filters using low-gain or finite-gain amplifiers. Filter design equations and examples will be given along with the performance limits of low-gain amplifier filters.

### 11.2 First- and Second-Order Transfer Functions

Before discussing the characteristics and the synthesis of filters, it is important to understand the transfer functions of first- and second-order filters. Later we will explain the implementations of these filters and show how to construct higher order filters from first- and second-order sections. The transfer functions of most first- and second-order filters are examined in the following.

### 11.2.1 First-Order Transfer Functions

A standard form of the transfer function of a first-order low-pass filter is

$$
\begin{equation*}
T_{\mathrm{LP}}(s)=\frac{T_{\mathrm{LP}}(j 0) \omega_{\mathrm{o}}}{s+\omega_{0}} \tag{11.1}
\end{equation*}
$$



FIGURE 11.1 Normalized magnitude response of (a) first-order low-pass and (b) first-order high-pass filters.
where
$T_{\mathrm{LP}}(j 0)$ is the value of $T_{\mathrm{LP}}(s)$ at dc
$\omega_{\mathrm{o}}$ is the pole frequency

It is common practice to normalize both the magnitude and frequency. Normalizing Equation 11.1 yields

$$
\begin{equation*}
T_{\mathrm{LPn}}\left(s_{\mathrm{n}}\right)=\frac{T_{\mathrm{LP}}\left(s_{\mathrm{n}} \omega_{\mathrm{o}}\right)}{\left|T_{\mathrm{LP}}(j 0)\right|}=\frac{1}{s_{\mathrm{n}}+1} \tag{11.2}
\end{equation*}
$$

where $s_{\mathrm{n}}=s / \omega_{\mathrm{o}}$ and amplitude has been normalized as

$$
\begin{equation*}
T_{\mathrm{LPn}}(s)=\frac{T_{\mathrm{LP}}(s)}{\left|T_{\mathrm{LP}}(j 0)\right|} \tag{11.3}
\end{equation*}
$$

The equivalent normalized forms of a first-order high-pass filter are

$$
\begin{equation*}
T_{\mathrm{HP}}(s)=\frac{T_{\mathrm{HP}}(j \infty) s}{s+\omega_{\mathrm{o}}} \tag{11.4}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{HPn}}\left(s_{\mathrm{n}}\right)=\frac{T_{\mathrm{HP}}\left(s_{\mathrm{n}} \omega_{\mathrm{o}}\right)}{\left|T_{\mathrm{HP}}(j \infty)\right|}=\frac{s_{\mathrm{n}}}{s_{\mathrm{n}}+1} \tag{11.5}
\end{equation*}
$$

where $T_{\mathrm{HP}}(j \infty)=T_{\mathrm{HP}}(s) \mid$ at $\omega=\infty$. The normalized magnitude responses of these functions are shown in Figure 11.1.

### 11.2.2 Second-Order Transfer Functions

The standard form of a second-order low-pass filter is given as

$$
\begin{equation*}
T_{\mathrm{LP}}(s)=\frac{T_{\mathrm{LP}}(j 0) \omega_{\mathrm{o}}^{2}}{s^{2}+\left(\frac{\omega_{\mathrm{o}}}{Q}\right) s+\omega_{\mathrm{o}}^{2}} \tag{11.6}
\end{equation*}
$$

where
$T_{\mathrm{LP}}(j 0)$ is the value of $T_{\mathrm{LP}}(s)$ at dc
$\omega_{\mathrm{o}}$ is the pole frequency
$Q$ is the pole $Q$ or the pole quality factor

The damping factor $\zeta$, which may be better known to the reader, is given as

$$
\begin{equation*}
\zeta=\frac{1}{2 Q} \tag{11.7}
\end{equation*}
$$

The poles of the transfer function of Equation 11.7 are

$$
\begin{equation*}
p_{1}, p_{2}=\frac{-\omega_{\mathrm{o}}}{2 Q} \pm j\left(\frac{\omega_{\mathrm{o}}}{2 Q}\right) \sqrt{4 Q^{2}-1} \tag{11.8}
\end{equation*}
$$

Normalization of Equation 11.6 in both amplitude and frequency gives

$$
\begin{equation*}
T_{\mathrm{LPn}}\left(s_{\mathrm{n}}\right)=\frac{T_{\mathrm{LP}}\left(s_{\mathrm{n}} \omega_{\mathrm{o}}\right)}{\left|T_{\mathrm{LP}}(j 0)\right|}=\frac{1}{s_{\mathrm{n}}^{2}+\frac{s_{\mathrm{n}}}{Q}+1} \tag{11.9}
\end{equation*}
$$

where $s_{\mathrm{n}}=s / \omega_{\mathrm{o}}$. The standard second-order, high-pass and bandpass transfer functions are

$$
\begin{equation*}
T_{\mathrm{HP}}(s)=\frac{T_{\mathrm{HP}}(j \infty) s^{2}}{s^{2}+\left(\frac{\omega_{o}}{Q}\right) s+\omega_{\mathrm{o}}^{2}} \tag{11.10}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{BP}}(s)=\frac{T_{\mathrm{BP}}\left(j \omega_{\mathrm{o}}\right)\left(\frac{\omega_{\mathrm{o}}}{Q}\right) s}{s^{2}+\left(\frac{\omega_{\mathrm{o}}}{Q}\right) s+\omega_{\mathrm{o}}^{2}} \tag{11.11}
\end{equation*}
$$

where $T_{\mathrm{BP}}\left(j \omega_{\mathrm{o}}\right)=T_{\mathrm{BP}}(s)$ at $s=j \omega=j \omega_{\mathrm{o}}$. The poles of the second-order high-pass and bandpass transfer functions are given by Equation 11.8.

We can normalize these equations as we did for $T_{\mathrm{LP}}(s)$ to get

$$
\begin{align*}
& T_{\mathrm{HPn}}\left(s_{\mathrm{n}}\right)=\frac{T_{\mathrm{HP}}\left(s_{\mathrm{n}} \omega_{\mathrm{o}}\right)}{\left|T_{\mathrm{HP}}(j \infty)\right|}=\frac{s_{\mathrm{n}}^{2}}{s_{\mathrm{n}}^{2}+\frac{s_{\mathrm{n}}}{\mathrm{Q}}+1}  \tag{11.12}\\
& T_{\mathrm{BPn}}\left(s_{\mathrm{n}}\right)=\frac{T_{\mathrm{BP}}\left(s_{\mathrm{n}} \omega_{\mathrm{o}}\right)}{\left|T_{\mathrm{BP}}\left(j \omega_{\mathrm{o}}\right)\right|}=\frac{\frac{s_{\mathrm{n}}}{\mathrm{Q}}}{s_{\mathrm{n}}^{2}+\frac{s_{\mathrm{n}}}{\mathrm{Q}}+1} \tag{11.13}
\end{align*}
$$

where

$$
\begin{equation*}
T_{\mathrm{HPn}}(s)=\frac{T_{\mathrm{HP}}(s)}{\left|T_{\mathrm{HP}}(j \infty)\right|} \tag{11.14}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{BPn}}(s)=\frac{T_{\mathrm{BP}}(s)}{\left|T_{\mathrm{BP}}\left(j \omega_{\mathrm{o}}\right)\right|} \tag{11.15}
\end{equation*}
$$

Two other types of second-order transfer function filters that we have not covered here are the bandstop and the all-pass. These transfer functions have the same poles as the previous ones. However, the zeros of the bandstop transfer function are on the $j \omega$ axis while the zeros of the all-pass transfer function are quadratically symmetric to the poles (they are mirror images of the poles in the right-half plane). Both of these transfer functions can be implemented by a second-order biquadratic transfer function whose transfer function is given as

$$
\begin{equation*}
T_{\mathrm{BQ}}(s)=\frac{K\left[s^{2} \pm\left(\frac{\omega_{\mathrm{z}}}{Q_{\mathrm{z}}}\right) s+\omega_{\mathrm{z}}^{2}\right]}{s^{2}+\left(\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}}\right) s+\omega_{\mathrm{p}}^{2}} \tag{11.16}
\end{equation*}
$$

where
$K$ is a constant
$\omega_{z}$ is the zero frequency
$Q_{z}$ the zero $Q$
$\omega_{p}$ is the pole frequency
$Q_{\mathrm{p}}$ the pole $Q$

### 11.2.3 Frequency Response (Magnitude and Phase)

The magnitude and phase response of the normalized second-order low-pass transfer function is shown in Figure 11.2, where $Q$ is a parameter. In this figure we see that $Q$ influences the frequency response near $\omega_{\mathrm{o}}$. If $Q$ is greater than 0.707 , then the normalized magnitude response has a peak value of

$$
\begin{equation*}
\left|T_{\mathrm{n}}\left[\omega_{\mathrm{n}}(\max )\right]\right|=\frac{Q}{\sqrt{1-\left(1 / 4 Q^{2}\right)}} \tag{11.17}
\end{equation*}
$$



FIGURE 11.2 (a) Normalized magnitude and (b) phase response of the standard second-order low-pass transfer function with $Q$ as a parameter.
at a frequency of

$$
\begin{equation*}
\omega_{\mathrm{n}}(\max )=\sqrt{1-\frac{1}{2 Q^{2}}} \tag{11.18}
\end{equation*}
$$

If the transfer function is multiplied by -1 , the phase shift is shifted vertically by $\pm 180^{\circ}$.
The magnitude and phase response of the normalized second-order high-pass transfer function is shown in Figure 11.3. For $Q$ greater than 0.707 the peak value of the normalized magnitude response is as

$$
\begin{equation*}
\omega_{\mathrm{n}}(\max )=\frac{1}{\sqrt{1-\frac{1}{2 Q^{2}}}} \tag{11.19}
\end{equation*}
$$

The normalized frequency response of the standard second-order bandpass transfer function is shown in Figure 11.4. The slopes of the normalized magnitude curves at frequencies much greater or much less than $\omega_{\mathrm{o}}$ are $\pm 20 \mathrm{~dB} /$ decade rather than $\pm 40 \mathrm{~dB}$ /decade of the second-order high and low-pass transfer functions. This difference is because one pole is causing the high-frequency roll-off while the other pole is causing the low-frequency roll-off. The peak of the magnitude occurs at $\omega=\omega_{\mathrm{o}}$ or $\omega_{\mathrm{n}}=1$.


FIGURE 11.3 (a) Normalized magnitude and (b) phase response of the standard second-order high-pass transfer function with $Q$ as a parameter.


FIGURE 11.4 (a) Normalized magnitude and (b) phase response of the standard second-order bandpass transfer function with $Q$ as a parameter.

### 11.2.4 Tuning Active Filters

A general tuning procedure for most second-order active filters is outlined below. This method is illustrated for adjusting the magnitude of the frequency response of a low-pass filter. The filter parameters are assumed to be the pole frequency $f_{\mathrm{o}}$, the pole $Q$, and the gain $T(j 0)$.

1. The component(s) which set(s) the parameter $f_{\mathrm{o}}$ is (are) tuned by adjusting the magnitude of the filter response to be $T(j 0) / 10$ or $T(j 0)(\mathrm{dB})-20 \mathrm{~dB}$ at $10 f_{\mathrm{o}}$.
2. The component(s) that set(s) the parameter $T(j 0)$ is (are) tuned by adjusting the magnitude to $T(j 0)$ at $f_{\mathrm{o}} / 10$.
3. The component(s) that set(s) the parameter $Q$ is (are) tuned by adjusting the magnitude of the peak (if there is one) to the value given by Figure 11.2. If there is no peaking, then adjust so that the magnitude at $f_{\mathrm{o}}$ is correct (i.e., -3 dB for $Q=0.707$ ).

The tuning procedure should follow in the order of steps 1 through 3 and may be repeated if necessary. One could also use the phase shift to help in the tuning of the filter. The concept of the above tuning procedure is easily adaptable to other types of second-order filters.

### 11.3 First-Order Filter Realizations

A first-order filter has only one pole and zero. For stability, the pole must be on the negative real axis but the zero may be on the negative or positive real axis. A single-amplifier low-gain realization of a firstorder low-pass filter is shown in Figure 11.5a. The transfer function for this filter is


FIGURE 11.5 (a) Low-pass and (b) high-pass first-order filters.

$$
\begin{equation*}
T(s)=\frac{V_{2}(s)}{V_{1}(s)}=\frac{K / R C}{s+1 / R C}=\frac{K \omega_{\mathrm{o}}}{s+\omega_{0}}=\frac{T_{\mathrm{LP}}(0) \omega_{\mathrm{o}}}{s+\omega_{\mathrm{o}}} \tag{11.20}
\end{equation*}
$$

The low-frequency $\left(\omega \ll \omega_{\mathrm{o}}\right)$ gain magnitude and polarity are set by $K$.
First-order high-pass filters can also be realized in a single-amplifier low-gain circuit (see Figure 11.5b). The transfer function for this filter is given in Equation 11.4, and in this case $T_{\mathrm{HP}}(j \infty)=K$. Both low-pass and high-pass magnitude responses are shown in Figure 11.1. Note that the first-order filters exhibit no peaking and the frequency-dependent part of the magnitude response approaches $\pm 20 \mathrm{~dB}$ /decade.

### 11.4 Second-Order Positive-Gain Filters

Practical realizations for second-order filters using positive gain amplifiers are presented here. These filters are easy to design and have been extensively used in many applications. The first realization is a low-pass Sallen and Key filter and is shown in Figure 11.6 [8].

The transfer function of Figure 11.6 is

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=\frac{\frac{K}{R_{1} R_{3} C_{2} C_{4}}}{s^{2}+s\left(\frac{1}{R_{3} C_{4}}+\frac{1}{R_{1} C_{2}}+\frac{1}{R_{3} C_{2}}-\frac{K}{R_{3} C_{4}}\right)+\frac{1}{R_{1} R_{3} C_{2} C_{4}}} \tag{11.21}
\end{equation*}
$$

Equating this transfer function with the standard form of a second-order low-pass filter given in Equation 11.6 gives

$$
\begin{gather*}
\omega_{o}=\frac{1}{\sqrt{R_{1} R_{3} C_{2} C_{4}}}  \tag{11.22}\\
\frac{1}{Q}=\sqrt{\frac{R_{3} C_{4}}{R_{1} C_{2}}}+\sqrt{\frac{R_{1} C_{4}}{R_{3} C_{2}}}+(1-K) \sqrt{\frac{R_{1} C_{2}}{R_{3} C_{4}}} \tag{11.23}
\end{gather*}
$$



FIGURE 11.6 Low-pass Sallen and Key filter.
and

$$
\begin{equation*}
T_{\mathrm{LP}}(j 0)=K \tag{11.24}
\end{equation*}
$$

These three equations have five unknowns, giving the designer some freedom in selecting component values. Two examples showing different techniques for defining these values of the circuit in Figure 11.6 are given below.

## Example 11.1

An equal-resistance equal-capacitance low-pass filter. For this example, $R=R_{1}=R_{3}$ and $C=C_{2}=C_{4}$. A Butterworth low-pass filter characteristic is needed with $\omega_{\circ}=6283 \mathrm{rad} / \mathrm{s}(1 \mathrm{kHz})$ and $Q=0.7071$. With these constraints,

$$
\begin{equation*}
\omega_{\circ}=\frac{1}{R C} \quad \frac{1}{Q}=3-K \tag{11.25}
\end{equation*}
$$

and $R C=159 \mu \mathrm{~s}, T_{\mathrm{LP}}(j 0)=K=1.586$. Selecting $C=0.1 \mu \mathrm{~F}$ yields $R=1.59 \mathrm{k} \Omega$.

## Example 11.2

A unity-gain low-pass filter. For this example let $K=1$. Therefore, Equation 11.23 becomes

$$
\begin{equation*}
\frac{1}{Q}=\sqrt{\frac{R_{3} C_{4}}{R_{1} C_{2}}}+\sqrt{\frac{R_{1} C_{4}}{R_{3} C_{2}}}=\sqrt{\frac{C_{4}}{C_{2}}}\left(\sqrt{\frac{R_{3}}{R_{1}}}+\sqrt{\frac{R_{1}}{R_{3}}}\right) \tag{11.26}
\end{equation*}
$$

The desired transfer function, with the complex frequency normalized by a factor of $10^{4} \mathrm{rad} / \mathrm{s}$, is

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=\frac{0.988}{s^{2}+0.179 s+0.988}=\frac{T_{\mathrm{Lp}}(j 0) \omega_{0}^{2}}{s^{2}+\frac{\omega_{0}}{Q} s+\omega_{0}^{2}} \tag{11.27}
\end{equation*}
$$

and $\omega_{\circ}=0.994 \mathrm{rad} / \mathrm{s}, Q=5.553$. To obtain a real-valued resistor ratio, pick

$$
\begin{equation*}
\frac{C_{4}}{C_{2}} \leq \frac{1}{4 Q^{2}}=0.00811 \tag{11.28}
\end{equation*}
$$

or $C_{4} / C_{2}=0.001$ in this case. Equation 11.26 yields two solutions for the ratio $R_{3} / R_{1}, 30.3977$ and 0.0329 . From Equation 11.22 with $\omega_{\circ}=9.94 \mathrm{krad} / \mathrm{s}, R_{1} C_{2}=577 \mu \mathrm{~s}$. If $C_{2}$ is selected as $0.1 \mu \mathrm{~F}$, then $\mathrm{C}_{4}=100 \mathrm{pF}$, $R_{1}=5.77 \mathrm{k} \Omega$, and $R_{3}=175.4 \mathrm{k} \Omega$.

A Sallen and Key bandpass circuit is shown in Figure 11.7, and its voltage transfer function is

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=\frac{\frac{s K}{R_{1} C_{5}}}{s^{2}+s\left(\frac{1}{R_{1} C_{5}}+\frac{1}{R_{2} C_{5}}+\frac{1}{R_{4} C_{5}}+\frac{1}{R_{4} C_{3}}-\frac{K}{R_{2} C_{5}}\right)+\frac{1}{R_{4} C_{3} C_{5}}\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)} \tag{11.29}
\end{equation*}
$$

Equating this transfer function to that of Equation 11.11 results in

$$
\begin{equation*}
\omega_{\mathrm{o}}=\sqrt{\frac{1+\frac{R_{1}}{R_{2}}}{R_{1} R_{4} C_{3} C_{5}}} \tag{11.30}
\end{equation*}
$$



FIGURE 11.7 Bandpass Sallen and Key filter.

$$
\begin{equation*}
\frac{1}{Q}=\frac{\left[1+\frac{R_{1}}{R_{2}}(1-K)\right] \sqrt{\frac{R_{4} C_{3}}{R_{1} C_{5}}}+\sqrt{\frac{R_{1} C_{3}}{R_{4} C_{5}}}+\sqrt{\frac{R_{1} C_{5}}{R_{4} C_{3}}}}{\sqrt{1+\sqrt{\frac{R_{1}}{R_{2}}}}} \tag{11.31}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{BP}}(j 0)=\frac{\frac{K}{R_{1} C_{5}}}{\frac{1}{R_{1} C_{5}}+\frac{1}{R_{2} C_{5}}+\frac{1}{R_{4} C_{5}}+\frac{1}{R_{4} C_{3}}+\frac{K}{R_{2} C_{5}}} \tag{11.32}
\end{equation*}
$$

These three equations contain six unknowns. A common constraint is to set $K=2$, requiring the gain block to have two equal-valued resistors connected around an op-amp.

## Example 11.3

An equal-capacitance gain-of-2 bandpass filter. Design a bandpass filter with $\omega_{\mathrm{n}}=1$ and $Q=2$. Arbitrarily select $C_{3}=C_{5}=1 \mathrm{~F}$ and $K=2$. If $R_{1}$ is selected to be $1 \Omega$, then Equations 11.11, 11.29, and 11.30 give

$$
\begin{equation*}
\omega_{\circ}^{2}=\left(1+\frac{R_{1}}{R_{2}}\right) \frac{1}{R_{4}}=1 \tag{11.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\omega_{\circ}}{Q}=1-\frac{1}{R_{2}}+\frac{2}{R_{4}}=\frac{1}{2} \tag{11.34}
\end{equation*}
$$

Solving these equations gives $R_{2}=0.7403 \Omega$ and $R_{4}=2.3508 \Omega$. Practical values are achieved after frequency and impedance denormalizations are made.

The high-pass filter, the third type of filter to be discussed, is shown in Figure 11.8. Its transfer function is

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=\frac{s^{2} K}{s^{2}+s\left(\frac{1}{R_{2} C_{1}}+\frac{1}{R_{4} C_{3}}+\frac{1}{R_{4} C_{1}}-\frac{K}{R_{2} C_{1}}\right)+\frac{1}{R_{2} R_{4} C_{1} C_{3}}} \tag{11.35}
\end{equation*}
$$

Equating Equation 11.35 to Equation 11.10 results in

$$
\begin{equation*}
\omega_{\mathrm{o}}=\frac{1}{\sqrt{R_{2} R_{4} C_{1} C_{3}}} \tag{11.36}
\end{equation*}
$$



FIGURE 11.8 High-pass Sallen and Key filter.


FIGURE 11.9 Notch filters derived from center-loaded twin-T networks: (a) $\omega_{\mathrm{z}} \leq \omega_{\mathrm{p}}$ and (b) $\omega_{\mathrm{z}}<\omega_{\mathrm{p}}$. (From Sedra, A. S. and Brackett, P. O., Filter Theory and Design: Active and Passive, Matrix, Portland, OR, 1978. With permission.)

$$
\begin{equation*}
\frac{1}{Q}=\sqrt{\frac{R_{4} C_{3}}{R_{2} C_{1}}}+\sqrt{\frac{R_{2} C_{1}}{R_{4} C_{3}}}+\sqrt{\frac{R_{2} C_{3}}{R_{4} C_{1}}}-K \sqrt{\frac{R_{4} C_{3}}{R_{2} C_{1}}} \tag{11.37}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{HP}}(j \infty)=K \tag{11.38}
\end{equation*}
$$

The design procedure using these equations is similar to that for the low-pass and bandpass filters.
The last type of second-order filter in this section is the notch filter, shown in Figure 11.9. The general transfer function for the notch filter is

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=T_{\mathrm{N}}(j 0) \frac{s^{2}+\omega_{\mathrm{z}}^{2}}{s^{2}+\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}} s+\omega_{\mathrm{p}}^{2}} \tag{11.39}
\end{equation*}
$$

where
$\omega_{\mathrm{p}}$ and $\omega_{\mathrm{z}}$ are the pole and zero frequencies ( $\omega_{\mathrm{o}}$ ), respectively
$Q_{\mathrm{p}}$ is the pole $Q$

For the circuit of Figure 11.9a,

$$
\begin{equation*}
T_{\mathrm{N}}(j 0)=\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}, \quad R_{2} C_{4}=\frac{\sqrt{1+a}}{\omega_{\mathrm{p}}} \tag{11.40}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{2}=(1+a) R_{1}=2 R_{3}=a R_{4}, \quad C_{4}=\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}} C_{1}=C_{2}+C_{1}=\frac{C_{5}}{2} \tag{11.41}
\end{equation*}
$$

For the circuit of Figure 11.9b.

$$
\begin{equation*}
T_{\mathrm{N}}(j 0)=1, \quad R_{2} C_{4}=\frac{\sqrt{1+a}}{\omega_{\mathrm{p}}} \tag{11.42}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{4}=(1+a) \frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}} R_{1}=(1+a)\left(R_{1}+R_{2}\right)=a R_{3}=2 R_{5}, \quad C_{1}=C_{2}=\frac{C_{3}}{2} \tag{11.43}
\end{equation*}
$$

The $Q$ for both notch circuits is

$$
\begin{equation*}
Q=\frac{\sqrt{1+a}}{a} \tag{11.44}
\end{equation*}
$$

so $a$ is a helpful design parameter for these circuits. For typical values of $Q$, say $0.5,1$, and 5 , the corresponding values of $a$ are $4.828,1.618$, and 0.2210 , respectively.

### 11.5 Second-Order Biquadratic Filters

Next, second-order biquadratic functions will be described. These functions are general realizations of the second-order transfer function. Filters implementing biquadratic functions, often referred to as biquads, are found in many signal processing applications.

### 11.5.1 Biquadratic Transfer Function

The general form of the second-order biquadratic transfer function is

$$
\begin{equation*}
T(s)=H \frac{s^{2}+b_{1} s+b_{0}}{s^{2}+a_{1} s+a_{0}}=H \frac{s^{2}+\frac{\omega_{z}}{Q_{\mathrm{z}}} s+\omega_{\mathrm{z}}^{2}}{s^{2}+\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}} s+\omega_{\mathrm{p}}^{2}} \tag{11.45}
\end{equation*}
$$

with the pole locations given by Equation 11.8 and the zero locations by

$$
\begin{equation*}
z_{1}, z_{2}=-\frac{\omega_{\mathrm{z}}}{2 Q_{\mathrm{z}}} \pm j \omega_{\mathrm{z}} \sqrt{1-\frac{1}{4 Q_{\mathrm{z}}^{2}}} \tag{11.46}
\end{equation*}
$$

where $Q_{p}$ and $Q_{z}$ are the pole and zero $Q$, respectively. Filters capable of implementing this voltage transfer function are called biquads since both the numerator and denominator of their transfer functions contain biquadratic expressions. The zeros described by the numerator of Equation 11.45 strongly influence the magnitude response of the biquadratic transfer function and determine the filter type (low-pass, high-pass, etc.).

Notch biquad with
(a)

$$
\omega_{\mathrm{z}}>\omega_{\mathrm{p}}
$$


(b)
$\omega_{\mathrm{p}}>\omega_{\mathrm{z}}$

FIGURE 11.10 Frequency response of second-order notch filters. (a) $\omega_{z}>\omega_{p}$ and (b) $\omega_{p}>\omega_{z}$.
The notch filter form of the biquadratic transfer function is

$$
\begin{equation*}
T_{\mathrm{NF}}(s)=H \frac{s^{2}+\omega_{\mathrm{z}}^{2}}{s^{2}+\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}} s+\omega_{\mathrm{p}}^{2}} \tag{11.47}
\end{equation*}
$$

with zeros located at $s= \pm j \omega_{z}$. Attenuation of high or low frequencies is determined by selection of $\omega_{z}$ relative to $\omega_{\mathrm{p}}$. The low-pass notch filter (LPN) requires $\omega_{\mathrm{z}}>\omega_{\mathrm{p}}$, shown in Figure 11.10a and the highpass notch filter (HPN) requires $\omega_{p}>\omega_{z}$, shown in Figure 11.10b.

An all-pass filter implemented using the biquadratic transfer function has the general form

$$
\begin{equation*}
T_{\mathrm{AP}}(s)=H \frac{s^{2}-\frac{\omega_{\mathrm{z}}}{Q_{\mathrm{z}}} s+\omega_{\mathrm{z}}^{2}}{s^{2}+\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}} s+\omega_{\mathrm{p}}^{2}} \tag{11.48}
\end{equation*}
$$

The all-pass magnitude response is independent of frequency; i.e., its magnitude is constant. The all-pass filter finds use in shaping the phase response of a system. To accomplish this, the all-pass has right-half plane zeros that are mirror images around the imaginary axis of left-half plane poles.

### 11.5.2 Biquad Implementations

A single-amplifier low-gain realization [4] of the biquadratic transfer function with transmission zeros on the $j \omega$ axis is shown in Figure 11.11. Zeros are generated by the circuit's input "twin- $T$ " $R C$ network. This filter is well suited for implementing elliptic functions. Its transfer function has the form

$$
\begin{equation*}
T(s)=H \frac{s^{2}+\omega_{\mathrm{z}}^{2}}{s^{2}+\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}} s+\omega_{\mathrm{p}}^{2}}=H \frac{s^{2}+b_{\mathrm{o}}^{2}}{s^{2}+a_{1} s+a_{\mathrm{o}}^{2}} \tag{11.49}
\end{equation*}
$$



FIGURE 11.11 Low-gain realization for biquadratic network functions. (From Huelsman, L. P. and Allen, P. E., Introduction to the Theory and Design of Active Filters, McGraw-Hill, New York, 1980. With permission.)

The selection of element $Y(s)$ in the filter circuit can be a resistor or capacitor. If the condition $\omega_{\mathrm{p}}>\omega_{\mathrm{z}}$ is desired, $Y=1 / R$ is chosen. For this choice the resulting transfer function has the form

$$
\begin{equation*}
T(s)=\frac{V_{2}(s)}{V_{1}(s)}=\frac{K\left(s^{2}+1 / a^{2}\right)}{s^{2}+(m+1 / a)[1 / R+(2-K) / m] s+[1+(m+1) / R] / a^{2}} \tag{11.50}
\end{equation*}
$$

where, $K, m$, and $a$ are defined in Figure 11.11. The design parameter $m$ is used to control the spread of circuit element values. The design equations for this filter resulting from equating Equation 11.49 and 11.50 are

$$
\begin{gather*}
a=\frac{1}{\sqrt{b_{\mathrm{o}}}}  \tag{11.51}\\
R=\frac{m+1}{a_{\mathrm{o}} / b_{\mathrm{o}}-1}  \tag{11.52}\\
K=2+\frac{m}{m+1}\left(\frac{a_{\mathrm{o}}}{b_{\mathrm{o}}}-1-\frac{a_{1}}{\sqrt{b_{\mathrm{o}}}}\right) \tag{11.53}
\end{gather*}
$$

and

$$
\begin{equation*}
H=K \tag{11.54}
\end{equation*}
$$

If the condition $\omega_{\mathrm{z}}>\omega_{\mathrm{p}}$ is desired, then $Y=s(a C)$ is chosen. This choice has the following transfer function:

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=\frac{\frac{K\left(s^{2}+1 / a^{2}\right)}{(m+1) C+1}}{s^{2}+\left\{\frac{(m+1)[C+(2-K) / m]}{a[(m+1) C+1]}\right\} s+\frac{1}{a^{2}[(m+1) C+1]}} \tag{11.55}
\end{equation*}
$$

The design equations follow from equating Equations 11.49 and 11.55 to get

$$
\begin{gather*}
a=\frac{1}{\sqrt{b_{\mathrm{o}}}}  \tag{11.56}\\
C=\frac{b_{\mathrm{o}} / a_{\mathrm{o}}-1}{m+1}  \tag{11.57}\\
K=2+\frac{m}{m+1}\left(\frac{b_{\mathrm{o}}}{a_{\mathrm{o}}}-1-\frac{a_{1} \sqrt{b_{\mathrm{o}}}}{a_{\mathrm{o}}}\right) \tag{11.58}
\end{gather*}
$$

and

$$
\begin{equation*}
H=\frac{a_{\mathrm{o}}}{b_{\mathrm{o}}} K \tag{11.59}
\end{equation*}
$$

As before, the factor $m$ is chosen arbitrarily to control the spread of element values.

## Example 11.4

A low-pass elliptic filter. It is desired to realize the elliptic voltage transfer function given as

$$
\frac{V_{2}(s)}{V_{1}(s)}=\frac{H\left(s^{2}+2.235990\right)}{s^{2}+0.641131 s+1.235820}
$$

This transfer function will have a 1 dB ripple in the passband, and at least 6 dB of attenuation for all frequencies greater than $1.2 \mathrm{rad} / \mathrm{s}$ [12]. Obviously, the second choice described above applies. From Equations 11.56 through 11.59, with $m=0.2$, we find that $a=0.66875, C=0.67443, K=2.0056$, and $H=1.1085$.

Biquadratic transfer functions can also be implemented using the two-amplifier low-gain configuration in Figure 11.12 [5]. When zeros located off the $j \omega$ axis are desired, the design equations for the twoamplifier low-gain configuration are simpler than those required by the single-amplifier low-gain configuration. Also note that the required gain blocks of -1 and +2 are readily implemented using operational amplifiers. The transfer function for this configuration is

$$
\begin{equation*}
\frac{V_{2}(s)}{V_{1}(s)}=\frac{2\left(Y_{1}-Y_{2}\right)}{Y_{3}-Y_{4}} \tag{11.60}
\end{equation*}
$$

The values of the admittances are determined by separately dividing the numerator and denominator by $s+c$, where $c$ is a convenient value greater than zero. Partial fraction expansion results in expressions that can be implemented using $R C$ networks. From the partial fraction expansion of the numerator divided by $s+c$, the pole residue at $s=-c$ is

$$
\begin{equation*}
k_{b}=\frac{H\left(c^{2}-c b_{1}+b_{0}\right)}{-c} \tag{11.61}
\end{equation*}
$$

Depending on $c, b_{1}$, and $b_{0}$, the quality $k_{b}$ can be positive or negative. If positive, $Y_{1}$ is

$$
\begin{equation*}
Y_{1}=\frac{H s}{2}+\frac{H b_{0}}{2 c}+\frac{1}{2 / k_{b}+2 c / k_{b} s} \tag{11.62}
\end{equation*}
$$

with $Y_{2}=0$, removing the inverting gain amplifier from the circuit. The $R C$ network used to realize $Y_{1}$ when $k_{b}$ is positive is shown in Figure 11.13a. If $k_{b}$ is negative, $Y_{1}$ and $Y_{2}$ become

$$
\begin{equation*}
Y_{1}=\frac{H s}{2}+\frac{H b_{0}}{2 c} \quad \text { and } \quad Y_{2}=\frac{1}{2 /\left|k_{b}\right|+2 c /\left|k_{b}\right| s} \tag{11.63}
\end{equation*}
$$



FIGURE 11.12 Two-amplifier low-gain biquad configuration.


FIGURE 11.13 Realizations for (a) $Y_{1}(s)$ and (b) $Y_{2}(s)$ in Figure 11.12.


FIGURE 11.14 Realizations for (a) $Y_{3}(s)$ and (b) $Y_{4}(s)$ in Figure 11.12.

Realizations for $Y_{1}$ and $Y_{2}$ for this case are shown in Figure 11.13b. In determining $Y_{3}$ and $Y_{4}$, the partial fraction expansion of the denominator divided by $s+c$ yields a pole residue at $s=-c$,

$$
\begin{equation*}
k_{a}=\frac{c_{2}-c a_{1}+a_{0}}{-c} \tag{11.64}
\end{equation*}
$$

If $k_{a}$ is positive, then $Y_{4}=0$ and $Y_{3}$ is

$$
\begin{equation*}
Y_{3}=s+\frac{a_{\mathrm{o}}}{c}+\frac{1}{1 / k_{a}+c / k_{a} s} \tag{11.65}
\end{equation*}
$$

The realization of $Y_{3}$ is shown in Figure 11.14a. For a negative $k_{a}, Y_{3}$ and $Y_{4}$ become

$$
\begin{equation*}
Y_{3}=s+\frac{a_{0}}{c} \tag{11.66}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{4}=\frac{1}{1 /\left|k_{a}\right|+c /\left|k_{a}\right| s} \tag{11.67}
\end{equation*}
$$

$R C$ network realizations for $Y_{3}$ and $Y_{4}$ are shown in Figure 11.14b.

## Example 11.5

An all-pass function [5]. It is desired to use the configuration of Figure 11.12 to realize the following all-pass function:

$$
\frac{V_{2}(s)}{V_{1}(s)}=\frac{s^{2}-4 s+4}{s^{2}+4 s+4}
$$

The choice of $c=+2$ will simplify the network. For this choice the numerator partial-fraction expansion is

$$
\frac{s^{2}=4 s+4}{s+2}=s+2-\frac{8 s}{s+2}
$$

Hence $Y_{1}(s)=(s+2) / 2$ and $Y_{2}(s)=4 s /(s+2)$. The denominator partial-fraction expansion is

$$
\frac{s^{2}+4 s+4}{s+2}=s+2
$$

Thus, $Y_{3}(s)=(s+2)+[4 s /(s+2)]$ and $Y_{4}(s)=0$.

### 11.6 Higher Order Filters

Many applications require filters of order greater than two. One way to realize these filters is simply to cascade second-order filters to implement the higher order filter. If the order is odd, then one first-order (or third-order) section will be required. The advantage of the cascade approach is that it builds on the precious techniques described in this section. The desired high-order transfer function of the filter $T(s)$ will be broken into second-order functions $T_{k}(s)$ so that

$$
\begin{equation*}
T(s)=T_{1}(s) T_{2}(s) T_{3}(s) \cdots T_{n / 2}(s) \tag{11.68}
\end{equation*}
$$

Since the output impedance of the second-order sections is low, the sections can be cascaded without significant interaction.

If $T(s)$ is an odd-order function then a first-order passive network (like those shown in Figure 11.15) can be added to the cascade of second-order functions. Both of the sections shown have nonzero output impedances, so it is advisable to use them only in the last stage of a cascade filter. Alternatively, Figure 11.5 could be used.

Several considerations should be taken into account when cascading second-order sections together. Dynamic range is one of these considerations. To maximize the dynamic range of the filter, the peak gain of each of the individual transfer functions should be equal to the maximum gain of the overall transfer function [10].

To maximize the signal-to-noise of the cascade filter, the magnitude curve in the passband of each of the individual transfer functions should be flat when possible. Otherwise, signals with frequencies in a minimum gain region of an individual transfer function will have a lower signal-to-noise ratio than other signals [10]. Another consideration is minimum noise which is achieved by placing high gain stages first.

Designing a higher order filter as a cascade of second-order sections allows the designer many options. For instance, a fourth-order bandpass filter could result from the cascade of two second-order bandpass sections or one second-order low-pass and a second-order high-pass. Since the bandpass section is the easiest of the three types to tune [10] it might be selected instead of the low-pass-high-pass combination.


FIGURE 11.15 First-order filter sections: (a) low-pass and (b) high-pass.


FIGURE 11.16 Biquad multiloop feedback stage.

Other guidelines for the cascade of second-order sections include putting the low-pass or bandpass sections at the input of the cascade in order to decrease the high-frequency content of the signal, which could avoid slewing in following sections. Using a bandpass or high-pass section at the output of the cascade can reduce dc offsets or low-frequency ripple.

One option that is now available is to use CAD tools in the design of filters. When high-order filters are needed, CAD tools can save the designer time. The examples that are worked later in this section require the use of filter tables interspersed with calculations. A CAD tool such as MicroSim Filter Designer [6] can hasten this process since it eliminates the need to refer to tables. The designer can also compare filters of different orders and different approximation methods (Butterworth, Chebyshev, etc.) to determine which one is the most practical for a specific application. The Filter Designer is able to design using the cascade method as discussed in this section, and after proposing a circuit it can generate a netlist so that a program such as SPICE can simulate the filter along with additional circuitry, if necessary.

The Filter Designer allows the user to specify a filter with either a passband/stopband description, center frequency/bandwidth description, or a combination of filter order and type (low-pass, high-pass, etc.). Then an approximation type is chosen, with Butterworth, Chebyshev, inverse Chebyshev, Bessel, and elliptic types available. A Bode plot, pole-zero plot, step or impulse response plot of the transfer function can be inspected. The designer can then select a specific circuit that will be used to realize the filter. The Sallen and Key low-pass and high-pass stages and the biquad multiloop feedback (Figure 11.16) stages are included. The $s$-coefficients of the filter can also be displayed.

The Filter Designer allows modifications to the specifications, $s$-coefficients, or actual components of the circuit in order to examine their effect on the transfer function. There is also a rounding function that will round components to $1 \%, 5 \%$, or $10 \%$ values for resistors and $5 \%$ for capacitors and then recompute the transfer function based on these new component values. Finally, the package offers a resize function that will rescale components without changing the transfer function.

## Example 11.6

A fifth-order low-pass filter. Design a low-pass filter using the Chebyshev approximation with a 1 dB equiripple passband, a 500 Hz passband, 45 dB attenuation at 1 kHz , and a gain of 10 . Using a nomograph for Chebyshev magnitude functions, the order of this function is found to be five [5]. Using this information and a chart of quadratic factors of 1.0 dB equal-ripple magnitude low-pass functions, the transfer function is found to be

$$
T\left(s_{n}\right)=\frac{0.9883 K_{1}}{s_{n}^{2}+0.1789 s_{n}+0.9883} \cdot \frac{0.4293 K_{2}}{s_{n}^{2}+0.4684 s_{n}+0.4293} \cdot \frac{0.2895 K_{3}}{s_{n}+0.2895}
$$



FIGURE 11.17 Fifth-order low-pass filter.
Denormalizing the frequency with $s_{\mathrm{n}}=s / 500(2 \pi)$ gives

$$
\begin{aligned}
& T_{1}(s)=\frac{9,751,000 K_{1}}{\left(s^{2}+562 s+9,751,000\right)} \\
& T_{2}(s)=\frac{4,240,000 K_{2}}{\left(s^{2}+1470 s+4,240,000\right)}
\end{aligned}
$$

and

$$
T_{3}(s)=\frac{909 K_{3}}{s+909}
$$

Stages 1 and 2 will be Sallen and Key low-pass filters with $R=10 \mathrm{k} \Omega$. Following the guidelines given above, stage 1 will have the gain of 10 and successive stages will have unity gain. Using Equation 11.23 for stage $1\left(R_{2}=R_{4}=R\right)$,

$$
\frac{1}{Q}=2 \sqrt{\frac{C_{4}}{C_{2}}}+(1-K) \sqrt{\frac{C_{2}}{C_{4}}}=0.1800
$$

So $C_{4}=4.696 C_{2}$. Substituting this into Equation 11.22,

$$
\omega_{\mathrm{n}}=\frac{1}{2.167 R C_{2}}=3123 \mathrm{rad} / \mathrm{s}
$$

Thus, $C_{2}=14.8 \mathrm{nF}$ and $C_{4}=69.4 \mu \mathrm{~F}$. Analysis for stage 2 with $K_{2}=1$ yields $C_{2}=0.135 \mu \mathrm{~F}$ and $C_{4}=17.4 \mathrm{nF}$. Stage 3 is simply an $R C$ low-pass section with $R=10 \mathrm{k} \Omega$ and $C=0.110 \mu \mathrm{~F}$. The schematic for this filter is shown in Figure 11.17.

## Example 11.7

A fourth-order bandpass filter. Design a bandpass filter centered at 4 kHz with a 1 kHz bandwidth. The time delay of the filter should be 0.5 ms (with less than $5 \%$ error at the center frequency).

The group of filters with constant time delays are called Thomson filters. For this design, begin with a low-pass filter with the normalized bandwidth of $1 / 4 \mathrm{kHz}$, or 0.25 . Consulting a table for delay error in Thomson filter [5] shows that a fourth-order filter is needed. From tables for Thomson filters, the quadratic factors for the fourth-order low-pass filter give the overall transfer function

$$
T_{\mathrm{LP}}\left(s_{\mathrm{n}}\right)=\frac{1}{\left(s_{\mathrm{n}}^{2}+4.208 s_{\mathrm{n}}+11.488\right)\left(s_{\mathrm{n}}^{2}+5.792 s_{\mathrm{n}}+9.140\right)}
$$

To convert $T_{\mathrm{LP}}\left(s_{\mathrm{n}}\right)$ to a bandpass function $T_{\mathrm{BP}}\left(s_{\mathrm{n}}\right)$, the transformation

$$
s_{\mathrm{n}}=\frac{\omega_{R}}{\mathrm{BW}} \frac{s_{b \mathrm{n}}^{2}+1}{s_{b \mathrm{n}}}=4 \frac{s_{b \mathrm{n}}^{2}+1}{s_{b \mathrm{n}}}
$$

is used, giving

$$
T_{\mathrm{BP} n}(s)=\frac{s^{4} / 256}{\left(s^{4}+1.05 s^{3}+2.72 s^{2}+1.05 s+1\right)\left(s^{4}+1.45 s^{3}+2.57 s^{2}+1.45 s+1\right)}
$$

$\omega_{R}$ and BW are the geometric center frequency and bandwidth of the bandpass filter. The polynomials in the denominator of the expression are difficult to factor, so an alternate method can be used to find the poles of the normalized bandpass function. Each pole $p_{\text {In }}$ of the normalized low-pass transfer function generates two poles in the normalized bandpass transfer function [5-10] given by

$$
\begin{equation*}
p_{b \mathrm{n}}=\frac{\mathrm{BW} p_{1 n}}{2 \omega_{R}} \pm \sqrt{\left(\frac{\mathrm{BW} p_{1 \mathrm{n}}}{2 \omega_{R}}\right)^{2}-1} \tag{11.69}
\end{equation*}
$$

Using Equation 11.69 with each of the poles of $T_{\mathrm{LP}}\left(s_{\mathrm{n}}\right)$ gives the following pairs of poles (which are also given in tables for Thomson filters):

$$
\begin{array}{ll}
p_{b 1 \mathrm{n}}=-0.1777 \pm j 0.6919 & p_{b 2 \mathrm{n}}=-0.3483 \pm j 1.356 \\
p_{b 3 \mathrm{n}}=-0.3202 \pm j 0.8310 & p_{b 4 \mathrm{n}}=-0.4038 \pm j 1.0478
\end{array}
$$

Note that each low-pass pole does not generate a conjugate pair, but when taken together, the bandpass poles generated by the low-pass poles will be conjugates. The unnormalized transfer functions generated by the normalized bandpass poles are

$$
\begin{aligned}
& T_{\mathrm{BP1}}(s)=\frac{6283 s}{\left(s^{2}+8932 s+322.3 \times 10^{6}\right)} \\
& T_{\mathrm{BP} 2}(s)=\frac{6283 s}{\left(s^{2}+1751 s+1238 \times 10^{6}\right)} \\
& T_{\mathrm{BP} 3}(s)=\frac{6283 s}{\left(s^{2}+16100 s+501.0 \times 10^{6}\right)}
\end{aligned}
$$

and

$$
T_{\mathrm{BP} 4}(s)=\frac{6283 s}{\left(s^{2}+20300 s+796.5 \times 10^{6}\right)}
$$

The overall transfer function realized by these four intermediate transfer functions could also be grouped into two low-pass stages followed by two high-pass stages, however, this example will use four bandpass filters. Using the equal-capacitance gain of two-design strategy for the Sallen and Key bandpass stage,

$$
\begin{gather*}
\omega_{\mathrm{n}}^{2}=\left(1+\frac{R_{1}}{R_{2}}\right) \frac{1}{R_{1} R_{4} C^{2}}  \tag{11.70}\\
\frac{1}{Q}=\left[\left(1-\frac{R_{1}}{R_{2}}\right) \sqrt{\frac{R_{4}}{R_{1}}}+2 \sqrt{\frac{R_{1}}{R_{4}}}\right] \sqrt{\frac{R_{2}}{R_{1}+R_{2}}} \tag{11.71}
\end{gather*}
$$


(a)

(b)

FIGURE 11.18 Fourth-order bandpass filter. (a) Stages 1 and 2 and (b) stages 3 and 4.
and

$$
\begin{equation*}
H_{\mathrm{o}}=\binom{\frac{K}{R_{1}}}{\frac{1}{R_{1}}+\frac{1}{R_{2}}+\frac{2}{R_{4}}-\frac{K}{R_{2}}} \tag{11.72}
\end{equation*}
$$

Making the further assignment $R_{2}=R_{1}$ simplifies the equations to

$$
\omega_{\mathrm{n}}^{2}=\frac{2}{R_{1} R_{4} C^{2}}, \quad \frac{1}{Q}=2 \sqrt{\frac{R_{1}}{R_{4}}}, \quad \text { and } \quad H_{o}=2 Q^{2}
$$

Selecting $C=1 \mathrm{nF}$ gives the component values shown in Figure 11.18, the schematic diagram for the fourth-order bandpass filter. While the gain of the filter is greater than unity, the output can be attenuated if unity gain is desired.

## Example 11.8

A sixth-order high-pass filter. Design a Butterworth high-pass filter with a -3 dB frequency of 100 kHz and a stopband attenuation of 30 dB at 55 kHz . A nomograph for Butterworth (maximally flat) functions indicates that this filter must have an order of at least six. A table for quadratic factors of Butterworth functions [5] gives

$$
T\left(s_{n}\right)=\frac{K_{1}}{\left(s_{n}^{2}+0.518 s_{n}+1\right)} \frac{K_{2}}{\left(s_{n}^{2}+1.414 s_{n}+1\right)} \frac{K_{3}}{\left(s_{n}^{2}+1.932 s_{n}+1\right)}
$$

Using $s_{\mathrm{n} H}=1 / s_{\mathrm{n}}$ for low-pass to high-pass transformation and $s_{\mathrm{n}}=s / 2 \pi \times 10^{5}$ to denormalize the frequency,

$$
\begin{aligned}
& T_{1}(s)=\frac{s^{2} K_{1}}{s^{2}+325,500 s+394.8 \times 10^{9}} \\
& T_{2}(s)=\frac{s^{2} K_{2}}{s^{2}+888,600 s+394.8 \times s 10^{9}}
\end{aligned}
$$



FIGURE 11.19 A sixth-order high-pass filter (all component values are $\Omega$ or F).
and

$$
T_{3}(s)=\frac{s^{2} K_{3}}{s^{2}+1,214,000 s+394.8 \times 10^{9}}
$$

The Sallen and Key high-pass filter can be used to implement all three of these stages. Picking a constant $R$, constant $C$ design style with $\omega_{\mathrm{n}}=10^{5} \mathrm{rad} / \mathrm{s}$ gives $R=10 \mathrm{k} \Omega$ and $C=1 \mathrm{nF}$ for each stage. Equation 11.23 then simplifies to

$$
\frac{1}{\mathrm{Q}}=3-K
$$

for each stage. Thus $K_{1}=2.482, K_{2}=1.586$, and $K_{3}=1.068$, and the resulting high-pass filter is shown in Figure 11.19.

## Example 11.9

A fifth-order low-pass filter. Design a low-pass filter with an elliptic characteristic such that it has a 1 dB ripple in the passband (which is 500 Hz ) and 65 dB attenuation at 1 kHz . From a nomograph for elliptic magnitude functions, the required order of this filter is five. A chart for a fifth-order elliptic filter with 1 dB passband ripple gives

$$
T\left(s_{n}\right)=\frac{H\left(s_{n}^{2}+4.365\right)\left(s_{n}^{2}+10.568\right)}{\left(s_{n}+0.3126\right)\left(s_{n}^{2}+0.4647 s_{n}+0.4719\right)\left(s_{n}^{2}+0.1552 s_{n}+0.9919\right)}
$$

This transfer function can be realized with two notch filters like Figure 11.9a and a first-order low-pass section. Denormalizing the frequency with $s_{\mathrm{n}}=s / 1000 \pi$ gives

$$
\begin{aligned}
& T_{1}(s)=\frac{H_{1}\left(s^{2}+43,080,000\right)}{s^{2}+1,460 s+4,657,000} \\
& T_{2}(s)=\frac{H_{2}\left(s^{2}+104,300,000\right)}{s^{2}+487.6 s+9,790,000}
\end{aligned}
$$

and

$$
T_{3}(s)=\frac{982.1}{s+982.1}
$$

For the first stage, use Equations 11.40 and 11.44, $H_{1}=0.1081$, and $a=0.9429$. Setting $C_{1}=1 \mathrm{nF}$ and applying Equations 11.40 and 11.41,


FIGURE 11.20 Fifth-order low-pass filter (all component values are $\Omega$ or F ).

$$
\begin{array}{llll}
C_{1}=1 \mathrm{nF}, & C_{4}=9.25 \mathrm{nF}, & C_{2}=8.25 \mathrm{nF}, & C_{5}=18.5 \mathrm{nF} \\
R_{2}=69.8 \mathrm{k} \Omega, & R_{1}=35.9 \mathrm{k} \Omega, & R_{3}=34.9 \mathrm{k} \Omega, & R_{1}=74.1 \mathrm{k} \Omega
\end{array}
$$

Similarly, in the second stage $H_{2}=0.0939, a=0.1684$, and

$$
\begin{array}{llll}
C_{1}=1 \mathrm{nF}, & C_{4}=10.7 \mathrm{nF}, & C_{2}=9.65 \mathrm{nF}, & C_{5}=21.4 \mathrm{nF} \\
R_{2}=32.3 \mathrm{k} \Omega, & R_{1}=27.6 \mathrm{k} \Omega, & R_{3}=16.1 \mathrm{k} \Omega, & R_{4}=192 \mathrm{k} \Omega
\end{array}
$$

The third stage can be a simple $R C$ low-pass with $C=10 \mathrm{nF}$ and $R=101 \mathrm{k} \Omega$. The resulting cascade filter is shown in Figure 11.20.

These examples illustrate both the use of the Filter Designer and the method of cascading first- and second-order stages to achieve higher order filters.

### 11.7 Influence of Nonidealities

Effective filter design requires an understanding of how circuit nonidealities influence performance. Important nonidealities to consider include passive component tolerance (i.e., resistor and capacitor accuracy), amplifier gain accuracy, finite amplifier gain-bandwidth, amplifier slew rate, and noise.

### 11.7.1 Sensitivity Analysis

Classical sensitivity functions [5] are valuable tools for analyzing the influence of nonidealities on filter performance. The sensitivity function, $s_{x}^{Y}$ [2], by definition, describes the change in a performance characteristic of interest, say $y$, due to the change in nominal value of some element $x$,

$$
\begin{equation*}
S_{x}^{y}=\left(\frac{\partial y}{\partial x}\right) \frac{x}{y}=\frac{\partial y / y}{\partial y / x}=\frac{\partial\left(l_{\mathrm{n}} y\right)}{\partial\left(l_{\mathrm{n}} x\right)} \tag{11.73}
\end{equation*}
$$

The mathematical properties of the sensitivity function are given in Table 11.1 [5] for convenient reference.

A valuable result of the sensitivity function is that it enables us to estimate the percentage change in a performance characteristic due to variation in passive circuit elements from their nominal values. Consider, for example, a low-pass filter's cutoff frequency $\omega_{\mathrm{o}}$, which is a function of $R_{1}, R_{2}, C_{1}$, and $C_{2}$. Using sensitivity functions, the percentage change in $\omega_{\mathrm{o}}$ is estimated as [3]

$$
\begin{equation*}
\frac{\Delta \omega_{\mathrm{o}}}{\omega_{\mathrm{o}}} \approx S_{R_{1}}^{\omega_{\mathrm{o}}}\left(\frac{\Delta R_{1}}{R_{1}}\right)+S_{R_{2}}^{\omega_{\mathrm{o}}}\left(\frac{\Delta R_{2}}{R_{2}}\right)+S_{C_{1}}^{\omega_{\mathrm{o}}}\left(\frac{\Delta C_{1}}{C_{1}}\right)+S_{C_{2}}^{\omega_{\mathrm{o}}}\left(\frac{\Delta C_{2}}{C_{2}}\right) \tag{11.74}
\end{equation*}
$$

TABLE 11.1 Properties of Sensitivity Function

| $S_{x}^{k y}=S_{k x}^{y}=S_{x}^{y}$ | $S_{x}^{y_{1} / y_{2}}=S_{x}^{y_{1}}-S_{x}^{y_{2}}$ |
| :--- | :--- |
| $S_{x}^{x}=S_{x}^{k x}=S_{k x}^{k x}=1$ | $S_{x_{1}}^{y}=S_{x_{2}}^{y} S_{x_{1}}^{y_{2}}$ |
| $S_{1 / x}^{y}=S_{x}^{1 / y}=-S_{x}^{y}$ | $S_{x}^{y}=S_{x}^{\|y\|}+j \arg y S_{x}^{\arg y}$ |
| $S_{x}^{y, y_{2}}=S_{x}^{y_{1}}+S_{x}^{y_{2}}$ | $S_{x}^{\arg y}=\frac{1}{\arg y} \operatorname{Im} S_{x}^{y}\left({ }^{*}\right)$ |
| $S_{x}^{\prod_{i=1}^{n} y_{i}}=\sum_{i=1}^{n} S_{x}^{y_{i}}$ | $S_{x}^{\|y\|}=\operatorname{Re} S_{x}^{y}\left({ }^{*}\right)$ |
| $S_{x}^{y^{n}}=n S_{x}^{y}$ | $S_{x}^{y+x}=\frac{1}{y+z}\left(y S_{x}^{y}+z S_{x}^{z}\right)$ |
| $S_{x}^{x^{n}}=S_{x}^{k x^{n}}=n$ | $S_{x}^{\sum_{i=1}^{n} y_{i}}=\frac{\sum_{i=1}^{n} y_{i}^{g_{i}^{i}}}{\sum_{i=1}^{1} y_{i}}$ |
| $S_{x^{n}}^{y}=\frac{1}{n} S_{x}^{y}$ | $S_{x}^{\ln y}=\frac{1}{\ln y} S_{x}^{y}$ |
| $S_{x^{n}}^{x}=S_{k x^{n}}^{x}=\frac{1}{n}$ |  |

Source: Huelsman, L.P. and Allen, P.E., Introduction to the Theory and Design of Active Filters, McGraw-Hill, New York, 1980.

Note: Relations denoted by " $(*)$ " use $y$ to indicate a complex quantity and $x$ to indicate a real quantity.

Not that the quantity $\Delta \omega_{\mathrm{o}} / \omega_{\mathrm{o}}$ represents a small differential change in the cutoff frequency $\omega_{\mathrm{o}}$. When considering the root locus of a filter design, the change in pole location due to a change in gain $K$, for example, could be described by [3]

$$
\begin{equation*}
S_{K}^{p_{1}}=\left(\frac{\partial \sigma_{o}}{\partial K}\right)+j \frac{\partial \omega_{o}}{\partial K}\left(\frac{K}{\omega_{\mathrm{o}}}\right) \tag{11.75}
\end{equation*}
$$

where the pole $p_{1}=\sigma_{\mathrm{o}}+j \omega_{\mathrm{o}}$. Furthermore, the filter transfer function's magnitude and phase sensitivity is defined by [3]

$$
\begin{equation*}
S_{x}^{T(j \omega)}=S_{x}^{|T(j \omega)|}+S_{x}^{\theta(j \omega)}=\operatorname{Re} S_{x}^{T(j \omega)}+\frac{1}{\theta(\omega)} \operatorname{Im} S_{x}^{T(j \omega)} \tag{11.76}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{x}^{T(j \omega)}=\frac{x}{|T(j \omega)|} \frac{\partial}{\partial x}|T(j \omega)|+j x \frac{\partial \theta(\omega)}{\partial x} \tag{11.77}
\end{equation*}
$$

where $T(j \omega)=|T(j \omega)| \exp [j \theta(\omega)]$. The interested reader is directed to Ref. [5, Chapter 3] for a detailed discussion of sensitivity.

### 11.7.2 Gain-Bandwidth

Now let us consider some of the amplifier nonidealities that influence the performance of our low-gain amplifier filter realizations. There are two amplifier implementations of interest each using an operational amplifier. They are the noninverting configuration and the inverting configuration shown in Figure 11.21.

The noninverting amplifier is described by

$$
\begin{equation*}
K=\frac{V_{2}}{V_{1}}=\frac{A_{\mathrm{d}}(s)}{1+A_{\mathrm{d}}(s) / K_{\mathrm{o}}} \tag{11.78}
\end{equation*}
$$


(a)

(b)

FIGURE 11.21 (a) Noninverting amplifier and (b) inverting amplifier.
where
$K_{\mathrm{o}}=1+R_{B} / R_{A}$ is the ideal gain
$A_{\mathrm{d}}(s)$ is the operational amplifier's differential gain
Using the dominant-pole model for the op-amp,

$$
\begin{equation*}
A_{\mathrm{d}}(s)=\frac{\mathrm{GB}}{s+\omega_{a}}=\frac{A_{\mathrm{o}} \omega_{a}}{s+\omega_{a}} \tag{11.79}
\end{equation*}
$$

where
$A_{\mathrm{o}}$ is the dc gain
$\omega_{a}$ is the dominant pole
GB is the gain-bandwidth product of the op-amp
Inserting Equation 11.79 into Equation 11.78 gives

$$
\begin{equation*}
K=\frac{\mathrm{GB}}{s+\omega_{a}\left(1+A_{\mathrm{o}} / K_{\mathrm{o}}\right)} \approx \frac{\mathrm{GB}}{s+\mathrm{GB} / K_{\mathrm{o}}} \tag{11.80}
\end{equation*}
$$

The approximation of the $K$ expression is valid provided $A_{\mathrm{o}} \gg K_{\mathrm{o}}$. The magnitude and phase of Equation 11.80 are

$$
\begin{equation*}
|K(j \omega)|=\frac{\mathrm{GB}}{\sqrt{\omega^{2}+\left(\mathrm{GB} / K_{\mathrm{o}}\right)^{2}}} \tag{11.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\arg [K(j \omega)]=-\tan ^{-1}\left(\frac{\omega}{\mathrm{~GB}} K_{\mathrm{o}}\right) \tag{11.82}
\end{equation*}
$$

Note that for $\omega>\mathrm{GB} / K_{\mathrm{o}}$, Equations 11.81 and 11.82 may be approximated by

$$
\begin{equation*}
|K(j \omega)| \approx K_{\mathrm{o}} \tag{11.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\arg [K(j \omega)] \approx-\frac{\omega}{\mathrm{GB}} K_{\mathrm{o}} \tag{11.84}
\end{equation*}
$$

The phase expression (Equation 11.84) describes the phase lag introduced to an active filter realization by the op-amp's finite gain-bandwidth product. To illustrate the importance of taking this into account, consider a positive-gain filter with $K_{\mathrm{o}}=3$ and operation frequency $\omega=\mathrm{GB} / 30$ [5]. According to Equation 11.84, a phase lag of $5.73^{\circ}$ is introduced to the filter by the op-amp. Such phase lag might significantly impair the performance of some filter realizations.

The inverting amplifier of Figure 11.21 b is described by

$$
\begin{equation*}
K=\frac{V_{2}}{V_{1}}=\frac{-A_{\mathrm{d}}(s)\left[R_{B} /\left(R_{A}+R_{B}\right)\right]}{1+A_{\mathrm{d}}(s)\left[R_{A} /\left(R_{A}+R_{B}\right)\right]} \tag{11.85}
\end{equation*}
$$

Inserting Equation 11.79 into Equation 11.85 gives

$$
\begin{equation*}
K=\frac{-\left[R_{B} /\left(R_{A}+R_{B}\right)\right] \mathrm{GB}}{s+\omega_{a}\left[1+A_{0} R_{A} /\left(R_{A}+R_{B}\right)\right]} \approx \frac{-\left[R_{B} /\left(R_{A}+R_{B}\right)\right] \mathrm{GB}}{s+\mathrm{GB}\left[R_{A} /\left(R_{A}+R_{B}\right)\right]} \tag{11.86}
\end{equation*}
$$

where as before the approximation is valid if $A_{\mathrm{o}} \gg\left(R_{A}+R_{B}\right) / R_{A}$. The magnitude and phase expressions for Equation 11.86 are

$$
\begin{equation*}
|K(j \omega)|=\frac{\mathrm{GB} R_{B} /\left(R_{A}+R_{B}\right)}{\sqrt{\omega^{2}+\left[\mathrm{GB} R_{A} /\left(R_{A}+R_{B}\right)\right]^{2}}} \tag{11.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\arg [K(j \omega)]=\pi-\tan ^{-1}\left[\frac{\omega}{\mathrm{~GB}}\left(1+\frac{R_{B}}{R_{A}}\right)\right] \tag{11.88}
\end{equation*}
$$

If $\omega<\mathrm{GB} R_{A} /\left(R_{A}+R_{B}\right)$, then Equations 11.87 and 11.88 are approximated by

$$
\begin{equation*}
|K(j \omega)| \approx \frac{R_{B}}{R_{A}} \tag{11.89}
\end{equation*}
$$

and

$$
\begin{equation*}
\arg [K(j \omega)] \approx \pi-\left[\frac{\omega}{\mathrm{GB}}\left(1+\frac{R_{B}}{R_{A}}\right)\right] \tag{11.90}
\end{equation*}
$$

An important limitation of the inverting configuration is its bandwidth [5], compared to that of the noninverting configuration, when small values of gain $K$ are desired. Take, for example, the case where a unity-gain amplifier is needed. Using the amplifier of Figure 11.21a, the resistor values would be $R_{B}=0$ and $R_{A}=\infty$. From Equation 11.80 we see that this places a pole at $s=-\mathrm{GB}$. Using the amplifier of Figure 11.21 b , the resistors would be selected such that $R_{B}=R_{A}$. From Equation 11.86 we see that a pole located at $s=-\mathrm{GB} / 2$ results. Hence, for unity-gain realizations, the inverting configuration has half the bandwidth of the noninverting case. However, for higher gains, as the ratio $R_{B} / R_{A}$ becomes large, both configurations yield a pole location that approaches $s=-(\mathrm{GB}) R_{A} / R_{B}$.

When using the inverting configuration described above to implement a negative-gain realization, the input impedance to the amplifier is approximately $R_{A}$. $R_{A}$ must then be carefully selected to avoid loading the $R C$ network. Another problem is related to maintaining low phase lag when a high $Q$ is desired [5]. A $Q$ of 10 requires that the ratio $R_{B} / R_{A}$ be approximately 900 . However, to avoid a phase lag of $6^{\circ}$, Equation 11.90 indicates that for $Q=10$ the maximum filter design frequency cannot exceed
approximately $\mathrm{GB} / 8500$. If $\mathrm{GB}=1 \mathrm{MHz}$, say if the $741 \mathrm{op}-\mathrm{amp}$ is being used, then the filter cannot function properly above a frequency of about 100 Hz .

We have seen that a practical amplifier implementation contributes a pole to the gain $K$ of a filter due to the op-amp's finite gain-bandwidth product GB. This means that an active filter's transfer function will have an additional pole that is attributed to the amplifier. The poles then of an active filter will be influenced by this additional pole. Consider the positive-gain amplifier used in the Sallen-Key low-pass filter (Figure 11.6). The filter's ideal transfer function is expressed in Equation 11.21. For the equal $R$, equal $C$ case $\left(R_{1}=R_{3}, C_{2}=C_{4}\right)$ we have $R_{B}=R_{A}[2-(1 / Q)]$. By inserting Equation 11.80 into Equation 11.21, the transfer function becomes [3]

$$
\begin{equation*}
T\left(s_{n}\right)=\frac{V_{2}}{V_{1}}=\frac{\mathrm{GB}_{\mathrm{n}}}{s_{\mathrm{n}}^{3}+s_{\mathrm{n}}^{2}\left(3+\frac{\mathrm{GB}_{\mathrm{n}}}{1-\frac{1}{Q}}\right)+s_{\mathrm{n}}\left(1+\frac{\mathrm{GB}_{\mathrm{n}}}{3 \mathrm{Q}-1}\right)+\frac{\mathrm{GB}_{\mathrm{n}}}{3-\frac{1}{Q}}} \tag{11.91}
\end{equation*}
$$

where the normalized terms are defined by $s_{\mathrm{n}}=s / \omega_{\mathrm{o}}$ and $\mathrm{GB}_{\mathrm{n}} / \omega_{\mathrm{o}}$. The manner in which the poles of Equation 11.91 are influenced by the amplifier's finite gain-bandwidth product is illustrated in Figure 11.22a. This plot is the upper left-half $s_{\mathrm{n}}$ plane. The solid lines correspond to constant values of $Q$ and the circles correspond to discrete values of $\mathrm{GB}_{\mathrm{n}}$, which were the same for each $Q$. For $Q=0.5$ the $\mathrm{GB}_{\mathrm{n}}$ values are labeled. Note that the $\mathrm{GB}_{\mathrm{n}}=\infty$ case shown is the ideal case where amplifier GB is infinite. The poles shift toward the origin as $\omega_{\mathrm{o}}$ approaches a value near GB. Furthermore, for large design values of $Q$, i.e., greater than 3, the actual $Q$ value will decrease as $\omega_{0}$ approaches GB.

As another example, consider the Sallen-Key low-pass again but for the case where positive unity-gain and equal resistance $\left(R_{1}=R_{3}\right)$ are desired. When the amplifier's gain-bandwidth product is taken into account, the filter's transfer function becomes [3]

$$
\begin{equation*}
T(s)=\frac{V_{2}}{V_{1}}=\frac{\mathrm{GB}_{\mathrm{n}}}{s_{\mathrm{n}}^{3}+s_{\mathrm{n}}^{2}\left(2 Q+\frac{1}{\mathrm{Q}}+\mathrm{GB}_{\mathrm{n}}\right)+s_{\mathrm{n}}\left(1+\frac{\mathrm{GB}_{\mathrm{n}}}{\mathrm{Q}}\right)+\mathrm{GB}_{\mathrm{n}}} \tag{11.92}
\end{equation*}
$$

where again $s_{\mathrm{n}}=s / \omega_{\mathrm{o}}$ and $\mathrm{GB}_{\mathrm{n}}=\mathrm{GB} / \omega_{\mathrm{o}}$. The poles of Equation 11.92 are shown in Figure 11.22 b . The plots are similar but the Figure 11.22b) plot constant $\mathrm{GB}_{\mathrm{n}}$ values for the range of $Q$ shown are closer


FIGURE 11.22 Effect of GB on the poles of the Sallen-Key second-order low-pass case. (a) Equal $R$, equal $C$ case and (b) unity gain, equal $R$ case.

TABLE 11.2 Summary of Finite GB on Filter Parameters

| Sallen-Key Low-Pass Realizations |  |
| :--- | :--- |
| Equal $R$, equal $C$ | $\omega_{0}($ actual $) \approx \omega_{0}($ design $)\left[1-\frac{1}{2}\left(3-\frac{1}{Q}\right)^{2} \frac{\omega_{0}}{\mathrm{~GB}}\right]$ |
|  | $Q($ actual $) \approx Q($ design $)\left[1-\frac{1}{2}\left(3-\frac{1}{Q}\right)^{2} \frac{\omega_{0}}{\mathrm{~GB}}\right]$ |
|  | $\mathrm{GB} \geq 45\left(1-\frac{1}{3 Q}\right)^{2} \omega_{0}^{*}$ |
| Unity-gain, equal $R$ | $\omega_{0}($ actual $) \approx \omega_{0}($ design $)\left(1-\frac{\omega_{0} Q}{\mathrm{~GB}}\right)$ |
|  | $Q($ actual $) \approx Q($ design $)\left(1+\frac{\omega_{0} Q}{\mathrm{~GB}}\right)$ |
|  | $\mathrm{GB} \geq 10 \omega_{0}^{*}$ |

"*" denotes the condition for $\Delta \omega_{\mathrm{o}} / \omega_{\mathrm{o}}=\Delta Q / Q \leq 10 \%$, i.e., for $\omega_{\mathrm{o}}$ and $Q$ to change less than $10 \%$ [3].
together than the Figure 11.22a plot. This means that the poles of the unity-gain, equal $R$ design are less sensitive to amplifier gain-bandwidth product than the equal $R$, equal $C$ case. The influence GB has on Sallen-Key low-pass filter parameters is summarized in Table 11.2.

### 11.7.3 Slew Rate

Slew rate is another operational amplifier parameter that warrants consideration in active filter design. When a filter signal level is large and/or the frequency is high, op-amp slew rate (SR) limitations can affect the small-signal behavior of amplifiers used in low-gain filter realizations. The amplifier's amplitude and phase response can be distorted by large-signal amplitudes. An analysis of slew rate induced distortion is presented in Ref. [1]. For the inverting amplifier (Figure 11.21b), slewing increases the small-signal phase lag. This distortion is described by Ref. [5]

$$
\begin{equation*}
\arg [K(j \omega)]=\pi-\tan ^{-1}\left(\frac{\left(\omega / \mathrm{GB}\left(1+R_{B} / R_{A}\right)\right)}{N(A)}\right) \tag{11.93}
\end{equation*}
$$

where
$N(A)$ is a describing function
$A$ is the peak amplitude of the sinusoidal voltage input to the amplifier
$N(A)=1$ while the op-amp is not slewing, yielding the same phase lag described by Equation 11.88 . However, for conditions where slewing is present, $N(A)$ becomes less than 1 . Under such conditions the filter may become unstable. Refer to Ref. [1] and Ref. [5, Chapter 4, Section 6] for a detailed discussion of slew rate distortion.

Selecting an operational amplifier with higher slew rate can reduce large-signal distortion. Given the choice of FET input or BJT input op-amps, FET input op-amps tend to have higher slew rates and higher input signal thresholds before slewing occurs. When selecting an amplifier for a filter it is important to remember that slewing occurs when the magnitude of the output signal slope exceeds SR and when the input level exceeds a given voltage threshold. Often the slew rate of a filter's amplifier sets the final limit of performance that can be attained in a given active filter realization at high frequencies.

### 11.7.4 Noise

The noise performance of a given filter design will ultimately determine the circuit's signal-to-noise ratio and dynamic range [7]. For these reasons, a strong understanding of noise analysis is required for effective filter design. In this section noise analysis of the noninverting and inverting op-amp


FIGURE 11.23 Operational amplifier noise model with four noise sources.
configurations are discussed for the implementation of the gain block $K$. An example noise analysis is illustrated for a simple filter design.

Proceeding with noise analysis, consider the four noise sources associated with operational amplifier. Shown in Figure 11.23, $E_{n 1}$ and $E_{n 2}$ represent the op-amp's voltage noise referred to the negative and positive inputs, respectively, and $I_{n 1}$ and $I_{n 2}$ represent the op-amp's current noise referred to the negative and positive inputs, respectively. $E_{n 1}$ and $E_{n 2}$ are related to $E_{n}$, from an op-amp manufacture's data sheet, through the relationship

$$
\begin{equation*}
E_{n}=\sqrt{E_{n 1}^{2}+E_{n 2}^{2}}[\mathrm{~V} / \sqrt{\mathrm{Hz}}] \tag{11.94}
\end{equation*}
$$

$I_{n}$ is also usually reported in an op-amp manufacturer's data sheet. The value given for $I_{n}$ is used for $I_{n 1}$ and $I_{n 2}$.

$$
\begin{equation*}
I_{n}=I_{n 1}=I_{n 2}[\mathrm{~A} / \sqrt{\mathrm{Hz}}] \tag{11.95}
\end{equation*}
$$

The analysis of the filter noise performance begins with the identification of all noise sources, which include the op-amp noise sources and all resistor thermal noise ( $E_{t}=\sqrt{4 \mathrm{kt} R \Delta f}$ where 4 kT is approximately $1.65 \times 10^{-20} \mathrm{~V}^{2} / \Omega ; \mathrm{Hz}$ at room temperature and $\Delta f$ is the noise bandwidth). To begin the analysis, uncorrelated independent signal generators can be substituted for each noise source, voltage sources for noise voltage sources, and current sources for current noise sources. By applying superposition and using the rms value of the result, the noise contribution of each element to the total output noise $E_{\mathrm{no}}$ can be determined. Only squared rms values can be summed to determine $E_{\mathrm{no}}^{2}$. The resultant expression then for $E_{\text {no }}^{2}$ should never involve subtraction of noise sources, only addition. Sources of noise in a circuit always add to the total noise at the circuit's output. The total noise referred to the input $E_{\mathrm{ni}}$ is simply $E_{\text {no }}$ divided by the circuit's transfer function gain. Capacitors ideally only influence noise performance through their effect on the circuit's transfer function. That is, the transfer gain seen by a noise source to the circuit's output can be influenced by capacitors depending on the circuit. As a result, of course, a circuit's noise performance can be a strong function of frequency.

Consider again the noninverting op-amp configuration, which can be used to implement positive $K$. The circuit is shown in Figure 11.24a with appropriate noise sources included. Resistor $R_{s}$ has been included to represent the driving source's ( $V_{1}$ ) output resistance. The simplified circuit lumps together the amplifier's noise sources into $E_{n a}$, shown in Figure 11.24b. $E_{n a}$ is described by Equation 11.96. The circuit in Figure 11.24 b can be used in place of the positive gain block $K$ to simplify the noise analysis of a larger circuit. $R_{s}$ obviously will be determined by the circuit seen looking back from the amplifier's input:


FIGURE 11.24 (a) Noninverting op-amp configuration with noise sources and (b) simplified noninverting amplifier circuit with noise sources.

$$
\begin{equation*}
E_{n a}^{2}=E_{n}^{2}+\left(\frac{R_{A}}{R_{A}+R_{B}}\right)^{2}\left(E_{t B}^{2}\right)+\left(\frac{R_{B}}{R_{A}+R_{B}}\right)^{2}\left(E_{t A}^{2}\right)+I_{n 1}^{2}\left(R_{A} \| R_{B}\right)^{2} \tag{11.96}
\end{equation*}
$$

The inverting op-amp configuration for implementing a negative gain is shown in Figure 11.25a with noise sources included. Here again, the op-amp's noise sources can be lumped together and referred to the input as noise source $E_{n b}$ shown in Figure 11.25b. For simplicity, $R_{s}$ has been lumped together with $R_{A}$.
$E_{n b}$ is described by Equation 11.97. The simplified circuit in Figure 11.25b is convenient for simplifying the noise analysis of larger circuit that uses a negative gain block.

$$
\begin{equation*}
E_{n b}^{2}=\left(1+\frac{R_{A}}{R_{B}}\right)^{2}\left(E_{n}^{2}\right)+\left(\frac{R_{A}}{R_{B}}\right)^{2}\left(E_{t B}^{2}\right) \tag{11.97}
\end{equation*}
$$

## Example 11.10

First-order low-pass filter noise analysis. Noise analysis of a low-pass filter with noninverting midband gain of 6 dB and $-20 \mathrm{~dB} /$ decade gain roll-off after a 20 kHz cutoff frequency is desired. Recall from Section 11.3 that $\omega_{0}=R C$. Let us designate $R_{1}$ for $R$ and $C_{2}$ for $C$. To obtain $\omega_{\circ}=2 \pi(20 \mathrm{kHz})$, commercially available component values $R_{1}=16.9 \mathrm{k} \Omega$ and $C_{2}=470 \mathrm{pF}$ (such as a $1 \%$ metal-film resistor for $R_{1}$ and a ceramic capacitor for $C_{2}$ ) can be used. Implement $K$ with the noninverting op-amp configuration and use Figure 11.24 b as a starting point of the noise analysis. The midband gain of 6 dB can be achieved by selecting $R_{A}=R_{B}$. For this example let $R_{A}=R_{B}=10.0 \mathrm{k} \Omega$, also available in $1 \%$ metal film. Including the thermal noise source for $R_{1}$, the circuit shown in Figure 11.26 results.

From this circuit we can easily derive the output noise of the low-pass filter.

$$
\begin{equation*}
E_{\mathrm{no}}^{2}=K^{2}\left[E_{n a}^{2}+\left|\frac{Z_{2}}{R_{1}+Z_{2}}\right|^{2}\left(E_{t 1}^{2}\right)+\left|R_{1} \| Z_{2}\right|^{2}\left(I_{n}^{2}\right)\right] \tag{11.98}
\end{equation*}
$$



FIGURE 11.25 (a) Inverting op-amp configuration with noise sources and (b) simplified inverting amplifier circuit with noise sources.


FIGURE 11.26 Positive gain first-order low-pass filter with noise sources.
where
$Z_{2}=1 / s C_{2}$, the impedance of the capacitor
$E_{n a}$ is defined by Equation 11.96

The commercial op-amp OP-27 can be used to implement $K$ and thus determines the values of $E_{n}$ and $I_{n}$. For OP-27, $E_{n}=3 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ and $I_{n}=0.4 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. A comparison of the hand analysis to a PSpice simulation of this low-pass filter is shown in Figure 11.27. The frequency dependence of $K$ was not included in the hand analysis since the filter required a low midband gain of two and low cutoff frequency relative to the OP-27's 8 MHz gain-bandwidth product. The simulated frequency response is shown in Figure 11.28. The computer simulation did include a complete model for the OP-27.


FIGURE 11.27 Comparison of calculated output noise with simulation.


FIGURE 11.28 Simulated low-pass filter frequency response. The cursors indicate a -3 dB frequency of 20 kHz .

As indicated by Figure 11.27, the output noise predicted by Equation 11.98 agrees well with the simulation. Analyzing the noise contribution of each circuit element to the filter's total output noise can provide insight for improving the design. To this end, Table 11.3 was generated for this filter.

Note that at $1 \mathrm{kHz} R_{1}$ is the dominant source of noise. A smaller value of $R_{1}$ could be chosen at the expense of increasing $C_{2}$. Care must be taken in doing so because changing $C_{2}$ also changes the gain multiplier for $I_{\mathrm{n}}$ and $R_{1}$ 's noise source, as described in Equation 11.98. The noise bandwidth, using a single-pole response approximation, is $20 \mathrm{kHz}(\pi / 2)=31.4 \mathrm{kHz}$. Hence, $E_{\mathrm{ni}}=(20.2 \mathrm{nV} / \sqrt{\mathrm{Hz}})$. (31.4 $\mathrm{kHz})^{1 / 2}=3.58 \mu \mathrm{~V}$. To achieve then a signal-to-noise ratio of 10 , the input signal level must be $35.8 \mu \mathrm{~V}$. This would be more difficult to attain if 741 op -amp has been used, with its $E_{\mathrm{n}}=20.2 \mathrm{nV} / \sqrt{\mathrm{Hz}}$, rather than the OP-27.

TABLE 11.3 Noise Contributions of Each Circuit Element at 1 kHz

| Noise Source | Noise Value | Gain Multiplier | Output Noise Contribution | Input Noise Contribution |
| :--- | :--- | :---: | :---: | :---: |
| $E_{\mathrm{n}}$ | $3 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | 2 | $6 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | $3 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| $I_{\mathrm{n}}$ | $0.4 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ | 35.2 k | $14.1 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | $7.04 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| $R_{A}$ | $12.65 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | 1 | $12.65 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | $6.325 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| $R_{B}$ | $12.65 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | 1 | $12.65 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | $6.325 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| $R_{1}$ | $16.4 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | 1.998 | $32.8 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | $16.4 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| Total noise contributions |  | $40.4 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ | $20.2 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |  |

Often in signal processing circuits several stages are cascaded to shape the response of the system. In doing so, the noise contributed by each stage is an important consideration. Placement of each stage within the cascade ultimately determines the $E_{\mathrm{ni}}$ of the entire cascade. The minimum $E_{\mathrm{ni}}$ is achieved by placing the highest gain first. By doing so the noise of all the following stages is divided by the single largest gain stage of the entire cascade. This comes, however, at the sacrifice of dynamic range. With the highest gain first in the cascade, each following stage has a larger input signal than in the case where the highest gain stage is last or somewhere between first and last in the cascade. Dynamic range is lost since there is a finite limit in the input signal level to any circuit before distortion results.

### 11.8 Summary

This chapter has examined active filters using low-gain amplifiers. These filters are capable of realizing any second-order transfer function. Higher order transfer functions are realized using cascaded first- and second-order stages. The nonideal behavior of finite gain-bandwidth, slew rate, and noise was examined. More information on this category of filters can be found in the references.
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### 12.1 Introduction

In this section we will consider the design of second-order sections that incorporate a single operational amplifier. Such designs are based upon one of the earliest approaches to $R C$ active filter synthesis, which has proven to be a fundamentally sound technique for over 30 years. Furthermore, this basic topology has formed the basis for designs as technology has evolved from discrete component assemblies to monolithic realizations. Hence, the circuits presented here truly represent reliable well-tested building blocks for sections of modest selectivity.

### 12.2 General Structure for Single-Amplifier Filters

The general structure of Figure 12.1 forms the basis for the development of infinite-gain single-amplifier configurations. Simple circuit analysis may be invoked to obtain the open-circuit voltage transfer function. For the passive network

$$
\begin{align*}
& I_{1}=y_{11} V_{1}+y_{12} V_{2}+y_{13} V_{3}  \tag{12.1}\\
& I_{2}=y_{21} V_{1}+y_{22} V_{2}+y_{23} V_{3}  \tag{12.2}\\
& I_{3}=y_{31} V_{1}+y_{32} V_{2}+y_{33} V_{3} \tag{12.3}
\end{align*}
$$



FIGURE 12.1 General infinite-gain single-amplifier structure.
For the amplifier, ideal except for finite gain A

$$
\begin{equation*}
V_{3}=-A V_{2} \tag{12.4}
\end{equation*}
$$

Noting that $I_{2}=0$, the above equations reduce to the following expression for the voltage transfer function:

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{-y_{31}}{y_{32}+\frac{y_{33}}{A}} \tag{12.5}
\end{equation*}
$$

As $A \rightarrow \infty$, which we can expect at low frequencies, the above expression reduces to the more familiar

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=-\frac{y_{31}}{y_{32}} \tag{12.6}
\end{equation*}
$$

Theoretically, a wide range of transfer characteristics can be realized by appropriate synthesis of the passive network [1]. However, it is not advisable to extend synthesis beyond second-order functions for structures containing only one operational amplifier due to the ensuing problems of sensitivity and tuning. Furthermore, notch functions require double-element replacements [2] or parallel ladder arrangements [3], which are nontrivial to design, and whose performance is inferior to that resulting from other topologies such as those discussed in Chapters 13 and 14.

While formal synthesis techniques could be used to meet particular requirements, the most common approach is to use a double-ladder realization of the passive network, as shown in Figure 12.2. This arrangement, commonly referred to as the multiple-loop feedback (MFB) structure, is described by the following voltage transfer ratio:

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{-Y_{1} Y_{3}}{Y_{5}\left(Y_{1}+Y_{2}+Y_{3}+Y_{4}\right)+Y_{3} Y_{4}} \tag{12.7}
\end{equation*}
$$



FIGURE 12.2 General double ladder multiple-feedback network.

This negative feedback arrangement yields highly stable realizations. The basic all-pole (low-pass, bandpass, high-pass) functions can be realized by single-element replacements for the admittances $Y_{1}, \ldots, Y_{5}$, as described in the following section.

### 12.3 All-Pole Realizations of the MFB Structure

### 12.3.1 Low-Pass Structure

The general form of the second-order all-pole low-pass structure is described by the following transfer ratio:

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{H}{s^{2}+\frac{\omega_{p} s}{Q_{p}}+\omega_{\mathrm{p}}^{2}} \tag{12.8}
\end{equation*}
$$

By comparing the above requirement with Equation 12.7 it is clear that both $Y_{1}$ and $Y_{3}$ must represent conductances. Furthermore, by reviewing the requirements for the denominator, $Y_{5}$ and $Y_{2}$ must be capacitors, while $Y_{4}$ is a conductance.

### 12.3.2 High-Pass Structure

The general form of the second-order all-pole high-pass transfer function is

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{H s^{2}}{s^{2}+\frac{\omega_{p} s}{Q_{\mathrm{p}}}+\omega_{\mathrm{p}}^{2}} \tag{12.9}
\end{equation*}
$$

With reference to Equation 12.7, it is seen that both $Y_{1}$ and $Y_{3}$ must represent capacitors. There is a need for a third capacitor $\left(Y_{4}=s C_{4}\right)$ to yield the $s^{2}$ term in the denominator function. The remaining two elements, $Y_{2}$ and $Y_{5}$, represent conductances.

### 12.3.3 Bandpass Structure

The general form of the second-order all-pole bandpass transfer function is

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{H s}{s^{2}+\frac{\omega_{\mathrm{p}} s}{Q_{\mathrm{p}}}+\omega_{\mathrm{p}}^{2}} \tag{12.10}
\end{equation*}
$$

Two solutions exist since $Y_{1}$ and $Y_{3}$ can be either capacitive or conductive. Choosing $Y_{1}=G_{1}$ and $Y_{3}=s C_{3}$ yields $Y_{4}=s C_{4}$ and $Y_{2}, Y_{5}$ are both conductances.

The general forms of the above realizations are summarized in Table 12.1 [4].

### 12.4 MFB All-Pole Designs

MFB designs are typically reserved for sections having a pole- $Q$ of 10 or less. One of the reasons for this constraint is the reliance upon component ratios for achieving $Q$. This can be illustrated by consideration of the low-pass structure for which

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{-G_{1} G_{3}}{s^{2} C_{2} C_{5}+s C_{5}\left(G_{1}+G_{3}+G_{4}\right)+G_{3} G_{4}} \tag{12.11}
\end{equation*}
$$

TABLE 12.1 MFB All-Pole Realizations


By comparison with Equation 12.8,

$$
Q_{\mathrm{p}}=\frac{\sqrt{C_{2} C_{5} G_{3} G_{4}}}{C_{5}\left(G_{1}+G_{3}+G_{4}\right)}
$$

or, in terms of component ratios:

$$
\begin{equation*}
Q_{p}=\frac{\sqrt{C_{2}}}{\sqrt{C_{5}}}\left(\frac{1}{\frac{G_{1}}{\sqrt{G_{3} G_{4}}}+\sqrt{\frac{G_{3}}{G_{4}}}+\sqrt{\frac{G_{4}}{G_{3}}}}\right) \tag{12.12}
\end{equation*}
$$

Hence, high $Q_{p}$ can only be achieved by means of high component spreads. In general terms, a $Q_{p}$ of value $n$ requires a component spread proportional to $n^{2}$.

Filter design is effected by means of coefficient matching. Thus, for the low-pass case, comparison of like coefficients in Equation 12.8 and the transfer ratio in Table 12.1 yields

$$
\begin{equation*}
G_{1} G_{3}=H \tag{12.13}
\end{equation*}
$$

TABLE 12.2 Element Values for the MFB All-Pole Realizations

| Element (Table 12.1) | Low-pass | Bandpass | High-Pass |
| :--- | :--- | :--- | :--- |
| $Y_{1}$ | $G_{1}=\frac{H}{\omega_{\mathrm{p}}}$ | $G_{1}=H$ | $C_{1}=H$ |
| $Y_{2}$ | $C_{2}=\frac{Q_{\mathrm{p}}\left(2 \omega_{\mathrm{p}}^{2}+H\right)}{\omega_{\mathrm{p}}^{2}}$ | $G_{2}=2 \omega_{\mathrm{p}} Q_{\mathrm{p}}-H$ | $G_{2}=\omega_{\mathrm{p}}(2+H) Q_{\mathrm{p}}$ |
| $Y_{3}$ | $G_{3}=\omega_{\mathrm{p}}$ | $C_{3}=1$ | $C_{3}=1$ |
| $Y_{4}$ | $G_{4}=G_{3}$ | $C_{4}=C_{3}$ | $C_{4}=C_{3}$ |
| $Y_{5}$ | $C_{5}=\frac{\omega_{\mathrm{p}}^{2}}{Q_{\mathrm{p}}\left(2 \omega_{\mathrm{p}}^{2}+H\right)}$ | $G_{5}=\frac{\omega_{\mathrm{p}}}{2 Q_{\mathrm{p}}}$ | $G_{5}=\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}(2+H)}$ |

$$
\begin{gather*}
C_{2} C_{5}=1  \tag{12.14}\\
C_{5}\left(G_{1}+G_{3}+G_{4}\right)=\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}}  \tag{12.15}\\
G_{3} G_{4}=\omega_{\mathrm{p}}^{2} \tag{12.16}
\end{gather*}
$$

These equations do not yield an equal-capacitor solution but can be solved for equal-resistor pairs. Hence, if $G_{1}=G_{3}$,

$$
\begin{gathered}
G_{1}=G_{3}=\sqrt{H} \quad(\text { From Equation 12.13) } \\
G_{4}=\frac{\omega_{\mathrm{p}}^{2}}{\sqrt{H}} \quad(\text { From Equation 12.16) }
\end{gathered}
$$

Then,

$$
C_{5}=\frac{\omega_{\mathrm{p}} \sqrt{H}}{Q_{\mathrm{p}}\left(2 H+\omega_{\mathrm{p}}^{2}\right)}=\frac{1}{C_{2}}
$$

An alternative solution for which $G_{3}=G_{4}$ is shown in Table 12.2, together with equal-capacitor designs for the bandpass and high-pass cases.

The conditions [4] for maximum $Q_{p}$ in the bandpass realization require $C_{3}=C_{4}$ and $G_{1}=G_{2}=n G_{5}$, where $n$ is a real number. This yields a maximum $Q_{p}$ of $\sqrt{n / 2}$, and requires that $H=\omega_{p} Q_{p}$.

## Example 12.1

Using the cascade approach, design a four-pole Butterworth bandpass filter having a $Q$ of 5 , a center frequency of 1.5 kHz , and midband gain of 20 dB . Assume that only 6800 pF capacitors are available.

## Solution

The low-pass prototype is the second-order Butterworth characteristic having a dc gain of 10 (i.e., 20 dB ). Thus,

$$
\begin{equation*}
T(s)=\frac{10}{s^{2}+\sqrt{2} s+1} \tag{i}
\end{equation*}
$$

The low-pass-to-bandpass frequency transformation for a $Q$ of 5 entails replacing $s$ in (i) by $5(s+1 / s)$. This yields the following bandpass function for realization:

$$
\begin{gather*}
\frac{V_{0}}{V_{i}}=\frac{0.4 s^{2}}{s^{4}+0.28284 s^{3}+2.04 s^{2}+0.28284 s+1} \\
=\frac{-s H_{1}}{\left(s^{2}+0.15142 s+1.15218\right)} \cdot \frac{-s H_{2}}{\left(s^{2}+0.13142 s+0.86792\right)}  \tag{ii}\\
(\text { section 1) }
\end{gather*}
$$

As expected, the $Q$-factors of the cascaded sections are equal in the transformed bandpass characteristic. However, the order of cascade is still important. So as to reduce the noise output of the filter, it is necessary to apportion most of the gain to section 1 of the cascade. Section 2 then filters out the noise without introducing excessive passband gain. In the calculation that follows, it is important to note that the peak gain of a bandpass section is given by $H Q / \omega_{p}$.
since the overall peak gain of the cascade is to be 10 , let this also be the peak gain of section 1 . Hence,

$$
\frac{H_{1} Q_{1}}{\omega_{\mathrm{p} 1}}=6.6041 H_{1}=10
$$

giving $H_{1}=1.514$.
Furthermore, from (ii)

$$
H_{1} H_{2}=0.4
$$

so that $H_{2}=0.264$.

The design of each bandpass section proceeds by coefficient matching, conveniently simplified by Table 12.2. Setting $C_{3}=C_{4}=1 \mathrm{~F}$, the normalized resistor values for section 1 may be determined as

$$
R_{1}=0.661 \Omega ; \quad R_{2}=0.073 \Omega ; \quad R_{5}=13.208 \Omega
$$

The impedance denormalization factor is determined as

$$
z_{\mathrm{n}}=\frac{10^{12}}{2 \pi \times 1500 \times 6800}=15,603
$$

Thus, the final component values for section 1 are

$$
\left.\begin{array}{rl}
C_{1} & =C_{2}=6800 \mathrm{pF} \\
R_{1} & =10.2 \mathrm{k} \Omega \\
R_{2} & =1.13 \mathrm{k} \Omega \\
R_{5} & =205 \mathrm{k} \Omega
\end{array}\right\} \text { Standard } 1 \% \text { values }
$$

Note the large spread in resistance values $\left(R_{5} / R_{2} \simeq 4 Q^{2}\right)$ and the fact that this circuit is only suitable for low- $Q$ realizations. It should also be noted that the amplifier open-loop gain at $\omega_{p}$ must be much greater than $4 Q^{2}$ if it is not to cause significant differences between the design and measured values of $Q$.

The component values for section 2 are determined in an identical fashion.

## Example 12.2

Design the MFB bandpass filter characterized in Example 12.1 as a high-pass/low-pass cascade of second-order sections. Use the design equations of Table 12.2 and, where possible, set capacitors equal to 5600 pF . It is suggested that you use the same impedance denormalization factor in each stage. Select the nearest preferred $1 \%$ resistor values.

## Solution

Since the peak gain of the overall cascade is to be 10 , let this also be the gain of stage 1 (this solution yields the best noise performance). The peak gain of the low-pass section is given by

$$
\frac{H_{1} Q}{\sqrt{1-1 / 2 Q^{2}}}=7.16 H_{1}=10 \quad \therefore H_{1}=1.397
$$

The overall transfer function (from Example 12.1) is

$$
\begin{aligned}
& \frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{0.4 s^{2}}{s^{4}+0.2824 s^{3}+2.04 s^{2}+0.2824 s+1} \\
& \quad \therefore H_{1} H_{2}=0.4 \quad \text { so that } H_{2}=0.286
\end{aligned}
$$

Thus, assuming a low-pass/high-pass cascade, we have

$$
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{1.397}{s^{2}+0.15145+1.1522} \cdot \frac{0.286 s^{2}}{s^{2}+0.1314 s+0.8679}
$$

section 1 section 2

Design the low-pass section (section 1) using Table 12.2 to yield

$$
\begin{aligned}
& G_{1}=\frac{H_{1}}{\sqrt{1.15218}}=1.301, \quad \text { so that } R_{1}=0.7684 \Omega \\
& C_{2}=\frac{\left(2 \omega_{\mathrm{p}}^{2}+H_{1}\right)}{\omega_{\mathrm{p}}^{2}} Q_{\mathrm{p}}=22.77 \mathrm{~F} \\
& G_{3}=\omega_{\mathrm{p}}=1.0733, \quad \text { so that } R_{3}=0.9316 \Omega=R_{4} \\
& C_{5}=1 / C_{2}=0.0439 \mathrm{~F}
\end{aligned}
$$

Now, design the high-pass section (section 2) to yield

$$
\begin{aligned}
& C_{1}^{\prime}=0.286 \mathrm{~F} \\
& G_{2}^{\prime}=\omega_{\mathrm{p}}\left(2+H_{2}\right) Q=15.099, \quad \text { so that } R_{2}^{\prime}=0.0662 \Omega \\
& C_{3}^{\prime}=C_{4}^{\prime}=1 \mathrm{~F} \\
& G_{5}^{\prime}=\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}(2+H)}=0.0574, \quad \text { so that } R_{5}^{\prime}=17.397 \Omega
\end{aligned}
$$

To obtain as many 5600 pF capacitors as possible, the two sections should be denormalized separately. However, in this example, a single impedance denormalization will be used. Setting $C_{3}^{\prime}=C_{4}^{\prime}=5600 \mathrm{pF}$ yields $z_{\mathrm{n}}=18,947$.

This leads to the following component values:

| Low-Pass Stage | High-Pass Stage |
| :--- | :--- |
| $R_{1}=2.204 \mathrm{k} \Omega(2.21 \mathrm{k} \Omega)$ | $C_{1}^{\prime}=1602 \mathrm{pF}$ |
| $C_{2}=0.128 \mu \mathrm{~F}$ | $R_{2}^{\prime}=1.254 \mathrm{k} \Omega(1.24 \mathrm{k} \Omega)$ |
| $R_{3}=17.651 \mathrm{k} \Omega(17.8 \mathrm{k} \Omega)=R_{4}$ | $C_{3}^{\prime}=C_{4}^{\prime}=5600 \mathrm{pF}$ |
| $C_{5}=246 \mathrm{pF}$ | $R_{5}^{\prime}=329.62 \mathrm{k} \Omega(332 \mathrm{k} \Omega)$ |

Note: $1 \%$ values in parentheses.

### 12.5 Practical Considerations in the Design of MFB Filters

Sensitivity, the effects of finite amplifier gain, and tuning are all of importance in practical designs. The following discussion is based upon the bandpass case.

### 12.5.1 Sensitivity

Taking account of finite amplifier gain $A$, but assuming $R_{\mathrm{in}}=\infty$ and $R_{\mathrm{o}}=0$ for the amplifier, the bandpass transfer function becomes

$$
\begin{equation*}
\frac{V_{3}}{V_{1}}=\frac{-s G_{1} / C_{4}\left(1+\frac{1}{A}\right)}{s^{2}+s\left\{\frac{G_{5}\left(C_{3}+C_{4}\right)}{C_{3} C_{4}}+\frac{G_{1}+G_{2}}{C_{4}(1+A)}\right\}+\left\{\frac{G_{5}\left(G_{1}+G_{2}\right)}{C_{3} C_{4}}\right\}} \tag{12.17}
\end{equation*}
$$

which is identical to the expression in Table 12.1 if $A=\infty$.
Assuming a maximum $Q$ design,

$$
\begin{equation*}
Q=\frac{Q_{\mathrm{p}}}{1+\frac{2 Q_{\mathrm{p}}^{2}}{(1+A)}} \tag{12.18}
\end{equation*}
$$

where
$Q_{p}$ is the desired selectively
$Q$ is the actual $Q$-factor in the presence of finite amplifier gain

If $A \gg 2 Q-1$, the classical $Q$-sensitivity may be derived as

$$
\begin{equation*}
S_{A}^{Q}=\frac{2 Q^{2}}{A} \tag{12.19}
\end{equation*}
$$

which is uncomfortably high. By contrast, the passive sensitivities are relatively low:

$$
S_{C_{3}, C_{4}}^{Q}=0 ; \quad S_{G_{5}}^{Q}=-0.5 ; \quad S_{G_{1}, G_{2}}^{Q}=0.25
$$

while the $\omega_{\mathrm{p}}$ sensitivities are all $\pm 0.5$.

### 12.5.2 Effect of Finite Amplifier Gain

The effect of finite amplifier gain can be further illustrated by plotting Equation 12.18 for various Q-factors, and for two commercial operational amplifiers. Assuming a single-pole roll-off model, the frequency dependence of open-loop gain for $\mu A 741$ and LF351 amplifiers is as follows:


FIGURE 12.3 Effect of finite amplifier gain on the design $Q$ for MFB bandpass realizations using two commercial operational amplifiers.

|  | Gain |  |
| :--- | :--- | :--- |
| Frequency (Hz) | $\mu A 741$ | $L F 351$ |
| 10 | $1.3 \times 10^{5}$ | $3.16 \times 10^{5}$ |
| 100 | $10^{4}$ | $3.16 \times 10^{4}$ |
| 1,000 | $10^{3}$ | $3.16 \times 10^{3}$ |
| 10,000 | $10^{2}$ | $3.16 \times 10^{2}$ |

Figure 12.3 shows the rather dramatic fall-off in actual $Q$ as frequency increases (and hence gain decreases). Thus, for designs of modest $Q$ (note that $A \gg 2 Q-1$ ), a very high quality amplifier is needed if the center frequency is more than a few kilohertz. For example, the LF351 with a unity gain frequency of 4 MHz will yield $6 \%$ error in $Q$ at a frequency of only 1 kHz .

### 12.5.3 Tuning

Limited functional tuning of the bandpass section is possible. For example, the midband (peak) gain

$$
\begin{equation*}
K_{\mathrm{o}}=\frac{G_{1} C_{3}}{G_{5}\left(C_{3}+G_{4}\right)} \tag{12.20}
\end{equation*}
$$

may be adjusted by means of either $G_{1}$ or $G_{5}$.
Subsequent adjustment of either $Q_{p}$ or $\omega_{p}$ is possible via $G_{2}$. In view of the discussion above, it is most likely that adjustment of $Q_{p}$ will be desired. However, since the expressions for $Q_{p}$ and $\omega_{p}$ are so similar, any adjustment of $Q_{p}$ is likely to require an iterative procedure to ensure that $\omega_{\mathrm{p}}$ does not change undesirably.

A more desirable functional tuning result is obtained in circumstances where it is necessary to preserve a constant bandwidth, i.e., in a spectrum analyzer. Since

$$
\begin{equation*}
\omega_{\mathrm{p}}=\sqrt{G_{5}\left(G_{1}+G_{2}\right) / C_{3} C_{4}} \tag{12.21}
\end{equation*}
$$

and bandwidth, $B$, is

$$
\begin{equation*}
B=\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}}=G_{5}\left(C_{3}+C_{4}\right) \tag{12.22}
\end{equation*}
$$

adjustment of $G_{2}$ will allow for a frequency sweep without affecting $K_{\mathrm{o}}$ or $B$.
An alternative to functional tuning may be found by adopting deterministic [5] or automatic [6] tuning procedures. These are particularly applicable to hybrid microelectronic or monolithic realizations.

### 12.6 Modified Multiple-Loop Feedback Structure

In negative feedback topologies such as the MFB, "high" values of $Q_{\mathrm{p}}$ are obtained at the expense of large spreads in element values. By contrast, in positive feedback topologies such as those attributed to Sallen and Key, $Q_{p}$ is enhanced by subtracting a term from the $s^{1}$ (damping) coefficient in the denominator. The two techniques are combined in the MMFB (Deliyannis) arrangement [7] of Figure 12.4.

Analysis of the circuit yields the bandpass transfer function as

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{-s C_{3} G_{1}(1+k)}{s^{2} C_{3} C_{4}+s\left\{G_{5}\left(C_{3}+C_{4}\right)-k C_{3} G_{1}\right\}+G_{1} G_{5}} \tag{12.23}
\end{equation*}
$$

where $k=G_{\mathrm{b}} / G_{\mathrm{a}}$, and the $Q$-enhancement term " $-k C_{3} G_{1}$ " signifies the presence of positive feedback. This latter term is also evident in the expression for $Q_{p}$ :

$$
\begin{equation*}
Q_{\mathrm{p}}=\frac{\sqrt{G_{1} / G_{5}}}{\left\{\sqrt{\frac{C_{4}}{C_{3}}}+\sqrt{\frac{C_{3}}{C_{4}}}-k \frac{G_{1}}{G_{5}} \sqrt{\frac{C_{1}}{C_{2}}}\right\}} \tag{12.24}
\end{equation*}
$$



FIGURE 12.4 MMFB structure.

The design process consists of matching coefficients in Equation 12.23 with those of the standard bandpass expression of Equation 12.10. The design steps have been conveniently summarized by Huelsman [8] for the equal-capacitor solution and the following procedure is essentially the same as that described by him.

## Example 12.3

Design a second-order bandpass filter with a center frequency of 1 kHz , a pole-Q of 8 , and a maximum resistance spread of 50 . Assume that the only available capacitors are of value 6800 pF .

1. The above constraint suggests an equal-valued capacitor solution. Thus, set $C_{3}=C_{4}=C$.
2. Determine the resistance ratio parameter $n_{0}$ that would be required if there were no positive feedback. From Section $12.4, n_{o}=4 Q_{p}^{2}=256$.
3. Select the desired ratio $n$ (where $n$ is greater than 1 but less than 256 ) and use it to determine the amount of positive feedback $k$. From Equation 12.24,

$$
Q_{p}=\frac{\sqrt{n}}{2-k n}
$$

so that

$$
k=\frac{1}{\sqrt{n}}\left\{\frac{2}{\sqrt{n}}-\frac{1}{Q_{p}}\right\}
$$

Since $n=50$ and $Q_{p}=8, k=0.0316$.
4. A convenient value may now be selected for $R_{B}$. If $R_{B}=110 \mathrm{k} \Omega$, then $R_{A}=R_{B}(0.0316)=3.48 \mathrm{k} \Omega$.
5. Since, from Equation 12.23,

$$
\omega_{p}=\sqrt{\frac{G_{1} G_{5}}{C_{3} C_{4}}}
$$

and $G_{1} / G_{5}=n$, we may determine $G_{5}$ as

$$
G_{5}=\frac{\omega_{\mathrm{p}} C}{\sqrt{n}}
$$

Since $C=6800 \mathrm{pF}, n=50$, and $G_{5}=1 / R_{5}$ :

$$
R_{5}=\frac{\sqrt{50}}{2 \pi 10^{3} \times 6.8 \times 10^{-9}}=165.5 \mathrm{k} \Omega
$$

Hence $R_{1}=R_{5} / n=3.31 \mathrm{k} \Omega$.
6. Using $1 \%$ preferred resistor values we have

$$
\begin{aligned}
R_{B}=110 \mathrm{k} \Omega ; & R_{A}=3.16 \mathrm{k} \Omega \\
R_{5}=165 \mathrm{k} \Omega ; & R_{1}=3.48 \mathrm{k} \Omega
\end{aligned}
$$

Judicious use of positive feedback in the Deliyannis circuit can yield bandpass filters with $Q$ values as high as 15-20 at modest center frequencies. A more detailed discussion of the optimization of this structure may be found elsewhere [9].

### 12.7 Biquadratic MMFB Structure

A generalization of the MMFB arrangement, yielding a fully biquadratic transfer ratio is shown in Figure 12.5. If the gain functions $K_{1}, K_{2}, K_{3}$ are realized by resistive potential dividers, the circuit reduces to the more familiar Friend biquad of Figure 12.6, for which

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{c s^{2}+d s+e}{s^{2}+a s+b} \tag{12.25}
\end{equation*}
$$

where

$$
\begin{array}{ll}
K_{1}=\frac{R_{5}}{R_{4}+R_{5}} ; \quad K_{2}=\frac{R_{D}}{R_{c}+R_{D}} ; \quad K_{3}=\frac{R_{7}}{R_{6}+R_{7}}  \tag{12.26}\\
R_{1}=\frac{R_{4} R_{5}}{R_{4}+R_{5}} ; \quad R_{A}=\frac{R_{c} R_{D}}{R_{c}+R_{D}} ; \quad R_{3}=\frac{R_{6} R_{7}}{R_{6}+R_{7}}
\end{array}
$$

This structure is capable of yielding a full range of biquads of modest pole $Q$, including notch functions derived as elliptic characteristics of low modular angle. It was used extensively in the Bell System, where the benefits of large-scale manufacture were possible. Using the standard tantalum thin film process, and deterministic tuning by means of laser trimming, quite exacting realizations were possible [10].


FIGURE 12.5 Generalization of the MMFB circuit.


FIGURE 12.6 Friend biquad.

The structure is less suited to discrete component realizations. However, design is possible by coefficient matching. The reader is referred to an excellent step-by-step procedure developed by Huelsman [11].

### 12.8 Conclusions

The multiple-feedback structure is one of the most basic active filter building blocks. It is extremely reliable when used to realize low- $Q(<10)$, low frequency (up to 15 kHz ) second-order sections of the low-pass, bandpass, and high-pass forms. Stability is ensured by the negative feedback topology, though component spreads are proportional to $Q^{2}$.

The disadvantage of larger component spread may be reduced by the judicious use of positive feedback. This approach may be extended to yield the widely used Friend biquad, which allows the realization of notch and other approximations requiring a pair of imaginary zeros.

All networks described in this section readily lend themselves to the cascade method for realizing higher-order filters.
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### 13.1 Introduction

The step from single-amplifier to multiple-amplifier biquadratic filter sections provides several benefits. The most important benefits are as follows:

- Reduced passive element spread, i.e., the ratio between the largest and the smallest values of resistors and/or capacitors can be reduced compared to the single-amplifier case.
- The required amplifier gains in some circuits grow linearly or less with the $Q$-factor of the complex pole pairs.
- Multiple-amplifier biquads often provide lower sensitivities to both passive and active components.
- Most of the multiple-amplifier biquads are more universal filter structures realizing the general biquadratic transfer function.
- Most of the filter parameters such as pole and zero $Q$-factors, pole and zero frequencies, and the gain factor of the transfer function can be tuned independently.
- Designing multiple-amplifier filters, often the values of the capacitors can be chosen freely. The filter parameters are then determined by resistors, which is less costly than by capacitors.

On the other hand, these benefits must be paid for by increased space requirements and increased power dissipation. However, today there are low-cost and low-power integrated-circuit op-amps available with up to four op-amps on one chip. Therefore, size and power dissipation are often no longer the main problem.

In the following, we will first consider biquadratic filter sections and dual-amplifier twin- $T$ biquads. Both circuit families are directly derived from single-amplifier circuits. Next we will derive filter circuits having a quite different origin: filters that are derived from the generalized impedance converter (GIC) and filters derived from state-variable representation of linear systems on the analog computer. Finally, we will briefly consider filter circuits based on first-order all-pass sections.

### 13.2 Biquads with Decoupled Time Constants

One of the simplest methods for improving the performance of a biquad is demonstrated in Figure 13.1.
Figure 13.1a shows a well-known Sallen and Key bandpass circuit [1], which offers moderate pole sensitivities with respect to the passive elements. It can easily be shown that this circuit has the following transfer voltage ratio:

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{-K \cdot s T_{2}}{s^{2} T_{1} T_{2}(1+K)+s\left(T_{12}+T_{1}+T_{2}\right)+1} \tag{13.1}
\end{equation*}
$$

with the amplifier gain $K$ and the time constants $T_{1}=R_{1} C_{1}, T_{2}=R_{2} C_{2}$, and $T_{12}=R_{1} C_{2}$. The gain requirement is more than $4 Q_{p}^{2}-1$ with $Q_{p}$ being the $Q$-factor of the pole pair. This relationship limits the circuit to low or medium- $Q$ applications.

If we insert another amplifier between the two $R C$ networks $R_{1} C_{1}$ and $R_{2} C_{2}$, we obtain the biquad in Figure $13.1 \mathrm{~b}[2,3]$, which possesses a transfer voltage ratio

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{K_{1} K_{2} \cdot s T_{2}}{s^{2} T_{1} T_{2}\left(1-K_{1} K_{2}\right)+s\left(T_{1}+T_{2}\right)+1} \tag{13.2}
\end{equation*}
$$

Here the product $K_{1} K_{2}$ of the gain factors plays the role of the gain $-K$ in Figure 13.1a. One of the gain factors must be positive, the other negative. A comparison of Equations 13.1 and 13.2 shows that after isolating both $R C$ networks the "cross time constant" $T_{12}$ disappears. The two time constants $T_{1}$ and $T_{2}$ are decoupled. From this change we can derive two benefits. Both factors $K_{1}$ and $K_{2}$ require only a gain of approximately $2 Q_{p}$ and, as will be shown later, this circuit can be designed with zero $Q$-sensitivity.

Next, we generalize the structure in Figure 13.1 b by replacing the passive elements by general admittances; see Figure 13.2. In this circuit, the two subnetworks $Y_{1 a}, Y_{1 b}$ and $Y_{2 a}, Y_{2 b}$ are decoupled.


FIGURE 13.1 (a) Sallen and Key bandpass filter and (b) dual-amplifier bandpass filter with decoupled time constants.


FIGURE 13.2 General biquad with decoupled networks.

By a simple analysis we obtain the transfer voltage ratio of the general circuit in Figure 13.2:

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{K_{1} K_{2} Y_{1 a} Y_{2 a}}{\left(Y_{2 a}+Y_{2 b}\right)\left(Y_{1 a}+Y_{1 b}\right)-K_{1} K_{2} Y_{1 b} Y_{2 a}} \tag{13.3}
\end{equation*}
$$

By prespecifying the types of passive elements in Figure 13.2 and Equation 13.3, respectively, we next will derive a low-pass, a bandpass, and high-pass filter section.

With the prespecified elements $Y_{1 a}=G_{1}, Y_{1 b}=s C_{1}, Y_{2 a}=G_{2}$, and $Y_{2 b}=s C_{2}$ we obtain from Equation 13.3 the low-pass transfer function:

$$
\begin{align*}
H_{\mathrm{LP}}(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{K_{1} K_{2} G_{1} G_{2}}{s^{2} C_{1} C_{2}+s\left[G_{1} C_{2}+G_{2} C_{1}\left(1-K_{1} K_{2}\right)\right]+G_{1} G_{2}} \\
& =\frac{K_{1} K_{2}}{s^{2} T_{1} T_{2}+s\left[T_{2}+T_{1}\left(1-K_{1} K_{2}\right)\right]+1} \tag{13.4}
\end{align*}
$$

If we predefine $K_{1}=K_{2}=1$ we simply get voltage followers in the filter circuit and additionally a simple design procedure resulting in a low-sensitivity filter section. Figure 13.3 shows the low-pass filter section with two op-amps and four passive elements.

For $K_{1}=K_{2}=1$ we will have dc gain $H_{0}=1$, a pole frequency

$$
\begin{equation*}
\omega_{\mathrm{p}}=1 / \sqrt{T_{1} T_{2}} \tag{13.5}
\end{equation*}
$$

and a $Q$-factor

$$
\begin{equation*}
Q_{\mathrm{p}}=\sqrt{T_{2} / T_{1}} \tag{13.6}
\end{equation*}
$$

Thus, designing the filter section, from the predefined parameters $\omega_{p}$ and $Q_{p}$ we determine the time constants

$$
\begin{equation*}
T_{2}=\frac{Q_{\mathrm{p}}}{\omega_{\mathrm{p}}}, \quad T_{1}=\frac{1}{Q_{\mathrm{p}} \omega_{\mathrm{p}}} \tag{13.7}
\end{equation*}
$$

Finally, we choose the values of the capacitors and calculate the resistors from the time constants.
From Equations 13.5 and 13.6, we can immediately read the pole sensitivities:

$$
\begin{gather*}
S_{R_{1}}^{\omega_{\mathrm{p}}}=S_{C_{1}}^{\omega_{\mathrm{p}}}=S_{R_{2}}^{\omega_{\mathrm{p}}}=S_{C_{2}}^{\omega_{\mathrm{p}}}=-\frac{1}{2}  \tag{13.8}\\
S_{R_{1}}^{Q_{\mathrm{p}}}=S_{C_{1}}^{Q_{\mathrm{p}}}=-S_{R_{2}}^{Q_{\mathrm{p}}}=-S_{C_{2}}^{Q_{\mathrm{p}}}=-\frac{1}{2} \tag{13.9}
\end{gather*}
$$



FIGURE 13.3 Dual op-amp low-pass filter section.

This result is comparable with the pole sensitivities of passive second-order $R L C$ networks.
Next we will develop a high-pass filter section by prespecifying $Y_{1 a}=s C_{1}, Y_{1 b}=G_{1}, Y_{2 a}=s C_{2}$, and $Y_{2 b}=G_{2}$ resulting in a transfer voltage ratio:

$$
\begin{align*}
H_{\mathrm{HP}}(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s^{2} K_{1} K_{2} C_{1} C_{2}}{s^{2} C_{1} C_{2}+s\left[G_{2} C_{1}+G_{1} C_{2}\left(1-K_{1} K_{2}\right)\right]+G_{1} G_{2}} \\
& =\frac{s^{2} K_{1} K_{2} T_{1} T_{2}}{s^{2} T_{1} T_{2}+s\left[T_{1}+T_{2}\left(1-K_{1} K_{2}\right)\right]+1} \tag{13.10}
\end{align*}
$$

The only difference of this transfer function compared with the low-pass transfer function in Equation 13.4 is the high-pass term (with $s^{2}$ ) in the numerator and the fact that the time constants $T_{1}$ and $T_{2}$ are interchanged in the denominator polynomial. Thus we can transfer the results in Equation 13.5 through 13.9 to the high-pass filter by only replacing the index 1 by 2 and vice versa. Figure 13.4 shows the highpass filter section.

The bandpass filter circuit mentioned at the beginning of this section is defined by the following types of elements: $Y_{1 a}=G_{1}, Y_{1 b}=s C_{1}, Y_{2 a}=s C_{2}$, and $Y_{2 b}=G_{2}$. Its transfer function is written in Equation 13.2. The bandpass design is somewhat different from that of the low-pass and the high-pass filters described above. If we set the design values

$$
\begin{equation*}
G_{1}=G_{2}=1, \quad C_{1}=C_{2}=\frac{1}{2 Q_{p}} \tag{13.11}
\end{equation*}
$$

and

$$
\begin{equation*}
-K_{1} K_{2}=4 Q_{\mathrm{p}}^{2}-1 \tag{13.12}
\end{equation*}
$$

we obtain a special design where all passive $Q$-sensitivities are zero and all other sensitivities are very low [2,3]:

$$
\begin{align*}
& S_{R_{1}}^{Q_{p}}=S_{C_{1}}^{Q_{p}}=S_{R_{2}}^{Q_{p}}=S_{C_{2}}^{Q_{p}}=0  \tag{13.13}\\
& S_{R_{1}}^{\omega_{p}}=S_{C_{1}}^{\omega_{p}}=S_{R_{2}}^{\omega_{p}}=S_{C_{2}}^{\omega_{p}}=-\frac{1}{2}  \tag{13.14}\\
& S_{K_{1}}^{Q_{p}}=S_{K_{2}}^{Q_{p}}=\frac{-K_{1} K_{2}}{2\left(1-K_{1} K_{2}\right)}<\frac{1}{2}  \tag{13.15}\\
& S_{K_{1}}^{\omega_{p}}=S_{K_{2}}^{\omega_{p}}=-\frac{1}{2}\left(1-\frac{1}{4 Q_{p}^{2}}\right) \tag{13.16}
\end{align*}
$$



FIGURE 13.4 Dual op-amp high-pass filter section.


FIGURE 13.5 Dual op-amp bandpass filter section.

Figure 13.5 shows the bandpass filter section realized with two op-amps. In this circuit $K_{1}$ is a noninverting and $K_{2}$ an inverting amplifier. The resistor $R_{2}$ of the passive network $R_{2}, C_{2}$ is realized by the input resistor of the inverting amplifier.

### 13.3 Dual-Amplifier Twin-T Biquads

Twin- $T$ feedback networks are easily tunable and provide relatively favorable sensitivity properties. In active filters, a twin- $T$ network is connected between the input and the output of an inverting amplifier. It has been shown [4] that the sensitivity to the active element can be substantially reduced when a symmetrical feedback network is used, i.e., when the dc gain of the feedback network is equal to the high-frequency gain.

In a single-amplifier twin- $T$ biquad, the output port of the feedback network is loaded by the input resistance of the inverting amplifier. As a consequence, the feedback network is no longer symmetrical. Here again we can significantly improve the behavior of the twin- $T$ biquad by introducing a second amplifier: inserting a voltage follower between the twin- $T$ network and the inverting amplifier maintains the symmetry of the feedback network. Figure 13.6 shows the corresponding dual-amp twin- $T$ resonator ${ }^{*}$ with the usually chosen passive element relations.

From the resonator in Figure 31.6 several filter circuits can be derived by inserting the input voltage source in one of the grounded branches and by taking one of the two amplifier outputs as output terminal


FIGURE 13.6 Dual-amp twin- $T$ resonator.

[^24]

FIGURE 13.7 Dual-amp twin- $T$ band-rejection filter.
of the filter section. The voltage transfer ratios of all these circuits will have different numerator polynomials but the same denominator polynomial. As an example, Figure 31.7 shows a band-rejection filter derived from the dual-amp twin- $T$ resonator in Figure 13.6.

The voltage transfer ratio of the band-rejection filter in Figure 13.7 can be calculated to be

$$
\begin{equation*}
H_{\mathrm{BR}}(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s^{2} T^{2}+1}{s^{2} T^{2}+s 4 T / K+1} \tag{13.17}
\end{equation*}
$$

with the time constant $T=R C$ and the gain $K=\left(R_{0}+R_{1}\right) / R_{1}$ of the series connection of the two op-amp circuits. Designing this filter, we determine the time constant $T$ from the notch frequency $\omega_{\mathrm{z}}$ or pole frequency $\omega_{p}$, respectively,

$$
\begin{equation*}
T=\frac{1}{\omega_{\mathrm{z}}}=\frac{1}{\omega_{\mathrm{p}}} \tag{13.18}
\end{equation*}
$$

and the amplifier gain from the $Q$-factor:

$$
\begin{equation*}
K=4 \cdot Q_{p} \tag{13.19}
\end{equation*}
$$

In Ref. [4], it is shown that the filter has favorably low gain-sensitivity products.
In order to obtain further filter variants, in Ref. [4] a complementary circuit is derived from the resonator in Figure 13.6; see Figure 13.8.


FIGURE 13.8 Complementary circuit of the resonator in Figure 13.6.

This resonator is especially useful for deriving filter sections with frequently applied transfer functions. In Figures 13.9 through 13.13 some of these filter sections are depicted. Their voltage transfer ratios are given by

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{N(s)}{s^{2} T^{2}+s 4 T / K+1} \tag{13.20}
\end{equation*}
$$

The band-rejection filter in Figure 13.9 has a numerator polynomial $N(S)=s^{2} T^{2}+1$. The filter section in Figure 13.10 is low-pass with a numerator $N(s)=1$, the filter section in Figure 13.11 is high-pass


FIGURE 13.9 Twin- $T$ band-rejection filter.


FIGURE 13.10 Twin- $T$ low-pass filter.


FIGURE 13.11 Twin-T high-pass filter.


FIGURE 13.12 Twin-T Cauer low-pass filter section.


FIGURE 13.13 Twin-T Cauer high-pass filter section.
with $N(s)=s^{2} T^{2}$. The design of these sections is exactly the same as that of the filter in Figure 13.7. It also provides the same pole sensitivities.
The two structures in Figure 13.12 and 13.13 are particularly suitable for realizing elliptical filter sections (also called Cauer filters). The Cauer low-pass filter section in Figure 13.12 has a numerator polynomial:

$$
\begin{equation*}
N(s)=s^{2} R^{2} C C_{1}+1, \quad C_{1}+C_{2}=C \tag{13.21}
\end{equation*}
$$

In this circuit, the first capacitor $C$ is split into a parallel connection of two capacitors $C_{1}$ and $C_{2}$, where $C_{2}$ is grounded. The zeros are on the $j \omega$ axis at positions $\pm j \omega_{z}$ with $\omega_{z}=1 / \sqrt{R^{2} C C_{1}}$. The notch frequency $\omega_{\mathrm{z}}$ is greater than the pole frequency $\omega_{\mathrm{p}}$. Designing the filter section, we determine the parameters $T$ and $K$ as described above. The splitting ratio of the input capacitor is determined by the poles and zeros:

$$
\begin{equation*}
\frac{C_{2}}{C_{1}}=\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}-1 \tag{13.22}
\end{equation*}
$$

Finally, in Figure 13.13 we have a Cauer high-pass filter section with a numerator polynomial:

$$
\begin{equation*}
N(s)=s^{2} R R_{1} C^{2}+1, \quad R_{1} \| R_{2}=R \tag{13.23}
\end{equation*}
$$

Here the zero frequency $\omega_{z}$ is less than the pole frequency $\omega_{\mathrm{p}}$. As in the low-pass case, the splitting ratio of the input resistors is determined by these two frequencies:

$$
\begin{equation*}
\frac{R_{1}}{R_{2}}=\frac{\omega_{\mathrm{p}}^{2}}{\omega_{\mathrm{z}}^{2}}-1 \tag{13.24}
\end{equation*}
$$

The circuit in Figure 13.6 is actually of third order. By matching the passive components, as shown in Figure 13.6, we obtain a second-order transfer function. The question may arise as to what happens if we have a small mismatch due to the tolerances of practical components. In this case, a third pole and a third zero appear on the negative real axis of the s-plane. They do not cancel each other exactly, but approximately. In general, the existence of the third pole and the third zero does not affect the frequency response of the filter significantly. However, there is a second effect due to a small mismatch of passive components that is more severe: the position of the pole pair desired by design is changed. This change can be estimated by the pole sensitivities with respect to the passive elements [4].

### 13.4 GIC-Derived Dual-Amplifier Biquads

In this section, we consider a class of biquadratic building blocks with two op-amps that are derived from the generalized impedance converter (GIC). A catalog of such building blocks realizing a wide variety of network functions, including elliptic and all-pass ones, was published by Fliege [5].

Figure 13.14b shows the general filter structure, which is based on the resonator with two nullors in Figure 13.14a. Each nullor consists of one nullator and one norator and constitutes a model for the ideal op-amp. Combining the norator between the node between the admittances $Y_{2}$ and $Y_{3}$ and ground and the nullator across $Y_{4}$ and $Y_{6}$ yields the op-amp $\mu_{1}$ in Figure 13.14b. It can readily be verified that the voltage transfer ratio of the circuit in Figure 13.14b with $\mu_{i}=\infty, i=1,2$ is given by

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{Y_{6 b}\left(Y_{2} Y_{4}+Y_{1 a} Y_{4}\right)+Y_{1 b}\left(Y_{3} Y_{5}-Y_{6 a} Y_{4}\right)}{Y_{1} Y_{3} Y_{5}+Y_{2} Y_{4} Y_{6}} \tag{13.25}
\end{equation*}
$$



FIGURE 13.14 Resonator with (a) two nullors and (b) the corresponding general dual-amplifier filter structure.
with

$$
\begin{equation*}
Y_{1}=Y_{1 a}+Y_{1 b}, \quad Y_{6}=Y_{6 a}+Y_{6 b} \tag{13.26}
\end{equation*}
$$

If we choose the node between $Y_{4}$ and $Y_{5}$ as the output of the building block we will obtain a similar transfer function. We only have to interchange the admittances $Y_{1}$ by $Y_{6}, Y_{2}$ by $Y_{5}$, and $Y_{3}$ by $Y_{4}$.
First, we will derive a second-order low-pass building block from the general structure and we will take this low-pass filter as a prototype for the whole circuit family to explain their advantageous characteristics. If we choose the passive elements of the building block as $Y_{1 a}=G_{1}, Y_{1 b}=0, Y_{2}=G_{2}, Y_{3}=s C_{3}$, $Y_{4}=G_{4}, Y_{5}=G_{5}+s C_{5}, Y_{6 a}=0$, and $Y_{6 b}=G_{6}$ we obtain the low-pass building block in Figure 13.15. Its voltage transfer ratio reads

$$
\begin{align*}
H_{\mathrm{LP}}(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{G_{6} G_{4}\left(G_{2}+G_{1}\right)}{s^{2} C_{3} C_{5} G_{1}+s C_{3} G_{5} G_{1}+G_{2} G_{4} G_{6}} \\
& =H_{0} \cdot \frac{\omega_{\mathrm{p}}^{2}}{s^{2}+s \omega_{\mathrm{p}} / Q_{\mathrm{p}}+\omega_{\mathrm{p}}^{2}} \tag{13.27}
\end{align*}
$$

with dc gain

$$
\begin{equation*}
H_{0}=\frac{1+\alpha_{21}}{\alpha_{21}} \tag{13.28}
\end{equation*}
$$

pole frequency

$$
\begin{equation*}
\omega_{\mathrm{p}}=\sqrt{\frac{\alpha_{21}}{T_{34} T_{56}}} \tag{13.29}
\end{equation*}
$$

and $Q$-factor

$$
\begin{equation*}
Q_{p}=\omega_{p} \cdot T_{55} \tag{13.30}
\end{equation*}
$$


(a)

(b)

FIGURE 13.15 Second-order low-pass building block. (a) The circuitry. (b) The pole locations.

Here, the time constants are defined as

$$
\begin{equation*}
T_{\mu \nu}=\frac{C_{\mu}}{G_{v}} \tag{13.31}
\end{equation*}
$$

and the conductance ratios as

$$
\begin{equation*}
\alpha_{\mu \nu}=\frac{G_{\mu}}{G_{v}} \tag{13.32}
\end{equation*}
$$

Figure 13.15 b shows the location of the finite poles and zeros in the $s$-plane.
In the following, we predefine $G_{1}=G_{2}$, i.e., $\alpha_{21}=1$, and $T_{34}=T_{56}=T$. This provides optimum pole sensitivities with respect to the passive elements and with respect to the gain-bandwidth products of the operational amplifiers. Hence, the gain factor $H_{0}$ always has the value 2.

Based on these parameter restrictions, we can establish an easy design procedure. First, we can choose the capacitors $C_{3}=C_{5}=C$. Then, given the pole parameters $\omega_{p}$ and $Q_{p}$, we determine the two resistors

$$
\begin{equation*}
R_{4}=R_{6}=R=\frac{1}{\omega_{\mathrm{p}} \cdot C} \tag{13.33}
\end{equation*}
$$

and from Equation 13.30 the resistor

$$
\begin{equation*}
R_{5}=Q_{\mathrm{p}} \cdot R \tag{13.34}
\end{equation*}
$$

There are three key features that make these dual-amplifier biquads particularly favorable for practical applications.

- Biquad building blocks have a low spread of elements. The resistors $R_{1}=R_{2}$ can be chosen freely. The same holds for the two capacitors $C_{3}=C_{5}$. The frequency-determining resistors $R_{4}=R_{6}$ have equal values, too. There is only the $Q$-determining resistor $R_{5}$, which differs by a factor of $Q_{p}$.
- Relative sensitivities of the gain and the pole parameters with respect to the passive elements are of the same order of magnitude as in case of a second-order passive RLC network; see Equation 13.35.
- Impact of the op-amp gain and gain-bandwidth product on the pole parameter is extremely low.

A sensitivity analysis of the biquad circuit in Figure 13.15 gives the following results:

$$
\begin{align*}
& S_{R_{1}}^{H_{0}}=-S_{R_{2}}^{H_{0}}=-\frac{1}{2} s \\
& S_{R_{1}}^{\omega_{\mathrm{p}}}=-S_{R_{2}}^{\omega_{\mathrm{p}}}=-S_{C_{3}}^{\omega_{\mathrm{p}}}=-S_{R_{4}}^{\omega_{\mathrm{p}}}=-S_{C_{5}}^{\omega_{\mathrm{p}}}=-S_{R_{6}}^{\omega_{\mathrm{p}}}=\frac{1}{2}  \tag{13.35}\\
& S_{R_{1}}^{\mathrm{Q}_{\mathrm{p}}}=-S_{R_{2}}^{\mathrm{Q}_{\mathrm{p}}}=-S_{C_{3}}^{\mathrm{Q}_{\mathrm{p}}}=-S_{R_{4}}^{\mathrm{Q}_{\mathrm{p}}}=+S_{C_{5}}^{\mathrm{Q}_{\mathrm{p}}}=-S_{R_{6}}^{\mathrm{Q}_{\mathrm{p}}}=\frac{1}{2} \\
& S_{R_{5}}^{\mathrm{Q}_{\mathrm{p}}}=1
\end{align*}
$$

In most practical applications, we can describe the op-amp dynamics by a one-pole model:

$$
\begin{equation*}
\mu(s)=\frac{\mu_{0}}{1+\left(s / \omega_{\mathrm{c}}\right)}=\frac{1}{\left(1 / \mu_{0}\right)+\left(s / \omega_{\mathrm{T}}\right)} \tag{13.36}
\end{equation*}
$$

with the dc gain $\mu_{0}$, the $3-\mathrm{dB}$ cutoff frequency $\omega_{\mathrm{c}}$, and the gain-bandwidth product $\omega_{\mathrm{T}}=\mu_{0} \omega_{\mathrm{c}}=1 / T_{\mathrm{T}}$.

If the circuit elements are chosen properly, e.g., choosing network parameters $\alpha_{21}=1$ and $T_{34}=T_{56}=T=1 / \omega_{\mathrm{p}}$, an analysis of the impact of the parameters $\mu_{0 i}$ and $T_{\mathrm{T} i}=1 / \omega_{\mathrm{T} i}$ of the two op-amps $\mu_{i}, i=1,2$, on the pole parameters of the transfer function yields

$$
\begin{gather*}
\frac{\Delta \omega_{\mathrm{p}}}{\omega_{\mathrm{p}}} \approx \frac{1}{\mu_{01}}-\frac{1}{\mu_{02}}-\frac{T_{\mathrm{T} 1}+T_{\mathrm{T} 2}}{T}  \tag{13.37}\\
\frac{\Delta Q_{\mathrm{p}}}{Q_{\mathrm{p}}} \approx-2 Q_{\mathrm{p}}\left(\frac{1}{\mu_{01}}+\frac{1}{\mu_{02}}+\frac{T_{\mathrm{T} 1}-T_{\mathrm{T} 2}}{T}\right) \tag{13.38}
\end{gather*}
$$

In case of high pole frequencies the impact of the dc gains $\mu_{01}$ and $\mu_{02}$ can be neglected against that of the gain-bandwidth products. From Equation 13.37, after some intermediate steps, we obtain

$$
\begin{equation*}
\omega_{\mathrm{p}}+\Delta \omega_{\mathrm{p}} \approx \frac{1}{T+T_{\mathrm{T} 1}+T_{\mathrm{T} 2}} \tag{13.39}
\end{equation*}
$$

In case of an ideal op-amp we have $\omega_{\mathrm{P}}=1 / T$. The nonideal op-amp causes a pole frequency change $\Delta \omega_{\mathrm{p}}$ due to the time constants $T_{\mathrm{T} i}$. The frequency determining time constant $T$ of the passive network is increased by the two time constants $T_{\mathrm{T} i}$ of the op-amps, which are reciprocals of the gain-bandwidth products $\omega_{\mathrm{T} i}$.

The most interesting result is the $Q$-factor change in Equation 13.38. If the frequency responses of the two op-amps are matched, as is usually the case with dual packages, the impact of the two gainbandwidth products cancels out. Thus, we have nearly no $Q$ enhancement at higher pole frequencies.

To make the GIC-derived biquad almost independent of op-amp parameters, the above-mentioned conditions ( $\alpha_{21}=1, T_{34}=T_{56}$ ) must be met by the passive elements. In a more general view, this result holds for the whole family of GIC-derived building blocks. Each of these building blocks has two frequency-determining time constants and one resistive voltage divider ( $G_{1}$ and $G_{2}$ or $G_{3}$ and $G_{4}$ ). In any case, to obtain independence of op-amp parameters we have to choose equal time constants and a voltage divider with equal resistors. If the time constants or the resistors, respectively, do not match exactly, the independence of op-amp parameters remains nearly unchanged.

Next we will derive a bandpass building block from the general biquad in Figure 13.14b. If we choose the passive elements as $Y_{1 a}=G_{1}, Y_{1 b}=0, Y_{2}=G_{2}, Y_{3}=G_{3}, Y_{4}=s C_{4}, Y_{5}=G_{5}, Y_{6 a}=s C_{6}$, and $Y_{6 b}=G_{6}$, we obtain the bandpass building block in Figure 13.16, which has a voltage transfer ratio:

$$
\begin{align*}
H_{\mathrm{BP}}(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{G_{6}\left(s C_{4} G_{2}+s C_{4} G_{1}\right)}{s^{2} C_{4} C_{6} G_{2}+s C_{4} G_{2} G_{6}+G_{1} G_{3} G_{5}} \\
& =H_{0} \cdot \frac{s}{s^{2}+s \omega_{\mathrm{p}} / Q_{\mathrm{p}}+\omega_{\mathrm{p}}^{2}} \tag{13.40}
\end{align*}
$$

with pole frequency

$$
\begin{equation*}
\omega_{\mathrm{p}}=\sqrt{\alpha_{12} /\left(T_{43} T_{65}\right)} \tag{13.41}
\end{equation*}
$$

Q-factor

$$
\begin{equation*}
Q_{p}=\omega_{p} \cdot T_{66} \tag{13.42}
\end{equation*}
$$

and midband gain

$$
\begin{equation*}
H_{0} Q_{\mathrm{p}}=\left(1+\alpha_{12}\right) \tag{13.43}
\end{equation*}
$$



FIGURE 13.16 Second-order bandpass building block. (a) The circuitry. (b) The pole and zero locations.

The filter design is similar to that of the low-pass building block. First we choose the two resistors $R_{1}=R_{2}$ and the two capacitors $C_{4}=C_{6}=C$. Then, from the pole frequency $\omega_{\mathrm{p}}$ we determine the two resistors:

$$
\begin{equation*}
R_{3}=R_{5}=R=\frac{1}{\omega_{\mathrm{p}} \cdot C} \tag{13.44}
\end{equation*}
$$

and from the $Q$-factor $Q_{p}$ the resistor

$$
\begin{equation*}
R_{6}=Q_{\mathrm{p}} \cdot R \tag{13.45}
\end{equation*}
$$

The pole sensitivities with respect to the passive elements and the relationship between the gain and the gain-bandwidth product of the op-amps are the same as in case of the low-pass filters. It should be mentioned that the maximum of the magnitude response $|H(j \omega)|$ occurs at $\omega=\omega_{\mathrm{p}}$ and has exactly the value 2, independent of the $Q$-factor and the time constants of the circuit*; see Equation 13.43.

We can derive a high-pass building block by choosing the following elements: $Y_{1 a}=G_{1}, Y_{1 b}=0$, $Y_{2}=G_{2}, Y_{3}=G_{3}, Y_{4}=s C_{4}, Y_{5}=G_{5}, Y_{6 a}=G_{6}$, and $Y_{6 b}=s C_{6}$; see Figure 13.17.

This filter circuit has a voltage transfer ratio

$$
\begin{align*}
H_{\mathrm{HP}}(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s C_{6}\left(s C_{4} G_{2}+s C_{4} G_{1}\right)}{s^{2} C_{4} C_{6} G_{2}+s C_{4} G_{2} G_{6}+G_{1} G_{3} G_{5}} \\
& =\left(1+\alpha_{12}\right) \cdot \frac{s^{2}}{s^{2}+s \omega_{\mathrm{p}} / Q_{\mathrm{p}}+\omega_{\mathrm{p}}^{2}} \tag{13.46}
\end{align*}
$$

with $\omega_{\mathrm{p}}$ as in Equation 13.41 and $Q_{\mathrm{p}}$ as in Equation 13.42.
The design of the high-pass building block in Figure 13.17 is identical to that of the bandpass described above. Both building blocks also have the same pole sensitivities and the same impact of the op-amps on the pole parameters.
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FIGURE 13.17 Second-order high-pass building block. (a) The circuitry. (b) The pole and zero locations.

If we feed the input signal not only through the capacitor $C_{6}$, but additionally through the element $G_{1}$, and if we set again $\alpha_{12}=1$ we obtain the all-pass building block in Figure 13.18.
Its voltage transfer ratio reads

$$
\begin{align*}
H_{\mathrm{AP}}(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s^{2} C_{6} C_{4} G_{2}-s C_{4} G_{1} G_{6}+G_{1} G_{3} G_{5}}{s^{2} C_{4} C_{6} G_{2}+s C_{4} G_{2} G_{6}+G_{1} G_{3} G_{5}} \\
& =\frac{s^{2}-\frac{s}{T_{66}}+\frac{1}{T_{43} T_{65}}}{s^{2}+\frac{s}{T_{66}}+\frac{1}{T_{43} T_{65}}} \tag{13.47}
\end{align*}
$$

The all-pass building block is designed exactly as the high-pass or bandpass circuit.
From the all-pass building block, we can derive a second-order notch filter by adding a conductor $G_{6 b}$ in parallel with the capacitor $G_{6}$; see Figure 13.19.

The circuit in Figure 13.19 has the general voltage transfer ratio

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s C_{6} C_{4} G_{2}+s C_{4}\left(G_{2} G_{6 b}-G_{1} G_{6 a}\right)+G_{1} G_{3} G_{5}}{s^{2} C_{4} C_{6} G_{2}+s C_{4} G_{2} G_{6}+G_{1} G_{3} G_{5}} \tag{13.48}
\end{equation*}
$$

with $G_{6}=G_{6 a}+G_{6 b}$. By setting $G_{2} G_{6 b}=G_{1} G_{6 a}$ (normally $G_{1}=G_{2}$ and $G_{6 a}=G_{6 b}$ ) we obtain a secondorder notch filter with a voltage transfer ratio:

$$
\begin{equation*}
H(s)=\frac{s^{2}+\frac{\alpha_{12}}{T_{43} T_{65}}}{s^{2}+\frac{s}{T_{66}}+\frac{\alpha_{12}}{T_{43} T_{65}}} \tag{13.49}
\end{equation*}
$$

where $\alpha_{12}=1$ if $G_{1}=G_{2}$.


FIGURE 13.18 Second-order all-pass building block. (a) The circuitry. (b) The pole and zero locations.


FIGURE 13.19 Notch filter building block. (a) The circuitry. (b) The pole and zero locations.

Finally we will derive two second-order elliptic or Cauer-type building blocks from the general dualamplifier structure in Figure 13.14b. To get a Cauer low-pass building block we take $Y_{1 a}=G_{1}, Y_{1 b}=C_{1}$, $Y_{2}=G_{2}, Y_{3}=G_{3}, Y_{4}=G_{4}, Y_{5}=s C_{5}, Y_{6 a}=0$, and $Y_{6 b}=G_{6}$; see Figure 13.20.


FIGURE 13.20 Second-order Cauer low-pass building block. (a) The circuitry. (b) The pole and zero locations.

This filter circuit has a voltage transfer ratio

$$
\begin{align*}
H(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s^{2} C_{1} G_{3} C_{5}+G_{6}\left(G_{2} G_{4}+G_{1} G_{4}\right)}{s^{2} C_{1} G_{3} C_{5}+s G_{1} G_{3} C_{5}+G_{2} G_{4} G_{6}} \\
& =\frac{s^{2}+\frac{\alpha_{43}\left(1+\alpha_{12}\right)}{T_{12} T_{56}}}{s^{2}+\frac{s}{T_{11}}+\frac{\alpha_{43}}{T_{12} T_{56}}} \\
& =\frac{s^{2}+\omega_{\mathrm{z}}^{2}}{s^{2}+s \omega_{\mathrm{p}} / Q_{\mathrm{p}}+\omega_{\mathrm{p}}^{2}} \tag{13.50}
\end{align*}
$$

The magnitude $\omega_{z}$ of the zeros is always greater than the magnitude $\omega_{p}$ of the poles. Additionally, without any matching of elements, the real part of the zeros is always zero.

The design can proceed in the following steps. First we predefine $\alpha_{43}=1$ and choose due to practical considerations the values of the resistors $R_{3}=R_{4}$. We also select the two capacitors $C_{1}$ and $C_{5}$. Then, comparing the first coefficient in the denominator of $H(s)$ in Equation 13.50, namely, $T_{11}=Q_{\mathrm{p}} / \omega_{\mathrm{p}}$ with $T_{11}=C_{1} R_{1}$, we determine the resistor

$$
\begin{equation*}
R_{1}=\frac{Q_{\mathrm{p}}}{\omega_{\mathrm{p}} C_{1}} \tag{13.51}
\end{equation*}
$$

Further, comparing the last coefficients in the numerator and denominator yields

$$
\begin{equation*}
\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}=1+\alpha_{12} \tag{13.52}
\end{equation*}
$$

With $\alpha_{12}=R_{2} / R_{1}$ we can solve Equation 13.52 for

$$
\begin{equation*}
R_{2}=R_{1} \cdot\left(\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}-1\right) \tag{13.53}
\end{equation*}
$$

Finally, from $\omega_{\mathrm{p}}^{2}=1 /\left(T_{12} T_{56}\right)$ we can determine the resistor

$$
\begin{equation*}
R_{6}=\frac{1}{\omega_{\mathrm{p}}^{2} C_{1} C_{5} R_{2}} \tag{13.54}
\end{equation*}
$$

In order to get the three resistors $R_{1}, R_{2}$, and $R_{6}$ in the same order of magnitude it might be advisable to predefine different values for the capacitors $C_{1}$ and $C_{5}$.

A Cauer high-pass building block is depicted in Figure 13.21. Its voltage transfer ratio reads

$$
\begin{align*}
H(s) & =\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s^{2} C_{2} G_{4} C_{6}+G_{1}\left(G_{3} G_{5}-G_{6} G_{4}\right)}{s^{2} C_{2} G_{4} C_{6}+s G_{6} G_{4} C_{2}+G_{1} G_{3} G_{5}} \\
& =\frac{s^{2}+\frac{\alpha_{34}-\alpha_{65}}{T_{21} T_{65}}}{s^{2}+s \frac{1}{T_{11}}+\frac{\alpha_{43}}{T_{12} T_{56}}} \\
& =\frac{s^{2}+\omega_{\mathrm{z}}^{2}}{s^{2}+s \omega_{\mathrm{p}} / Q_{\mathrm{p}}+\omega_{\mathrm{p}}^{2}} \tag{13.55}
\end{align*}
$$


(a)

(b)

FIGURE 13.21 Second-order Cauer high-pass building block. (a) The circuitry. (b) The pole and zero locations.

The design of this building block is similar to that of the low-pass circuit. First we choose the resistors $R_{3}=R_{4}$ and the capacitors $C_{2}$ and $C_{6}$ and then, with predefined parameters $Q_{p}, \omega_{p}$, and $\omega_{z}$, we determine the remaining three resistors:

$$
\begin{align*}
& R_{6}=\frac{Q_{\mathrm{p}}}{\omega_{\mathrm{p}} C_{6}}  \tag{13.56}\\
& R_{5}=R_{6} \cdot\left(1-\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}\right)  \tag{13.57}\\
& R_{1}=\frac{1}{\omega_{\mathrm{p}}^{2} C_{6} C_{2} R_{5}} \tag{13.58}
\end{align*}
$$

### 13.5 GIC-Derived Three-Amplifier Biquads

In order to get more flexibility for realizing arbitrary second-order transfer functions and to obtain less resistor spread for realizing a given pole- $Q$, we can extend the resonator in Figure 13.14a to a resonator with three nullors; see Figure 13.22.

There are two different biquads known from the literature that are based on the resonator in Figure 13.22. The first one is proposed by Mikhael and Bhattacharyya [6] and is shown in Figure 13.23.

This filter circuit requires a small resistor spread to realize high pole- $Q$. The zeros of the transfer function are formed with a resistive feed-forward network providing a flexible design with arbitrary numerator coefficients. The voltage transfer ratio $V_{3} / V_{\mathrm{i}}$ is

$$
\begin{equation*}
H_{3}(s)=\frac{V_{3}}{V_{\mathrm{i}}}=\frac{N_{3}(s)}{D(s)} \tag{13.59}
\end{equation*}
$$



FIGURE 13.22 Resonator with three nullors.


FIGURE 13.23 Mikhael-Bhattacharyya biquad.
with

$$
\begin{align*}
N_{3}(s)= & s^{2} C_{1} C_{2} G_{1} G_{9}+s C_{2}\left(G_{7} G_{8} G_{3}+G_{8} G_{2} G_{3}-G_{8} G_{1} G_{4}\right) \\
& +\left(G_{9} G_{7} G_{10} G_{5}+G_{9} G_{10} G_{2} G_{5}-G_{9} G_{10} G_{4} G_{6}\right) \tag{13.60}
\end{align*}
$$

and

$$
\begin{align*}
D(s)= & s^{2} C_{1} C_{2}\left(G_{1} G_{9}+G_{2} G_{9}\right)+s C_{2}\left(G_{7} G_{8} G_{3}+G_{7} G_{8} G_{4}\right) \\
& +\left(G_{9} G_{7} G_{10} G_{5}+G_{9} G_{10} G_{7} G_{6}\right) \tag{13.61}
\end{align*}
$$

The two other output nodes lead to similar transfer expressions.
The second biquad, which is based on the resonator in Figure 13.22, was proposed by Padukone et al. [7] and is depicted in Figure 13.24. Assuming ideal op-amps and choosing $V_{3}$ as output voltage, we obtain the following transfer function:

$$
\begin{equation*}
H_{3}(s)=\frac{V_{3}}{V_{\mathrm{i}}}=\frac{N_{3}(s)}{D(s)} \tag{13.62}
\end{equation*}
$$

with

$$
\begin{align*}
N_{3}(s)= & s^{2}\left[C_{2} C_{3}\left(G_{2} G_{6}-G_{1} G_{3}\right)+C_{1} C_{2} G_{1} G_{8}\right] \\
& +s\left[C_{1} G_{2} G_{5} G_{9}-C_{3} G_{2} G_{5} G_{7}+C_{2} G_{1} G_{4} G_{8}\right]+\left(G_{2} G_{4} G_{5} G_{9}\right) \tag{13.63}
\end{align*}
$$

and

$$
\begin{align*}
D(s)= & s^{2}\left(C_{1}+C_{3}\right) C_{2} G_{2} G_{6}+s C_{2} G_{1} G_{4}\left(G_{3}+G_{8}\right) \\
& +G_{2} G_{4} G_{5}\left(G_{7}+G_{9}\right) \tag{13.64}
\end{align*}
$$

It has been shown [7] that the pole sensitivities to all passive components are not greater than unity. The filter section has the main advantage of being particularly insensitive to gain-bandwidth variations even when the op-amps are mismatched.


FIGURE 13.24 Padukone-Mulawka-Ghausi biquad.

### 13.6 State-Variable-Based Biquads

A frequently-used multiple-amplifier biquad is the circuit proposed by Kerwin et al. [8]. This filter circuit has extreme flexibility, good performance, and low sensitivities to the passive components. The filter is based on analog computer structures [9], which are derived from the state-variable representation of linear continuous systems. Therefore, these filters are also referred to as state-variable filters.

Figure 13.25a shows the basic analog computer structure consisting of one summing amplifier and two integrators. We assume both integrators to have the same transfer function $-1 /(s T)$, where $T$ is called the integrator time constant. Analyzing this structure yields

$$
\begin{gather*}
V_{1}=-K_{1} \cdot V_{3}+K_{2} \cdot V_{\mathrm{i}}+K_{3} \cdot V_{2}  \tag{13.65}\\
V_{2}=-\frac{1}{s T} \cdot V_{1}  \tag{13.66}\\
V_{3}=-\frac{1}{s T} \cdot V_{2} \tag{13.67}
\end{gather*}
$$

which results in

$$
\begin{equation*}
H_{\mathrm{HP}}(s)=\frac{V_{1}}{V_{\mathrm{i}}}=\frac{s^{2} T^{2} K_{2}}{s^{2} T^{2}+s T K_{3}+K_{1}} \tag{13.68}
\end{equation*}
$$

Using Equation 13.66, we can immediately derive the voltage transfer ratio $V_{2} / V_{\mathrm{i}}$ from Equation 13.68:

$$
\begin{equation*}
H_{\mathrm{BP}}(s)=\frac{V_{2}}{V_{\mathrm{i}}}=\frac{-s T K_{2}}{s^{2} T^{2}+s T K_{3}+K_{1}} \tag{13.69}
\end{equation*}
$$

Finally, with Equation 13.67 we obtain from Equation 13.69

$$
\begin{equation*}
H_{\mathrm{LP}}(s)=\frac{V_{3}}{V_{\mathrm{i}}}=\frac{K_{2}}{s^{2} T^{2}+s T K_{3}+K_{1}} \tag{13.70}
\end{equation*}
$$


(a)

(b)

FIGURE 13.25 (a) Second-order analog computer structure and (b) state-variable filter section proposed by Kerwin, Huelsman, and Newcomb.

Thus, the structure in Figure 13.25a simultaneously realizes a high-pass filter, a bandpass filter, and a low-pass filter. The corresponding filter circuit proposed by Kerwin, Huelsman, and Newcomb is depicted in Figure 13.25b. The integrators consist of one op-amp, one resistor $R$, and one capacitor $C$. The time constant is given by $T=R C$. The three gain factors of the summing amplifier are determined by the four resistors $R_{0}-R_{3}$ :

$$
\begin{align*}
& K_{1}=\frac{R_{0}}{R_{1}}  \tag{13.71}\\
& K_{2}=\frac{R_{3}}{R_{2}+R_{3}}\left(1+\frac{R_{0}}{R_{1}}\right)  \tag{13.72}\\
& K_{3}=\frac{R_{2}}{R_{2}+R_{3}}\left(1+\frac{R_{0}}{R_{1}}\right) \tag{13.73}
\end{align*}
$$

Obviously, the integrator time constant $T$ plays the role of a reciprocal normalization frequency. Thus, if we refer the frequency variable $s$ to $1 / T$, we obtain from Equation 13.70 the normalized low-pass transfer function:

$$
\begin{equation*}
H_{\mathrm{LP}}(s)=\frac{V_{3}}{V_{\mathrm{i}}}=\frac{K_{2}}{s^{2}+s K_{3}+K_{1}} \tag{13.74}
\end{equation*}
$$

Given the normalized pole frequency $\omega_{\mathrm{p}}$ and the pole $Q$-factor $Q_{p}$, we can design the filter section by equating

$$
\begin{equation*}
K_{1}=\omega_{\mathrm{p}}^{2} \tag{13.75}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{3}=\frac{\omega_{\mathrm{p}}}{Q_{\mathrm{p}}} \tag{13.76}
\end{equation*}
$$

Then $K_{2}$ is fixed by the dc gain of the transfer function:

$$
\begin{equation*}
K_{2}=H_{0} \tag{13.77}
\end{equation*}
$$

The state-variable filter circuit can be extended to a general biquad by adding an output amplifier that sums the three voltages $V_{1}, V_{2}$, and $V_{3}$. Figure 13.26a shows a state-variable filter with an output amplifier summing the voltages $V_{1}, V_{2}$, and $V_{3}$ of the circuit in Figure 13.25b. This biquad has been proposed also by Kerwin et al. [8]. As alternative circuits, the amplifiers in Figure 13.26b and can be used. Figure 13.26 b shows an output amplifier that realizes the following sum:

$$
\begin{equation*}
V_{\mathrm{o}}=\alpha_{1} V_{1}+\alpha_{2} V_{2}+\alpha_{3} V_{3} \tag{13.78}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{1}=-\frac{R_{10}}{R_{11}}, \quad \alpha_{2}=\frac{R_{14}}{R_{12}+R_{14}}\left(1+\frac{R_{10}}{R_{11} \| R_{13}}\right), \quad \alpha_{3}=-\frac{R_{10}}{R_{13}} \tag{13.79}
\end{equation*}
$$



FIGURE 13.26 (a) State-variable filter with output amplifier, (b) output amplifier with inverting and noninverting inputs, and (c) output amplifier with three inverting inputs.

If we solve Equations 13.68 through 13.70 for the three output voltages and substitute them in Equation 13.79 with normalized variables $s$ we obtain

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=-K_{2} \frac{\left|\alpha_{1}\right| s^{2}+\left|\alpha_{2}\right| s+\left|\alpha_{3}\right|}{D(s)} \tag{13.80}
\end{equation*}
$$

All numerator coefficients have the same sign. Therefore, the zeros of the transfer function are in the left-$s$-half plane. If we set $\alpha_{2}=0$, i.e., if we delete the voltage divider $R_{12}, R_{14}$ and ground the noninverting input terminal of the op-amp, we obtain zeros on the $j \omega$ axis.

When designing the biquad, $R_{14}$ and $R_{10}$ may be used to scale the impedance level of the two resistive subnetworks. Then from the three numerator coefficients or from the overall gain constant of the transfer function, the zero frequency $\omega_{z}$, and the zero $Q$-factor $Q_{z}$ we can easily determine the remaining resistors $R_{11}, R_{12}$, and $R_{13}$.

The output amplifier in Figure 13.26 c has three inverting inputs. Summing the voltages $V_{1}, V_{2}$, and $V_{3}$ leads to a numerator polynomial where the sign of the middle coefficient is different from the sign of the other two. Thus, the zeros are in the right-s-half plane. Again, we can delete the resistor $R_{12}$ to realize zero on the $j \omega$ axis.

A second state-variable biquad circuit proposed by Tow and Thomas [10-12] yields similar performance to that of the Kerwin-Huelsman-Newcomb circuit. It uses a feedback loop with one damped integrator, one integrator, and one inverting amplifier; see Figure 13.27a. Figure 13.27b shows the TowThomas circuit with three op-amps.

The damped integrator has a transfer function

$$
\begin{equation*}
\frac{V_{1}}{V_{3}}=\left.\frac{-1}{s T+\alpha}\right|_{V_{\mathrm{i}}=0} \tag{13.81}
\end{equation*}
$$



FIGURE 13.27 (a) Principle and (b) three op-amp realization of Tow-Thomas filter.
with $T=R C$ and $\alpha=R / R_{Q}$. The inverting amplifier has a gain

$$
\begin{equation*}
\frac{V_{3}}{V_{2}}=-\frac{R_{0}}{R_{1}}=-K_{0} \tag{13.82}
\end{equation*}
$$

An analysis of the circuit in Figure 13.27 b with $V_{\mathrm{i}}$ being the input voltage and $V_{3}$ the output voltage yields a transfer function

$$
\begin{equation*}
H_{\mathrm{LP}}(s)=\frac{V_{3}}{V_{\mathrm{i}}}=\frac{-K_{0} \alpha_{2}}{s^{2} T^{2}+s T K_{Q}+K_{0}} \tag{13.83}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{0}=\frac{R_{0}}{R_{1}}, \quad \alpha_{2}=\frac{R}{R_{2}}, \quad K_{Q}=\frac{R}{R_{Q}} \tag{13.84}
\end{equation*}
$$

For the design of the filter, the integrator time constant $T$ serves as a reciprocal normalization frequency. Then, from the predefined normalized pole frequency we can determine the resistor ratio $K_{0}$, from the pole $Q$-factor the ratio $K_{Q}$, and from the dc gain of the filter section the ratio $\alpha_{2}$. Choosing convenient values for $C$ and $R_{0}$, we finally determine the resistors $R, R_{1}, R_{Q}$, and $R_{2}$ from the parameters $T, K_{0}, K_{Q}$, and $\alpha_{2}$, respectively.

The filter circuit in Figure 13.26 requires an additional op-amp to realize a transfer function with a general second-degree numerator polynomial. An alternative method is to feed fractions of the input signal forward into the input of each op-amp. This is realized in the multiple-input Tow-Thomas biquad [10]; see Figure 13.28. The transfer function of this circuit can be calculated to be

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=-\frac{s^{2} T^{2} \alpha_{4}+s T\left(K_{Q} \alpha_{4}-K_{0} \alpha_{3}\right)+\left[K_{0}\left(\alpha_{2}-K_{Q} \alpha_{3}\right)\right]}{s^{2} T^{2}+s T K_{Q}+K_{0}} \tag{13.85}
\end{equation*}
$$



FIGURE 13.28 Generalized Tow-Thomas biquad.
with $K_{0}, \alpha_{2}$, and $K_{Q}$ as defined in Equation 13.84 and

$$
\begin{equation*}
\alpha_{3}=\frac{R}{R_{3}}, \quad \alpha_{4}=\frac{R_{0}}{R_{4}} \tag{13.86}
\end{equation*}
$$

Thus, arbitrary numerator coefficients can be predescribed. In particular, if we choose $\alpha_{3}=\alpha_{4}=0$ we obtain the low-pass filter circuit in Figure 13.27b and the transfer function in Equation 13.83.
When the state-variable filters described above are used to realize high- $Q$ filter functions, the $Q$ practically obtained is usually higher than that desired in the design. This effect is called $Q$ enhancement and is caused by the phase lag introduced by the nonideal op-amps. One way to solve this problem is to use integrators with phase compensation.
Figure 13.29 shows a noninverting integrator with an additional op-amp for phase lag compensation. A detailed description of this circuit can be found in Ref. [13]. Putting this noninverting integrator together with an inverting integrator in a feedback loop results in a resonator with a $Q$-factor that is almost independent of the gain-bandwidth product of the op-amps. Thus, nearly no $Q$ enhancement occurs.
Exactly this feedback loop is used in the Åkerberg-Mossberg biquad [14]; see Figure 13.30. In this circuit, a noninverting integrator with phase lag compensation together with an inverting damped integrator is connected as a feedback loop. More details about this filter section can be found in Refs. [4,13,14].
Finally, let us consider the general biquad proposed by Berka and Herpy [15]; see Figure 13.31. This biquad is also based on a state-variable representation and requires a second-order differentiator and a damped integrator. One of the main advantages of this circuit is extremely low sensitivities. A detailed description of the filter circuit and its design can be found in Ref. [4].


FIGURE 13.29 Noninverting integrator using an additional op-amp to compensate for phase lag.


FIGURE 13.30 Åkerberg-Mossberg biquad.


FIGURE 13.31 Berka-Herpy biquad.

### 13.7 All-Pass-Based Biquads

Finally, we will briefly consider two circuits that are based on first-order all-pass sections. Figure 13.32 shows the classical filter circuit introduced by Tarmy and Ghausi [16].

In this circuit, amplifiers with differential inputs and differential outputs are used. In the feedback loop, two all-pass sections with voltage transfer ratios

$$
\begin{equation*}
H_{i}(s)=\frac{s T_{i}-1}{s T_{i}+1} \tag{13.87}
\end{equation*}
$$

$T_{i}=R_{i} C_{i}, i=1,2$, and one inverting amplifier are cascaded. The overall transfer function is

$$
\begin{equation*}
H(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\alpha_{1} \frac{s^{2} T_{1} T_{2}-s\left(T_{1}+T_{2}\right)+1}{s^{2} T_{1} T_{2}+s \alpha_{2}\left(T_{1}+T_{2}\right)+1} \tag{13.88}
\end{equation*}
$$



FIGURE 13.32 Tarmy-Ghausi circuit.


FIGURE 13.33 Tarmy-Ghausi circuit modified by Moschytz.
with

$$
\begin{equation*}
\alpha_{1}=\frac{K_{1} K_{3} K_{4}}{1+K_{2} K_{3} K_{4}}, \quad \alpha_{2}=\frac{1-K_{2} K_{3} K_{4}}{1+K_{2} K_{3} K_{4}} \tag{13.89}
\end{equation*}
$$

The main advantages of the Tarmy-Ghausi circuit are its low sensitivities to the gain-bandwidth products of the op-amps and thus its favorable performance at high pole frequencies and high pole $Q$-factors.

Most of the popular low-cost op-amps are not configured for differential output operations. This problem is bypassed by a circuit proposed by Moschytz [17]; see Figure 13.33.

The circuit in Figure 13.33 is also based on first-order all-pass sections. But the all-pass circuits are realized by means of only single-ended op-amps. Therefore, this circuit is more convenient for practical realizations.

### 13.8 Summary

In this chapter, we have shown that a lot of different multiple-amplifier biquads are known from the literature. Hence, a design engineer who aims to realize a high-performance active filter is in the favorable situation to find a rich variety of alternative circuits and design methods. On the other hand, this variety is also confusing and the design engineer may need assistance in deciding among all these circuits and methods. Unfortunately, the multiple-amplifier biquads mentioned in this chapter cannot be classified in a simple way. Therefore, only a rough guidance can be given. In a practical case, it is advisable to compare two or three solutions next to the predefined demands by a thorough analysis and then to find the final solution.

The biquads with decoupled time constants offer some of the benefits mentioned at the beginning of this section at low costs, namely, small passive element spread and low sensitivities. The dual-amplifier twin- $T$ biquads and the GIC-derived dual-amplifier biquads offer a trade-off between costs and performance. The twin- $T$ biquads are particularly suitable for the design of elliptic filters. The special merits of the GIC-derived biquads are the small number of passive components and the independence of the op-amp parameters. Thus, this biquad represents a robust filter solution for many different applications. Additionally, these filters can be easily designed.

The GIC-derived three-amplifier biquads and the state-variable-based filters offer additional flexibility with respect to an independent choice and an independent tuning of the filter parameters. Typically, these circuits are used in applications with switched parameters, e.g., filters with switched cutoff frequencies. This flexibility is paid for by a higher number of op-amps and passive components. It should be mentioned that the original state-variable circuits, i.e., two integrators in a loop, are rather sensitive to the phase lag introduced by the nonideal op-amps. This is always a problem when simultaneously high-frequency and high- $Q$ performance shall be achieved. In such applications, biquads with compensated phase lag should be applied, e.g., the biquads proposed by Åkerberg and Mossberg, Berka and Herpy, or Tarmy and Ghausi.
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### 14.1 Introduction

Current generalized immittance convertors (CGICs) have been used to realize high-performance active biquads with 2 OAs, 3 OAs, or $n$ OAs per sections [1,5].

In this chapter two- and three-amplifier biquads are presented that are based on CGICs. Although several biquads have been reported, the ones presented here have proved to be clearly superior

[^26]to single-amplifier biquads. This is because the design carried out [1] was constrained by stringent performance criteria satisfying important properties and features such as stability, versatility, insensitivity to component tolerances and drift, low dependence on the op-amp (OA) frequency limitations, finite gain, tunability, small spread in component values, and minimum total capacitance.

In addition, the performance of the CGIC-based biquads presented here are comparable to multiple OA biquads. On the other hand, the 3-OA CGIC biquad is shown to yield additional performance improvements over the 2 -OA CGIC biquad. Also, the CGIC biquads use the OAs in the differential mode.

In the following discussion the generalized structure of the $2-\mathrm{OA}$ and $3-\mathrm{OA}$ CGIC biquads are presented. Illustrative examples of the element identification to realize the most commonly used biquads are tabulated. Stability and sensitivity properties are discussed. A design procedure for each biquad is described that minimizes the active sensitivities while maintaining the filter's stability. Several secondorder design examples are given. A sixth-order Chebyshev LPF and a sixth-order elliptic BPF are designed using the design values and tuning procedure suggested. The excellent performance of the resulting realizations is experimentally verified. A universal 2-OA GIC hybrid implementation using thick film is also described. 2-OA CGIC biquadratic active filter realizations for extended high-frequency applications employing the composite operational amplifiers technique $[2,3]$ are given.

### 14.2 Biquadratic Structure Using the Antoniou CGIC (2-OA CGIC Biquad)

Consider the network of Figure 14.1, which is simply Antoniou's CGIC [4], with two new ports created across $3-\mathrm{G}$ and 4-G. This is represented symbolically in Figure 14.2.

A new configuration is now obtained, as shown in Figure 14.3. A synthesis procedure is now described that uses this configuration. The transfer functions between the input and output terminals 2,3 , and 4 , assuming ideal OAs are readily obtained as

$$
\begin{align*}
& \frac{V_{3}}{V_{1}}=T_{1}=\left\{Y_{5}+h(s)\left[Y_{7}\left(1+Y_{6} / Y_{2}\right)-Y_{5} Y_{8} / Y_{2}\right]\right\} / D(s)  \tag{14.1a}\\
& \frac{V_{4}}{V_{i}}=T_{2}=\left[Y_{5}\left(1+Y_{8} / Y_{4}\right)-Y_{6} Y_{7} / Y_{4}+h(s) Y_{7}\right] / D(s)  \tag{14.1b}\\
& \frac{V_{2}}{V_{i}}=T_{3}=\left[Y_{5}+h(s) Y_{7}\right] / D(s) \tag{14.1c}
\end{align*}
$$



FIGURE 14.1 Antoniou's CGIC with additional ports $3 G$ and $4 G$.


FIGURE 14.2 Symbolic representation of the CGIC in Figure 14.1.


FIGURE 14.3 Basic configuration.
where

$$
\begin{gather*}
h(s)=Y_{2} Y_{3} / Y_{1} Y_{4} \\
D(s)=\left(Y_{5}+Y_{6}\right)+h(s)\left(Y_{7}+Y_{8}\right) \tag{14.1d}
\end{gather*}
$$

The conversion function $h(s)$ and the admittances $Y_{5}-Y_{8}$ can be selected in many different ways, and it is clear that any stable second-order transfer function with any desired zero and pole locations can be realized.

Letting

$$
\begin{equation*}
Y_{i}=s C_{i}+G_{i} \tag{14.2}
\end{equation*}
$$

where $i=1-4$, we have from Equation 14.1

$$
\begin{equation*}
h(s)=\frac{\left(s C_{2}+G_{2}\right)\left(s C_{3}+G_{3}\right)}{\left(s C_{1}+G_{1}\right)\left(s C_{4}+G_{4}\right)} \tag{14.3}
\end{equation*}
$$

Clearly, by omitting one or more conductances and/or capacitances, a number of specific conversion functions can be generated.

### 14.3 Realization of the Most Commonly Used Biquad Functions Using the 2-OA CGIC

The most frequently used second-order transfer functions have already been described in Chapter 11. Realizations of these functions are given in Table 14.1. The LP, HP, BP, and BS sections are produced by choosing $h(s)$ in a simple manner such as $K_{1} s, K_{2} s^{2}, K_{3} s+K_{4} s^{2}$ or their reciprocals. Circuits 3, 4, and 7 can be regarded as realizations of simple RLC networks [4,5]. Second-order AP sections can be obtained from circuits 11 and 12 of Table 14.1.

Figures 14.1 and 14.2 and Table 14.1 show that, with the exception of circuit 10 , the response is obtained from the output of an OA. Owing to the low output resistance of the amplifier, any number of sections can be cascaded without using isolation amplifiers.

### 14.4 Stability during Activation and Sensitivity Using the 2-OA CGIC Biquad

### 14.4.1 Stability Properties

It has been shown [6] that some networks using CGICs can be conditionally stable, that is, a circuit can lock in an unstable mode during activation ( just after switching on the power supply). For amplifiers with a finite open loop gain $A$, the circuit of Figure 14.3 gives

$$
\frac{V_{k}}{V_{i}}=\frac{N_{k}(s)}{D(s)}
$$

where $k=2,3,4$ and

$$
\begin{align*}
D(s)= & M_{1} Y_{1}+M_{2} Y_{3} \\
& +\left(1+M_{1}\right)\left(1+M_{2}\right)\left[Y_{1} / A_{1}+Y_{3} / A_{2}+Y_{1} / A_{1} A_{2}+Y_{3} / A_{1} A_{2}\right]  \tag{14.4}\\
& M_{1}=\frac{Y_{5}+Y_{6}}{Y_{2}} \\
& M_{2}=\frac{Y_{7}+Y_{8}}{Y_{4}}
\end{align*}
$$

It can be easily shown that for the circuit in Figure 14.3 low-frequency unstable modes cannot arise during activation. This is due to the absence of differences and changes of sign in the denominator coefficients. Thus any combination of OA gains that occur during transients and power supply switching does not result in saturation or low-frequency instability before reaching the steady state [7].

### 14.4.2 Sensitivity Analysis

The pole $Q$-factor $Q_{p}$, the undamped frequency of oscillation $\omega_{\mathrm{p}}$, the notch frequency $\omega_{\mathrm{n}}$, and the multiplier constants $H_{\mathrm{BS}}, H_{\mathrm{LP}}, H_{\mathrm{HP}}$, and $H_{\mathrm{BP}}$, as well as $Q_{z}, \omega_{z}$, and $H_{\mathrm{AP}}$, have been previously defined in
TABLE 14.1 Element Identification for Realizing the Most Commonly Used Transfer Functions

| Circuit Number | $H(s)$ | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ | $Y_{6}$ | $Y_{7}$ | $Y_{8}$ | Transfer Function | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\frac{s C_{2}\left(s C_{3}+G_{3}\right)}{G_{1} G_{4}}$ | $G_{1}$ | $S C_{2}$ | $s C_{3}+G_{3}$ | $G_{4}$ | $G_{5}$ | 0 | 0 | $G_{8}$ | $T_{2}=\frac{G_{1} G_{5}\left(G_{4}+G_{8}\right)}{G_{1} G_{5} G_{4}+s C_{2} G_{3} G_{8}+s^{2} C_{2} C_{3} C_{8}}$ | LP |
| 2 | $\frac{G_{2} G_{3}}{s C_{1}\left(s C_{4}+G_{4}\right)}$ | $s C_{1}$ | $G_{2}$ | $G_{3}$ | $s C_{4}+G_{4}^{1}$ | 0 | $G_{6}$ | $G_{7}$ | $s C_{8}^{1}+G_{8}^{a}$ | $T_{1}=\frac{G_{2} G_{3} G_{7}\left(1+\frac{G_{6}}{G_{2}}\right)}{G_{2} G_{3}\left(G_{7}+G_{8}\right)+s\left(C_{2} G_{4} G_{6}+C_{8} G_{2} G_{3}\right)+s^{2} C_{1} C_{4} C_{6}}$ | LP |
| 3 | $\frac{s C_{3} G_{2}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | 0 | $G_{6}$ | $s C_{7}$ | $s C_{8}^{\mathrm{a}}+\mathrm{G}_{8}$ | $T_{1}=\frac{s^{2} C_{3} C_{7}\left(G_{2}+G_{6}\right)}{G_{6} G_{1} G_{4}+s C_{3} G_{2} G_{8}+s^{2}\left(C_{7}+C_{8}\right) G_{2} C_{3}}$ | HP |
| 4 | $\frac{s C_{3} G_{2}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | 0 | $G_{6}$ | $\frac{s C_{7}}{1+s C_{7} R_{7}}$ | 0 | $T_{1}=\frac{s^{2} C_{3} C_{7}\left(G_{2}+G_{6}\right)}{G_{6} G_{1} G_{4}+s C_{7} G_{1} G_{4} G_{6} R_{7}+s^{2} C_{3} C_{7} G_{2}}$ | HP |
| 5 | $\frac{s^{2} C_{2} C_{3}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | 0 | $G_{6}$ | 0 | $G_{8}$ | $T_{2}=\frac{s C_{5}\left(1+\frac{G_{8}}{G_{4}}\right) G_{1} G_{4}}{G_{1} G_{4} G_{6}+s C_{5} G_{1} G_{4}+s^{2} C_{2} C_{3} G_{8}}$ | BP |
| 6 | $\frac{G_{2} G_{3}}{s C_{1}\left(s C_{4}+G_{4}\right)}$ | $s C_{1}$ | $G_{2}$ | $G_{3}$ | $s C_{4}+G_{4}^{a}$ | 0 | $G_{6}$ | $s C_{7}$ | $G_{8}$ | $T_{1}=\frac{s C_{7} G_{2} G_{3}\left(1+\frac{G_{6}}{G_{2}}\right)}{G_{2} G_{3} G_{8}+s\left(C_{7} G_{2} G_{3}+C_{1} G_{4} G_{8}\right)+s^{2} C_{1} C_{4} G_{6}}$ | BP |
| 7 | $\frac{s C_{3} G_{2}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | 0 | $G_{6}$ | $s C_{7}$ | $s C_{8}+G_{8}^{\text {a }}$ | $T_{1}=\frac{s C_{3} G_{7}\left(G_{2}+G_{6}\right)}{G_{1} G_{4} G_{6}+s C_{3} G_{2}\left(G_{7}+G_{8}\right)+s^{2} C_{3} C_{8} G_{2}}$ | BP |
| 8 | $\frac{G_{2} G_{3}}{s^{2} C_{1} C_{4}}$ | $s C_{1}$ | $G_{2}$ | $G_{3}$ | $s C_{4}$ | $G_{6}$ | 0 | $G_{7}$ | $s C_{8}$ | $T_{2}=\frac{s^{2} C_{1} G_{5}\left(C_{4}+C_{8}\right)+G_{2} G_{3} G_{7}}{s^{2} C_{1} G_{5} C_{4}+s C_{8} G_{2} G_{3}+G_{2} G_{3} G_{7}}$ | N |
| 9 | $\frac{s G_{2} C_{3}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | $G_{5}$ | 0 | $s C_{7}$ | $G_{8}$ | $T_{2}=\frac{s^{2} C_{3} C_{7} G_{2}+G_{1} G_{5}\left(G_{4}+G_{8}\right)}{s^{2} C_{3} C_{7} G_{2}+s C_{3} G_{2} G_{8}+G_{1} G_{4} G_{5}}$ | N |
| 10 | $\frac{s G_{2} C_{3}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | $G_{5}$ | $G_{6}^{a}$ | $s C_{7}$ | $s C_{8}+G_{8}$ |  | N |
| 11 | $\frac{G_{2} G_{3}}{s^{2} C_{1} C_{4}}$ | $s C_{1}$ | $G_{2}$ | $G_{3}$ | $s C_{4}$ | $G_{5}$ | $G_{6}^{a}$ | $G_{7}$ | $s \mathrm{C}_{8}$ | $T_{1}=\frac{s^{2} C_{1} G_{4} G_{5}-s G_{5} C_{8} G_{3}+G_{3} G_{7}\left(G_{2}+G_{6}\right)}{s^{2} C_{1} C_{4}\left(G_{5}+G_{6}\right)+s C_{8} G_{2} G_{3}+G_{2} G_{3} G_{7}}$ | Nonminimum phase For all pass: $G_{6}=0$, |
| $12^{\text {b }}$ | $\frac{s G_{2} G_{3}}{G_{1} G_{4}}$ | $G_{1}$ | $G_{2}$ | $s C_{3}$ | $G_{4}$ | $G_{5}$ | $G_{6}$ | $s C_{7}$ | $G_{8}$ | $T_{1}=\frac{s^{2} C_{3} C_{7}\left(G_{2}+G_{6}\right)-s C_{3} G_{5} G_{8}+G_{1} G_{4} G_{5}}{s^{2} C_{3} C_{7} G_{2}+s C_{3} G_{2} G_{8}+\left(G_{5}+G_{6}\right) G_{1} G_{4}}$ | $G_{5}=G_{2}$ <br> Nonminimum phase For all pass: $G_{6}=0$, $G_{2}=G_{5}$ |

[^27]Chapter 7. The sensitivity of a quantity $x$ with respect to variations in an element $e$ is denoted by $S_{e}^{x}$. For ideal amplifiers, the use of Table 14.1 leads to

$$
\begin{equation*}
0 \leq S_{e}^{x} \leq 1 \tag{14.5}
\end{equation*}
$$

where
$x$ represents any one of these $H, \omega$, or $Q$ qualities
$e$ represents any capacitance or conductance

### 14.5 Design and Tuning Procedure of the 2-OA CGIC Biquad

A design procedure is now described. Table 14.1 shows that there are several degrees of freedom in the choice of element values. These may be used to minimize $S_{A}^{Q_{p}}$ or the spread of element values. By using minimum sensitivity (to the OA parameters) constraints in circuits $1,3,7,10$, and 12 , possible sets of element values for LP, HP, BP, BS, and AP sections have been obtained, as shown in Table 14.2. In addition, this choice of elements guarantees stable operation with real OA's. It is seen that the notch frequency $\omega_{\mathrm{n}}$, the undamped frequency of oscillation $\omega_{\mathrm{p}}$, and $Q$-factor $Q_{\mathrm{p}}$ can be easily adjusted by sequentially trimming three distinct resistors. A tuning sequence is also given in Table 14.2.

It is to be noted from Table 14.2 for the design of the BS sections, that

$$
\begin{equation*}
\omega_{\mathrm{n}}^{2}=\frac{\omega_{\mathrm{p}} G_{\mathrm{s}}}{C_{\mathrm{s}}} \tag{14.6}
\end{equation*}
$$

where

$$
G_{5}+G_{6}=G_{1}, \quad C_{7}+C_{8}+C, \quad \text { and } \quad \omega_{p}=\frac{G}{C}
$$

TABLE 14.2 Design Values and Tuning Procedure

| Circuit Number (from Table 14.1) | Design Values | Transfer Function Realized | Tuning Sequence |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\omega_{\text {o }}$ | $\omega_{\mathrm{p}}$ | $Q_{\text {p }}$ |
| 1 | $\begin{aligned} & G_{1}=G_{4}=G_{5}=G_{8}=G, G_{3}=G / Q_{\mathrm{p}}, \\ & C_{2}=C_{3}=C, \text { where } C=\frac{G}{\omega_{\mathrm{p}}} \end{aligned}$ | $T_{2}=\frac{2 \omega_{p}^{2}}{D(s)}$ | - | $G_{8}$ | $G_{3}$ |
| 3 | $\begin{gathered} G_{1}=G_{2}=G_{4}=G_{6}=G, G_{8}=G / Q_{\mathrm{p}}, \\ C_{8}=0, C_{3}=C_{7}=C, \text { where } C=\frac{G}{\omega_{\mathrm{p}}} \end{gathered}$ | $T_{1}=\frac{2 s^{2}}{D(s)}$ | - | $G_{4}$ | $G_{8}$ |
| 7 | $\begin{gathered} G_{1}=G_{2}=G_{4}=G_{6}=G, G_{7}=G / Q_{\mathrm{p}}, \\ G_{8}=0, C_{3}=C_{8}=C, \text { where } C=\frac{G}{\omega_{\mathrm{p}}} \end{gathered}$ | $T_{1}=\frac{\left(\frac{2 w_{p}}{Q_{p}}\right) s}{D(s)}$ | - | $G_{2}$ | $G_{7}$ |
| 10 | $\begin{aligned} & G_{1}=G_{2}=G_{4}=G_{5}+G_{6}=G, G_{8}=G / Q_{\mathrm{p}}, \\ & C_{3}=C_{7}+C_{8}=C \text {, where } \omega_{\mathrm{p}}=\frac{G}{C} \\ & \text { and } \omega_{\mathrm{n}}^{2}=\omega_{\mathrm{p}} \frac{G_{5}}{C_{7}} \end{aligned}$ | $T_{3}=\frac{C_{7}}{C} \frac{\left(s^{2}+\omega_{n}^{2}\right)}{D(s)}$ | $G_{2}$ | $G_{6}$ | $G_{8}$ |
| 12 | $\begin{aligned} & G_{1}=G_{2}=G_{4}=G_{5}=G, G_{6}=0, \\ & C_{3}=C_{7}=C, C_{8}=G / Q_{p}, \text { where } \omega_{p}=\frac{G}{C} \end{aligned}$ | $T_{1}=\frac{D(-s)}{D(s)}$ | $G_{4}$ |  | $G_{8}$ |

Hence

$$
\begin{equation*}
\frac{w_{\mathrm{n}}^{2}}{w_{\mathrm{p}}^{2}}=\frac{G_{5}}{G} \cdot \frac{C}{C_{7}} \tag{14.7}
\end{equation*}
$$

where

$$
\frac{G_{5}}{G} \text { is always } \leq 1 \quad \text { and } \quad \frac{C}{C_{7}} \text { is always } \geq 1
$$

It is seen from Equation 14.7 that for $\omega_{\mathrm{n}} \leq \omega_{\mathrm{p}}, C_{8}$ can be set to zero ( $C_{7}=C$ ), and only two capacitors per section are used. For $\omega_{\mathrm{n}}>\omega_{\mathrm{p}}$, three capacitors are required. In all cases, regardless of the choice of $C_{7}$ and $C_{8}$, the total capacitance per section is equal to $2 C$.

In most applications where notch sections are used, $\omega_{\mathrm{n}} / \omega_{\mathrm{p}}$ is close to unity and care should be taken when choosing $G_{5}$ and $C_{7}$ in Equation 14.7. A suitable choice of $G_{5}, G_{6}, G_{7}$, and $C_{8}$ values may be obtained by letting

$$
\frac{G_{5}}{G}=\frac{1}{K} \quad \text { and } \quad \frac{C}{C_{7}}=2
$$

Thus $K$ is approximately equal to 2 ( $K<2$ for $\omega_{\mathrm{n}}>\omega_{\mathrm{p}}$ and $K>2$ for $\omega_{\mathrm{n}} \leq \omega_{\mathrm{p}}$ ). The suggested choice yields a capacitor spread of 2 and both $R_{5}$ and $R_{6}$ are approximately equal to $2 R$.

### 14.6 Design Examples Using the 2-OA CGIC Biquad

## Example 14.1

Design a second-order Butterworth $\left(Q_{p}=0.707\right)$ LP filter having a cutoff frequency $f_{p}=20,000 / 2 \pi \mathrm{~Hz}$.

## Procedure

1. Circuit 1 in Table 14.2 realizes an LPF. The design equations are also given in Table 14.2.
2. First we choose an appropriate value for $C$, say 10 nF . Thus $C=C_{2}=C_{3}=10 \mathrm{nF}$.
3. Now, $R=\frac{1}{C \omega_{\mathrm{p}}}=\frac{1}{20,000 \times 10^{-8}}$

Therefore, $R=5 \mathrm{k} \Omega$
4. Consequently, $R=R_{1}=R_{4}=R_{5}=R_{8}=5 \mathrm{k} \Omega$ and $R_{3}=R Q_{\mathrm{p}}=3.535 \mathrm{k} \Omega$.
5. The circuit is shown in Figure 14.4a. It is noted that the low-frequency gain of the LP filter $H_{\mathrm{LP}}$ is 2 .

A simple procedure can be followed to scale $H_{\mathrm{LP}}$ by a factor $x$ less than unity, that is, effectively multiplying the transfer function realized by $x$. This is done by replacing the resistance $R_{5}$ by two resistors $R_{A}$, and $R_{B}$ (in series with the input $V_{\text {in }}$ ) in the manner shown in Figure 14.4b, where

$$
\begin{aligned}
R_{5} & =R=5 \mathrm{k} \Omega \\
& =R_{A} \| R_{B}
\end{aligned}
$$

The desired gain and scale factor $x=R_{B} /\left(R_{A}+R_{B}\right)$. Thus for $x=\frac{1}{2}$, resulting in a dc gain of the LP filter of unity, the choice of resistors $R_{A}$ and $R_{B}$ is $R_{A}=R_{B}=10 \mathrm{k} \Omega$.


FIGURE 14.4 (a) Second-order Butterworth LPF design example and (b) controlling the gain factor of the LPF.

If functional tuning of the filter is desired, the tuning sequence of circuit 1 in Table 14.2 can be followed. First, $\omega_{\mathrm{p}}$ is adjusted by applying a sinusoidal input at the desired $\omega_{\mathrm{p}}$ frequency. Then $R_{B}$ is tuned until $\omega_{\mathrm{p}}$ realized equals the desired value. This can be detected by monitoring the phase angle of the output relative to the input. When the proper $\omega_{\mathrm{p}}$ is reached, the output lags the input by $90^{\circ}$. Next, to adjust the $Q_{\mathrm{p}}$, the filter gain $H_{d c}$ of the LPF at a frequency much lower than $\omega_{\mathrm{p}}$ is determined. Then an input at $\omega_{\mathrm{p}}$ is applied. $R_{3}$ is adjusted until the gain of the LPF at $\omega_{\mathrm{P}}$ is $Q_{\mathrm{P}}$ desired $H_{d c}$.

## Example 14.2

Design a second-order BP filter with $Q_{\mathrm{P}}=10$ and $f_{\mathrm{p}}=10,000 / 2 \pi \mathrm{~Hz}$.

## Procedure

1. Circuit 7 in Table 14.2 realizes a BP filter. The design equations are also given in Table 14.2.
2. First we choose a suitable value for $C$, say 10 nF .
3. Thus $C_{3}=C_{8}=C=10 \mathrm{nF}$.
4. Hence $R=\left(1 / C \omega_{\mathrm{p}}\right)=10 \mathrm{k} \Omega$. Consequently, $R=R_{1}=R_{2}=R_{4}, R_{6}=10 \mathrm{k} \Omega$, and $R_{7}=R Q_{\mathrm{p}}=100 \mathrm{k} \Omega$.
5. The circuit is shown in Figure 14.5. The gain at resonance, that is, at $\omega=\omega_{\mathrm{p}}$, is equal to 2 . To scale the gain by a factor $x$ less than 2 , the resistor $R_{7}$ is split into two resistors in a manner similar to that in Figure 14.4b and explained in Example 14.1.

Again, if functional tuning is desired, the sequence in Table 14.2 can be followed.


FIGURE 14.5 Design of a second-order BPF.


FIGURE 14.6 Design of a second-order HPF.

## Example 14.3

Design a second-order HP filter with $Q_{p}=1$ and $f_{p}=10,000 / 2 \pi \mathrm{~Hz}$.

## Procedure

1. Circuit 3 in Table 14.2 realizes an HP filter.
2. Let us choose $C_{3}=C_{7}=C=5 \mathrm{nF}$. Hence $R$ can be computed as $R=\frac{1}{\omega_{\mathrm{p} C} C}=\frac{1}{10,000 \times 50 \times 10^{-9}}$ Therefore, $R=20 \mathrm{k} \Omega$.
3. Consequently, $R_{1}=R_{2}=R_{4}=R_{6}=R=20 \mathrm{k} \Omega$ and $R_{8}=R Q=20 \mathrm{k} \Omega$.
4. The realization is shown in Figure 14.6. The gain at high-frequency $H_{H P}$ is equal to 2 .

### 14.7 Practical High-Order Design Examples Using the 2-OA CGIC Biquad

Using Table 14.2, $1 \%$ metal-film resistors, $2 \%$ polystyrene capacitors and $\mu$ A741 OA's, a sixth-order Chebyshev LP filter, and a sixth-order elliptic BP filter were designed and constructed. The LP filter has a
maximum passband attenuation of 1.0 dB ; bandwidth $=3979 \mathrm{~Hz}$. The BP filter has the following specifications:

Center frequency $=1500 \mathrm{~Hz}$
Passband $=60 \mathrm{~Hz}$
Maximum passband attenuation $=0.3 \mathrm{~dB}$
Minimum stopband attenuation outside the frequency range $1408 \rightarrow 1595 \mathrm{~Hz}=38 \mathrm{~dB}$

### 14.7.1 Low-Pass Filter

The realization uses cascaded section of type 1, in Table 14.2, as shown in Figure 14.7a. The measured frequency response (input level $=50 \mathrm{mV}$ ), shown in Figure 14.7 b and c , agrees with the theoretical response. The effect of dc-supply variations is illustrated in Figure 14.7d. The deviation in the passband ripple is about 0.1 dB for supply voltage in the range $5-15 \mathrm{~V}$. The effect of temperature variations is illustrated in Figure 14.7 e, which shows the frequency response at $-10^{\circ} \mathrm{C}$ (right-hand curve), $20^{\circ} \mathrm{C}$, and $70^{\circ} \mathrm{C}$ (left-hand curve). The last peak has been displaced horizontally by 42 Hz , which corresponds to a


FIGURE 14.7 (a) Realization of the sixth-order Chebyshev low-pass filter. Frequency responses: (b) logarithmic gain scale and linear frequency scale; (c) linear gain and frequency scales; (d) for supply voltages $\pm 5 \mathrm{~V}$ (lower curve) and $\pm 15 \mathrm{~V}$, input level $=0.05 \mathrm{~V}$; (e) at temperatures $-10^{\circ} \mathrm{C}$ (right-hand curve), $20^{\circ} \mathrm{C}$, and $70^{\circ} \mathrm{C}$ (left-hand curve).
change of $133 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$. The frequency displacement is due to passive element variations and is within the predicted value.

### 14.7.2 Bandpass Filter

The realization uses cascaded sections of the types 7 and 10 , in Table 14.2, and is shown in Figure 14.8a. The measured frequency response is shown in Figure 14.8b and c, and it is in agreement with the theoretical response. Figure 14.8 d shows the frequency response for supply voltages of 7.5 V (lower curve) and 15 V ; the input is 0.3 V . The passband ripple remains less than 0.39 dB and the deviation in the stopband is negligible. Figure 14.8 e and f illustrate the effect of temperature variations. The passband ripple remains less than 0.35 dB in the temperature range $-10^{\circ} \mathrm{C}$ to $70^{\circ} \mathrm{C}$. A center frequency displacement of 15 Hz has been measured that corresponds to a change of $125 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$.

### 14.8 Universal 2-OA CGIC Biquad

Study of Table 14.2 suggests that several circuits may be combined to form a universal biquad. This can be achieved on a single substrate using thick-film technology.

Upon examining the element identification and design values in Table 14.2 it is easy to see that one common thick-film substrate can be made to realize circuits 1, 3, 7, and 10 in Table 14.2 (other circuits from Table 14.1 can be included if desired) with no duplication in OAs and chip capacitors and minimal duplication in resistors. The superposition of circuits 1, 3, 7, and 10 is shown in Figure 14.9. The following items should be noted.

1. Each resistor having the same subscript represents one resistor only and needs to appear once in a given biquad realization and thus once on the substrate. As an example, for $R_{J}=R Q_{p}$, only one $R_{J}$ is needed with connection to several nodes. The unwanted connections may be opened during the trimming process according to the type of circuit required.
2. Three capacitor pads are needed; they are marked 1, 2, and 3 in Figure 14.9. To obtain capacitor 4, either capacitor 2 or 3 connections are made common with capacitor 4 terminals. The capacitor pad terminals are available on the external terminals of the substrate.* The chip capacitors are reflow-soldered in the appropriate locations based on the circuit realized.

A dual CGIC universal biquad implemented using thick-film resistors, chip NPO capacitors, and one quad OA is shown in Figure 14.10. Note that this hybrid array is capable of realizing gyrators and simulating inductors and super capacitors. Sample results are given in Figure 14.11 for realizing different biquadratic functions using this implementation.

### 14.9 3-OA CGIC Biquadratic Structure

Consider the circuit shown in Figure 14.12 where the output can be taken to be $V_{1}, V_{2}$, or $V_{3}$. Assuming ideal OAs, the transfer functions between the input and output terminals 1,2 , and 3 can be readily obtained as

$$
\begin{align*}
V_{1} / V_{i}= & T_{1} \\
= & \left\{Y_{11} Y_{12}\left[Y_{1}\left(1+Y_{4} / Y_{9}\right)-Y_{2} Y_{3} / Y_{9}\right]\right. \\
& \left.+\left(Y_{12} Y_{3} Y_{7} Y_{8}\right) / Y_{9}+\left[\left(1+Y_{4} / Y_{9}\right) Y_{5}-Y_{3} Y_{6} / Y_{9}\right] Y_{7} Y_{10}\right\} / D(s) \tag{14.8a}
\end{align*}
$$

[^28]

FIGURE 14.8 (a) Realization of the sixth-order elliptic bandpass filter. Frequency responses of bandpass filter: (b) logarithmic gain and linear frequency scales; (c) linear gain and frequency scales; (d) for supply voltages of $\pm 7.5 \mathrm{~V}$ (lower curve) and $\pm 15 \mathrm{~V}$, input level of 0.3 V ; (e) at temperatures of $10^{\circ} \mathrm{C}$ (right-hand curve), $20^{\circ} \mathrm{C}$, and $70^{\circ} \mathrm{C}$ (lefthanded curve); and (f) expanded passband of Figure 14.8e.


FIGURE 14.9 Superposition of circuits 1, 3, 7, and 10 from Table 14.2. Note: Out = output terminals.


FIGURE 14.10 Dual CGIC universal biquad implemented using thick-film resistors; chip NPO capacitors and one quad OA.

$$
\begin{align*}
V_{2} / V_{i}= & T_{2} \\
= & \left\{Y_{11} Y_{12} Y_{1}+Y_{12}\left[Y_{1} Y_{6}+\left(Y_{3} Y_{7} Y_{8}\right) / Y_{9}-Y_{5} Y_{6}\right]\right. \\
& \left.+\left[Y_{3} Y_{6}-Y_{4} Y_{5}\right]\left(Y_{7} Y_{8} Y_{12}\right) / Y_{9} Y_{11}+Y_{5} Y_{7} Y_{10}\right\} / D(s)  \tag{14.8b}\\
V_{3} / V_{i}= & T_{3} \\
= & \left\{Y_{1} Y_{11} Y_{12}+Y_{12}\left[\left(1+Y_{2} / Y_{7}\right) Y_{3}-Y_{1} Y_{4} / Y_{7}\right] Y_{8} / Y_{9}\right. \\
& \left.+\left[\left(1+Y_{2} / Y_{7}\right) Y_{5}-Y_{1} Y_{6} / Y_{7}\right] Y_{7} Y_{10}\right\} D(s) \tag{14.8c}
\end{align*}
$$



FIGURE 14.11 Different second-order realizations obtained from the universal CGIC biquad.


FIGURE 14.12 3-OA CGIC biquad.
where

$$
\begin{equation*}
D(s)=Y_{11} Y_{12}\left(Y_{1}+Y_{2}\right)+Y_{12}\left(Y_{3}+Y_{4}\right) Y_{7} Y_{8} / Y_{9}+\left(Y_{5}+Y_{6}\right) Y_{7} Y_{10} \tag{14.9}
\end{equation*}
$$

The admittances $Y_{1}-Y_{12}$ can be selected in many ways and any stable second-order transfer function can be realized. For the purposes of this chapter, $Y_{1}-Y_{10}$ are taken to be purely conductive, while $Y_{11}$ and $Y_{12}$ are purely capacitive, that is,

$$
\begin{align*}
& Y_{1}-Y_{10}=G_{1}-G_{10} \\
& Y_{11}=s C_{1}, \quad Y_{12}=s C_{2} \tag{14.10}
\end{align*}
$$

Any rational and stable transfer function can be expressed as a product of second-order transfer functions of the form

$$
\begin{equation*}
T(s)=\frac{a_{2} s^{2}+a_{1} s+a_{0}}{b_{2} s^{2}+b_{1} s+b_{0}} \tag{14.11}
\end{equation*}
$$

where $a_{1}=a_{2}=0, a_{0}=a_{1}=0, a_{0}=a_{2}=0$, or $a_{1}=0$, for an LP, HP, BP, or N section, respectively. These section can be realized by choosing the $G_{i}$ 's $(i=1-10)$ properly in Equation 14.8. By comparing Equations 14.8 through 14.11, circuits 1-4 in Table 14.3 can be obtained.

All-pass transfer functions can be realized by setting $a_{2}=b_{2}, a_{1}=-b_{1}, a_{0}=b_{0}$; these can be obtained from circuit 5 of Table 14.3.

It can be easily shown that this biquad possesses similar excellent low sensitivity properties and stability during activation as those of the 2-OA CGIC biquad, given in Section 14.4.

### 14.10 Design and Tuning Procedure of the 3-OA CGIC Biquad

Several degrees of freedom exist in choosing element values, as shown in Table 14.3. These are used to satisfy the constraints of the given design, namely, those of low sensitivity, reduced dependence on the

TABLE 14.3 Element Identification for Realizing the Most Commonly Used Transfer Functions

| Circuits Number | $G_{1}$ | $G_{2}$ | $G_{3}$ | $G_{4}$ | $G_{5}$ | $G_{6}$ | Transfer Function | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 |  | 0 |  |  | a | $T_{3}=\frac{\left(1+\frac{G_{2}}{G_{7}}\right) \frac{G_{5} G_{7} G_{10}}{C_{1} C_{2}}}{s^{2} G_{2}+s \frac{G_{4} G_{7} G_{8}}{C_{1} G_{9}}+\frac{\left(G_{5}+G_{6}\right) G_{7} G_{10}}{C_{1} C_{2}}}$ | LP |
| 2 |  | a | 0 |  | 0 |  | $T_{1}=\frac{s^{2} G_{1}\left(1+\frac{G_{4}}{G_{9}}\right)}{s^{2}\left(G_{1}+G_{2}\right)+s \frac{G_{4} G_{7} G_{8}}{C_{1} G_{9}}+\frac{G_{6} G_{7} G_{10}}{C_{1} C_{2}}}$ | HP |
| 3 | 0 |  |  | a | 0 |  | $T_{3}=\frac{s\left(1+\frac{G_{2}}{G_{7}}\right) \frac{G_{3} G_{7} G_{8}}{C_{1} G_{9}}}{s^{2} G_{2}+s \frac{\left(G_{3}+G_{4}\right) G_{7} G_{8}}{C_{1} G_{9}}+\frac{G_{6} G_{7} G_{10}}{C_{1} C_{2}}}$ | BP |
| 4 |  | a | 0 |  |  | a | $T_{1}=G_{1}\left(1+\frac{G_{4}}{G_{9}}\right) \frac{s^{2}+\frac{G_{5} G_{7} G_{10}}{C_{1} G_{1} G_{1}}}{s^{2}\left(G_{1}+G_{2}\right)+s \frac{G_{4} G_{7} G_{8}}{C_{1} G_{9}}+\frac{\left(G_{5}+G_{6}\right) G_{7} G_{10}}{C_{1} C_{2}}}$ | N |
| 5 |  | a | 0 |  |  | 0 | $T_{3}=\frac{s^{2} G_{1}-s \frac{G_{1} G_{4} G_{8}}{C_{1} G_{9}}+\left(1+\frac{G_{2}}{G_{7}}\right) \frac{G_{5} G_{7} G_{10}}{C_{1} C_{2}}}{s^{2}\left(G_{1}+G_{2}\right)+s \frac{G_{4} G_{7} G_{8}}{C_{1} G_{9}}+\frac{G_{5} G_{7} G_{10}}{C_{1} C_{2}}}$ | Nonminimum phase ${ }^{\text {b }}$ |

[^29]TABLE 14.4 Design Values and Tuning Procedures

| Circuit <br> Number | Design Values | Transfer <br> Function Realized | Tuning Sequence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\omega_{\mathrm{n}}$ | $\omega_{\mathrm{p}}$ | $Q_{\text {p }}$ | $Q_{\mathrm{z}}$ |
| 1 | $\begin{aligned} & R_{2}=R, R_{4}=R Q_{\mathrm{p}}^{1 / 2}, \\ & R_{5}=2 R /\left(\alpha H_{\mathrm{LP}}\right), \\ & R_{6}=R /\left[\alpha\left(1-H_{\mathrm{LP}} / 2\right)\right], H_{\mathrm{LP}}<2 \end{aligned}$ | $T_{3}=H_{\mathrm{LP}} \frac{\omega_{\mathrm{p}}^{2}}{D(s)}$ | - | $R_{5}$ | $R_{4}$ | - |
| 2 | $\begin{aligned} & R_{1}=R\left(1+\bar{Q}_{\mathrm{p}}^{1 / 2}\right) / H_{\mathrm{HP}}, \\ & R_{2}=R\left(1+\bar{Q}_{\mathrm{p}}^{1 / 2}\right)\left[1+\bar{Q}_{\mathrm{p}}^{1 / 2}-H_{\mathrm{HP}}\right], \\ & R_{4}=R Q_{\mathrm{p}}^{1 / 2}, R_{6}=R / \alpha, \\ & H_{\mathrm{HP}}<1+\bar{Q}_{\mathrm{p}}^{1 / 2} \end{aligned}$ | $T_{1}=H_{\mathrm{HP}} \frac{s^{2}}{D(s)}$ | - | $R_{6}$ | $R_{4}$ | - |
| 3 | $\begin{aligned} & R_{2}=R, R_{3}=2 R Q_{p}^{1 / 2} H_{\mathrm{BP}}, \\ & R_{4}=R Q_{\mathrm{p}}^{1 / 2} / 1-H_{\mathrm{BP}} / 2, \\ & R_{6}=R / \alpha,-H_{\mathrm{BP}}<2 \end{aligned}$ | $T_{3}=H_{\mathrm{BP}} \frac{\frac{s \omega_{\mathrm{p}}}{Q_{\mathrm{p}}}}{D(s)}$ | - | $R_{6}$ | $R_{3}$ | - |
| 4 | $\begin{aligned} & R_{1}=R\left(1+\bar{Q}_{\mathrm{p}}^{1 / 2}\right) / H_{\mathrm{N}}, \\ & R_{2}=1 /\left(G-G_{1}\right), \\ & R_{4}=R \bar{Q}_{\mathrm{p}}^{1 / 2}, R_{6}=1 /\left(\alpha G-G_{5}\right), \\ & R_{5}=R \omega_{\mathrm{p}}^{2}\left(1+\bar{Q}_{p}^{1 / 2}\right) /\left(\alpha H_{\mathrm{N}} \omega_{\mathrm{n}}^{2}\right), \\ & H_{\mathrm{N}}<\left(1+\bar{Q}_{\mathrm{p}}^{1 / 2}\right), \\ & H_{\mathrm{N}}=<\omega_{\mathrm{p}}^{2}\left(1+\bar{Q}_{\mathrm{p}}^{1 / 2}\right) / \omega_{\mathrm{n}}^{2} \text { for } \omega_{\mathrm{n}}>\omega_{\mathrm{p}} \end{aligned}$ | $T_{1}=H_{\mathrm{N}} \frac{\left(s^{2}+\omega_{\mathrm{n}}^{2}\right)}{D(s)}$ | $R_{5}$ | $R_{6}$ | $R_{4}$ | - |
| 5 | $\begin{aligned} & \text { For all-pass: } R_{1}=R, \\ & R_{4}=R Q_{\mathrm{P}}^{1 / 2} \quad R_{5}=R / \alpha, R_{1}=R_{7}, \\ & R_{2}=\infty, H_{\mathrm{AP}}=1 \end{aligned}$ | $T_{1}=H_{\mathrm{AP}} \frac{s^{2}-\frac{\omega_{z}}{\mathrm{Q}_{z}} s+\omega_{z}^{2}}{D(s)}$ | $R_{5}$ | $R_{4}$ |  |  |

Notes: $D(s)=s^{2}+\left(\omega_{\mathrm{p}} / Q_{\mathrm{p}}\right) s+\omega_{\mathrm{p}}^{2}, \alpha=2 Q_{\mathrm{p}}^{1 / 2} /\left(1+\mathrm{Q}_{\mathrm{p}}^{1 / 2}\right)$. $C_{1}=C_{2}=C=1 /\left(\omega_{\mathrm{p}} R\right), R_{10}=\alpha R, R_{8}=R Q_{\mathrm{p}}^{1 / 2}, R_{7}=R_{8}=R$.

OA finite gain and bandwidth, and low element-spread design, in circuits 1-5 in Table 14.3. Using these constraints, a possible design for $\mathrm{LP}, \mathrm{HP}, \mathrm{BP}, \mathrm{AP}$, and N sections is obtained, as indicated in Table 14.4. It is seen that $Q_{p}, \omega_{p}, \omega_{n}, Q_{z}$, and $\omega_{z}$, can be independently adjusted by trimming at most three resistors. A trimming sequence is also given in Table 14.4.

### 14.11 Practical Sixth-Order Elliptic BP Filter Design Using the 3-OA CGIC Biquad

The sixth-order elliptic bandpass filter specified in Section 14.7 was designed using the 3-OA CGIC biquad and similar components to those in Section 14.7.

The realization shown in Figure 14.13a uses cascaded sections of the types 3 and 4 in Table 14.4. The element design values are also given in Figure 14.13a. The measured frequency response is shown in Figure 14.13 b and c ; it is in agreement with the theoretical response. Figure 14.13 d shows the frequency response for supply voltages of $\pm 7.5 \mathrm{~V}$ (lower curve), and $\pm 15 \mathrm{~V}$ (upper curve); the input voltage is 0.3 V . The passband ripple remains less than 0.34 dB and the deviation in the stopband is negligible. Figure 14.13 e and f illustrate the effect of temperature variations. The passband ripple remains less than 0.5 dB in the temperature range from $-10^{\circ} \mathrm{C}$ (right-hand curve) to $70^{\circ} \mathrm{C}$ (left-hand curve). A center frequency displacement of 9 Hz has been measured, which corresponds to a change of $75 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$.

These results illustrate the additional performance improvements compared with the results in Section 14.7 using the 2-OA CGIC biquad.

| Section <br> No | $R_{1}$ | $R_{2}$ | $R_{3}$ | $R_{4}$ | $R_{5}$ | $R_{6}$ | $R_{7}$ | $R_{8}$ | $R_{9}$ | $R_{10}$ | $C_{1}$ | $C_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\infty$ | 2 | 11.396 | $\infty$ | $\infty$ | 1.175 | 2 | 11.396 | 2 | 3.403 | 53.052 | 53.052 |
| 2 | 8.939 | 2.576 | $\infty$ | 17.273 | 4.592 | 1.426 | 2 | 17.273 | 2 | 3.585 | 51.917 | 51.917 |
| 3 | 4.309 | 3.732 | $\infty$ | 17.273 | 2.611 | 1.948 | 2 | 17.273 | 2 | 3.585 | 54.211 | 54.211 |

(a)

Resistors in kilo ohms and capacitors in nanofarads

(b)


(c)



FIGURE 14.13 (a) Sixth-order elliptic bandpass filter. Resistors in kiloohms and capacitors in nanofarads. (b)-(f) Frequency response using 3-OA CGIC. (b) Logarithmic gain and linear frequency scales; (c) linear gain and frequency scales; (d) frequency response for supply voltages of $\pm 7.5 \mathrm{~V}$ (lower curve) and $\pm 15 \mathrm{~V}$, input level of 0.3 V ; (e) frequency response; and (f) at temperatures of $-10^{\circ} \mathrm{C}$ (right-hand curve), and $20^{\circ} \mathrm{C}$ and $70^{\circ} \mathrm{C}$ (left-hand curve).

### 14.12 Composite GIC Biquad: 2 C 2-OA CGIC

To obtain the composite CGIC biquad [3], each single OA in the original 2-OA CGIC biquad is replaced by a composite amplifier each constructed using two regular OAs [2] and denoted C2OA. All possible combinations of the four C2OA structures in Ref. [3] were used to replace the two OAs in the CIC network. Although several useful combinations were obtained, it was found that the best combination is shown in Figure 14.14, where $A_{1}$ is replaced by C2OA-4 and $A_{2}$ is replaced by C2OA-3 in the CGIC of Figure 14.1.

Computer simulation plots and experimental results of Figure 14.15 show clearly the considerable improvements of the new CGIC filter responses over those of a 2-OA CGIC implemented using regular OAs.


FIGURE 14.14 Practical BP filter realization of the composite GIC using C2OA-4 and C2OA-3.

(a)

FIGURE 14.15 (a) Computer plots of the composite GIC BP filter frequency responses of Figure 14.14 for $f_{0}=100 \mathrm{kHz}$ and $Q_{\mathrm{p}}=10,20,40$.

(b)

FIGURE 14.15 (continued) (b) Experimental results of single and composite GIC BP filters of Figure 6.3, and the response sensitivity for $a_{1}$ and $a_{2}$ variations ( $f_{0}=50 \mathrm{kHz}, Q_{\mathrm{p}}=10$ ).

Similar improvements in inductance simulation applications, employing the 2C2-OA CGIC, have been reported.

### 14.13 Summary

Two configurations have been presented for the synthesis of $R C$-active networks. These have been used to design a number of universal second-order sections such as low-pass, high-pass, bandpass, and bandstop sections. By using these sections, most of the practical filter specifications can be realized. Each section employs a CGIC, which can be implemented by using 2 OAs in the 2-OA CGIC biquad and 3 OAs in the 3-OA CGIC design. The sensitivities of $Q_{p}, \omega_{p}, Q_{z}, \omega_{z}$, and also the multiplier constant of the realization, have been found to be low with respect to the passive- and active-element variations. A simple functional tuning sequence in which only resistors are adjusted has been described. With the exception of one of the notch sections using the 2-OA CGIC, of all the circuits considered, the output can be located at an OA output. Consequently, these sections can be cascaded without the need for isolating amplifiers. Although exact matching of the gain bandwidth products of the OAs in the CGIC biquad is not essential, optimum results are obtained when they are matched within practical ranges. This is achieved easily by using dual or quad OAs. Also, the choice of the element values for optimum performance is also given. The additional performance improvements using the 3-OA CGICiquads are illustrated experimentally. Useful operating frequencies extension employing the composite operational amplifier technique in the 2-OA CGIC biquad is also given.
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### 15.1 Introduction

With the realization of second-order filters discussed in the previous chapters of this section, we will now treat methods for practical filter implementations of order higher than two. Specifically, we will investigate how to realize efficiently, with low sensitivities to component tolerances, the input-to-output voltage transfer function

$$
\begin{equation*}
H(s)=\frac{V_{\text {out }}}{V_{\text {in }}}=\frac{N(s)}{D(s)}=\frac{a_{m} s^{m}+a_{m-1} s^{m-1}+\cdots+a_{1} s+a_{0}}{s^{n}+b_{n-1} s^{n-1}+\cdots+b_{1} s+b_{0}} \tag{15.1}
\end{equation*}
$$

where $n \geq m$ and $n>2$. The sensitivity behavior of high-order filter realizations shows that, in general, it is not advisable to realize the transfer function $H(s)$ in the so-called direct form [5, Chapter 3] (see also Chapter 5). By direct form we mean an implementation of Equation 15.1 that uses only one or maybe two active devices, such as operational amplifiers (op-amps) or operational transconductance amplifiers (OTAs), embedded in a high-order passive $R C$ network. Although it is possible in principle to realize Equation 15.1 in direct form, the resulting circuits are normally so sensitive to component tolerances as to be impractical. Since the direct form for the realization of high-order functions is ruled out, in this section we present those methods that result in designs of practical manufacturable active filters with acceptably low sensitivity, the cascade approach, the multiple-loop feedback topology, and ladder simulations. Both cascade and multiple-loop feedback techniques are modular, with active biquads used as the fundamental building blocks. The ladder simulation method seeks active realizations that inherit the low passband sensitivity properties of passive doubly terminated LC ladder filters (see Chapter 9).

In the cascade approach, a high-order function $H(s)$ is factored into low (first or second) order subnetworks, which are realized as discussed in the previous chapters of this section and connected in cascade such that their product implements the prescribed function $H(s)$. The method is widely
employed in industry; it is well understood, very easy to design, and efficient in its use of active devices. It uses a modular approach and results in filters that, for the most part, show satisfactory performance in practice. The main advantage of cascade filters is their generality, i.e., any arbitrary stable transfer function can be realized as a cascade circuit, and tuning is very easy because each biquad is responsible for the realization of only one pole pair (and zero pair): the realizations of the individual critical frequencies of the filter are decoupled from each other. The disadvantage of this decoupling is that for filters of high order, say $n>8$, with stringent requirements and tight tolerances, the passband sensitivity of cascade designs to component variations is often found to remain still too sensitive. In these cases, the following approaches lead to more reliable circuits.

The multiple-loop feedback or coupled-biquad methods also split the high-order transfer function into second-order subnetworks. These are interconnected in some type of feedback configuration that introduces coupling chosen to reduce the transfer function sensitivities. The multiple-loop feedback approach retains the modularity of cascade designs but at the same time yields high-order filter realizations with noticeably better passband sensitivities. Of the numerous topologies that have been proposed in the literature, see, e.g., Ref. [5, Chapter 6], we discuss only the follow-the-leader feedback (FLF) and the LF (leapfrog) methods. Both are particularly well suited for all-pole characteristics but can be extended to realizations of general high-order transfer functions. Although based on coupling of biquads in a feedback configuration, the LF procedure is actually derived from an $L C$ ladder simulation and will, therefore, be treated as part of that method.

As the name implies, the ladder simulation approach uses an active circuit to simulate the behavior of doubly terminated $L C$ ladders in an attempt to inherit their excellent low passband-sensitivity properties. The methods fall into two groups. One is based on element replacement or substitution, where the inductors are simulated via electronic circuits whose input impedance is inductive over the necessary frequency range; the resulting active "components" are then inserted into the $L C$ filter topology. The second group may be labeled operational simulation of the $L C$ ladder, where the active circuit is configured to realize the internal operation, i.e., the equations, of the $L C$ prototype. Active filters simulating the structure or the behavior of $L C$ ladders have been found to have the lowest passband sensitivities among active filters and, consequently, to be the most appropriate if filter requirements are stringent. They can draw on the wealth of information available for lossless filters, e.g., Refs. [5, Chapter 2], [9, Chapter 13], [7] that can be used directly in the design of active ladder simulations. A disadvantage of this design method is that a passive $L C$ prototype must, of course, exist ${ }^{*}$ before an active simulation can be attempted.

### 15.2 Cascade Realizations

Without loss of generality we may assume in our discussion of active filters that the polynomials $N(s)$ and $D(s)$ of Equation 15.1 are even, i.e., both $n$ and $m$ are even. An odd function can always be factored into the product of an even function and a first-order function, where the latter can easily be realized by a passive $R C$ network and can be appended to the high-order active filter as an additional section. Thus, we can factor Equation 15.1 into the product of second-order pole-zero pairs, so that the high-order transfer function $H(s)$ is factored into the product of the second-order functions

$$
\begin{equation*}
T_{i}(s)=k_{i} \frac{\alpha_{2 i} s^{2}+\alpha_{1 i} s+\alpha_{0 i}}{s^{2}+s \omega_{0 i} / Q_{i}+\omega_{0 i}^{2}}=k_{i} t_{i}(s) \tag{15.2}
\end{equation*}
$$

[^30]

FIGURE 15.1 Cascade realization of an $n$ th-order transfer function; $n$ is assumed even.
such that

$$
\begin{equation*}
H(s)=\prod_{i=1}^{n / 2} T_{i}(s)=\prod_{i=1}^{n / 2} k_{i} \frac{\alpha_{2 i} s^{2}+\alpha_{1 i} s+\alpha_{0 i}}{s^{2}+s \omega_{0 i} / Q_{i}+\omega_{0 i}^{2}}=\prod_{i=1}^{n / 2} k_{i} t_{i}(s) \tag{15.3}
\end{equation*}
$$

In Equation 15.2, $\omega_{0 i}$ is the pole frequency and $Q_{i}$ the pole quality factor; the coefficients $\alpha_{2 i}, \alpha_{1 i}$, and $\alpha_{0 i}$ determine the type of second-order function $T_{i}(s)$ that can be realized by an appropriate choice of biquad from the literature, e.g., Refs. [5, Chapter 5], [9, Chapters 4 and 5] (see also Chapters 12 through 14). The transfer functions $T_{i}(s)$ of the individual biquads are scaled by a suitably defined gain constant $k_{i}$, e.g., such that the leading coefficient in the numerator of the gain-scaled transfer function $t_{i}(s)$ is unity or such that $\left|t_{i}(j \omega)\right|=1$ at some desired frequency. If we assume now that the output impedances of the biquads are small compared to their input impedances, all second-order blocks can be connected in cascade as in Figure 15.1 without causing mutual interactions due to loading. The product of the biquadratic functions is then realized as required by Equation 15.3.

The process is straightforward and leads to many possibilities for cascading the identified circuit blocks, but several questions must still be answered:

1. Which pair of zeros of Equation 15.1 should be assigned to which pole-pair when the biquadratic functions $T_{i}(s)$ are formed? Since we have $n / 2$ pole pairs and $n / 2$ zero pairs (counting zeros at 0 and at $\infty$ ) we can select from ( $n / 2$ )! possible pole-zero pairings.
2. In which order should the biquads be cascaded? For $n / 2$ biquads, we have ( $n / 2$ )! possible ways of section ordering.
3. How should the gain constants $k_{i}$ in Equation 15.2 be chosen to determine the signal level for each biquad? In other words, what is the optimum gain assignment?

Because the total prescribed transfer function $H(s)$ is simply the product of $T_{i}(s)$, the choices in 1,2 , and 3 are quite arbitrary as far as $H(s)$ is concerned. However, they determine significantly the dynamic range,* i.e., the distance between the maximum possible undistorted signal (limited by the active devices) and the noise floor, because the maximum and minimum signal levels throughout the cascade filter depend on the pole-zero pairings, cascading sequence, and gain assignment.

There exist well-developed techniques and algorithms for answering the questions of pole-zero pairing, section ordering, and gain assignment exactly [3, Chapter 1], [5, Chapter 6]; they rely heavily on computer routines and are too lengthy to be treated in this chapter. We will only give a few rules-of-thumb, which are based on the intuitive observation that in the passband the magnitude of each biquad should vary as little as possible. This keeps signal levels as equal as possible versus frequency and avoids in-band attenuation and the need for subsequent amplification that will at the same time raise the noise floor and thereby further limit the dynamic range. Note also that in-band signal amplification may overdrive the amplifier stages and cause distortion. The simple rules below provide generally adequate designs.

[^31]1. Assign each zero or zero-pair to the closest pole-pair.
2. Sequence the sections in the order of increasing values of $Q_{i}$, i.e., $Q_{1}<Q_{2}<\cdots<Q_{n / 2}$, so that the section with the flattest transfer function magnitude comes first, the next flattest one follows, and so on. If the position of any section is predetermined, ${ }^{*}$ use the sequencing rule for the remaining sections.

After performing steps (1) and (2), assign the gain-scaling constants $k_{i}$ such that the maximum output signals of all sections in the cascade are the same, i.e.,

$$
\begin{equation*}
\max \left|V_{\mathrm{o} i}(j \omega)\right|=\max \left|V_{\mathrm{o}, n / 2}(j \omega)\right|=\max \left|V_{\mathrm{out}}(j \omega)\right| \quad i=1, \ldots, n / 2-1 \tag{15.4}
\end{equation*}
$$

This can be done readily with the help of a network analysis routine or simulator, such as SPICE, by computing the output signals at each biquad: using the notation, from Equation 15.3,

$$
\begin{equation*}
H(s)=\prod_{i=1}^{n / 2} T_{i}(s)=\prod_{i=1}^{n / 2} k_{i} t_{i}(s)=\prod_{i=1}^{n / 2} k_{i} \prod_{i=1}^{n / 2} t_{i}(s) \tag{15.5}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{i}(s)=\prod_{j=1}^{i} T_{j}(s)=\prod_{j=1}^{i} k_{j} t_{j}(s)=\prod_{j=1}^{i} k_{j} \prod_{j=1}^{i} t_{j}(s) \tag{15.6}
\end{equation*}
$$

we label the total prescribed gain constant

$$
\begin{equation*}
K=\prod_{i=1}^{n / 2} k_{i} \tag{15.7}
\end{equation*}
$$

such that

$$
\begin{equation*}
\max \left|\prod_{i=1}^{n / 2} t_{i}(j \omega)\right|=M_{n / 2} \tag{15.8a}
\end{equation*}
$$

is some given value. Further, let us denote the maxima of the intermediate gain-scaled transfer functions by $M_{i}$, i.e.,

$$
\begin{equation*}
\max \left|\prod_{k=1}^{i} t_{k}(j \omega)\right|=M_{i} \quad i=1, \ldots, n / 2-1 \tag{15.8b}
\end{equation*}
$$

then we obtain [5, Chapter 6]

$$
\begin{equation*}
k_{1}=K \frac{M_{n / 2}}{M_{1}} \quad \text { and } \quad k_{j}=\frac{M_{j-1}}{M_{j}} \quad j=2, \ldots, n / 2 \tag{15.9}
\end{equation*}
$$

[^32]Choosing the gain constants as in Equation 15.9 guarantees that the same maximum voltage appears at all biquad outputs to assure that the largest possible signal can be processed without distortion.

To illustrate the process, let us realize the sixth-order transfer function

$$
\begin{equation*}
H(s)=\frac{0.7560 s^{3}}{\left(s^{2}+0.5704 s+1\right)\left(s^{2}+0.4216 s+2.9224\right)\left(s^{2}+0.1443 s+0.3422\right)} \tag{15.10}
\end{equation*}
$$

where the frequency parameter $s$ is normalized with respect to $\omega_{n}=130,590 \mathrm{~s}^{-1}$. It defines a sixth-order bandpass filter with a 1 dB equiripple passband in $12 \mathrm{kHz} \leq f \leq 36 \mathrm{kHz}$ and at least 25 dB attenuation in $f \leq 4.8 \mathrm{kHz}$ and $f \geq 72 \mathrm{kHz}$ [5, Chapter 1]. $H(s)$ can be factored into the product of

$$
\begin{align*}
T_{1}(s) & =k_{1} t_{1}(s)=\frac{k_{1} s}{s^{2}+0.5704 s+1} \quad \text { with } \\
Q_{1} & =\frac{\sqrt{1}}{0.5704} \approx 1.75  \tag{15.11a}\\
T_{2}(s) & =k_{2} t_{2}(s)=\frac{k_{2} s}{s^{2}+0.4216 s+2.9224} \quad \text { with } \\
Q_{2} & =\frac{\sqrt{2.9224}}{0.4216} \approx 4.06  \tag{15.11b}\\
T_{3}(s) & =k_{3} t_{3}(s)=\frac{k_{3} s}{s^{2}+0.1443 s+0.3422} \quad \text { with } \\
Q_{3} & =\frac{\sqrt{0.3422}}{0.1443} \approx 4.06 \tag{15.11c}
\end{align*}
$$

which are cascaded in the order of increasing values of $Q$, i.e., $T_{1} T_{2} T_{3}$. We can compute readily the maximum values at the output of the sections in the cascade as $M_{1}=\left|t_{1}\right|_{\max } \approx 1.75, M_{2}=\left|t_{1} t_{2}\right|_{\max } \approx 1.92$, and $M_{3}=\left|t_{1} t_{2} t_{3}\right|_{\max } \approx 1.32$ to yield by Equation 15.9

$$
\begin{equation*}
k_{1}=0.7560 \frac{1.32}{1.75} \approx 0.57 \quad k_{2}=\frac{1.75}{1.92} \approx 0.91 \quad k_{3}=\frac{1.92}{1.32} \approx 1.45 \tag{15.12}
\end{equation*}
$$

Let us build the sections with the Åckerberg-Mossberg circuit [9, Chapter 4.4] shown in Figure 15.2. It realizes

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{i}}=-\frac{k \omega_{0}^{2}}{s^{2}+s \omega_{0} / Q+\omega_{0}^{2}} \quad \text { with } \omega_{0}=\frac{1}{R C} \tag{15.13}
\end{equation*}
$$



FIGURE 15.2 Åckerberg-Mossberg bandpass circuit.

We obtain readily from Equations 15.11 through 15.13 the following (rounded) component values:

$$
\begin{array}{cll}
\text { for } T_{1}: R=1.5 \mathrm{k} \Omega & Q R=2.7 \mathrm{k} \Omega & R / k=2.7 \mathrm{k} \Omega \\
\text { for } T_{2}: R=0.9 \mathrm{k} \Omega & Q R=3.6 \mathrm{k} \Omega & R / k=1.7 \mathrm{k} \Omega \\
\text { for } T_{3}: R=2.6 \mathrm{k} \Omega & Q R=10 \mathrm{k} \Omega & R / k=1 \mathrm{k} \Omega
\end{array}
$$

The three sections are then interconnected in cascade in the order $T_{1} T_{2} T_{3}$.

### 15.3 Multiple-Loop Feedback Realizations

These topologies are also based on biquad building blocks, which are then embedded, as the name implies, into multiple-loop resistive feedback configurations. The resulting coupling between sections is selected such that transfer function sensitivities are reduced below those of cascade circuits. It has been shown that the sensitivity behavior of the different available configurations is comparable. We shall, therefore, concentrate our discussion only on the FLF and, as part of the ladder simulation techniques, on the leapfrog (LF) topologies, which have the advantage of being relatively easy to derive without any sacrifice in performance. Our derivation will reflect the fact that both configurations* are particularly convenient for geometrically symmetrical bandpass functions and that the LF topology is obtained from a direct simulation of an $L C$ lowpass ladder.

### 15.3.1 Follow-the-Leader Feedback Topology

The FLF topology consists of a cascade of biquads whose outputs are fed back into a summer at the filter's input. At the same time, the biquad outputs may be fed forward into a second summer at the filter's output to permit an easy realization of arbitrary transmission zeros. The actual implementation of the summers and the feedback factors is shown in Figure 15.3; if there are $n$ noninteracting biquads, the order of the realized transfer function $H(s)$ is $2 n$. Assuming that the two summer op-amps are ideal, routine analysis yields

$$
\begin{equation*}
-V_{0}=\frac{R_{F 0}}{R_{\mathrm{in}}} V_{\mathrm{in}}+\sum_{i=1}^{n} \frac{R_{F 0}}{R_{F i}} V_{i}=\alpha V_{\mathrm{in}}+\sum_{i=1}^{n} F_{i} V_{i} \tag{15.14}
\end{equation*}
$$



FIGURE 15.3 FLF circuit built from second-order sections $T_{i}(s)$ and a feedback network consisting of an op-amp summer with resistors $R_{F i}$. Also shown is an output summer with resistors $R_{\mathrm{o} i}$ to facilitate the realization of arbitrary transmission zeros.

[^33]where we defined $\alpha=R_{F 0} / R_{\text {in }}$ and the feedback factors $F_{i}=R_{F 0} / R_{F i}$. Similarly, we find for the output summer
\[

$$
\begin{equation*}
V_{\mathrm{out}}=-\sum_{i=0}^{n} K_{i} V_{i}=-\sum_{i=0}^{n} \frac{R_{A}}{R_{\mathrm{o} i}} V_{i} \tag{15.15}
\end{equation*}
$$

\]

from which the definition of the resistor ratios $K_{i}$ is apparent. Any of the parameters $F_{i}$ and $K_{i}$ may, of course, be reduced to zero by replacing the corresponding resistor, $R_{F i}$ or $R_{\mathrm{o} i}$, respectively, by an open circuit. Finally, the internal voltages $V_{i}$ can be computed from

$$
\begin{equation*}
V_{i}=V_{0} \prod_{j=1}^{i} T_{j}(s) \quad i=1, \ldots, n \tag{15.16}
\end{equation*}
$$

so that with Equation 15.14

$$
\begin{equation*}
H_{0}(s)=\frac{V_{0}}{V_{\mathrm{in}}}=-\frac{\alpha}{1+\sum_{k=1}^{n}\left[F_{k} \prod_{j=1}^{k} T_{j}(s)\right]} \tag{15.17}
\end{equation*}
$$

which with Equation 15.16 yields

$$
\begin{equation*}
H_{i}(s)=\frac{V_{i}}{V_{\mathrm{in}}}=-\frac{N_{i}(s)}{D(s)}=-\frac{\alpha \prod_{j=1}^{i} T_{j}(s)}{1+\sum_{k=1}^{n}\left[F_{k} \prod_{j=1}^{k} T_{j}(s)\right]} \quad i=1, \ldots, n \tag{15.18}
\end{equation*}
$$

Note that

$$
\begin{equation*}
H_{n}(s)=\frac{V_{n}}{V_{\mathrm{in}}}=-\frac{N_{n}(s)}{D(s)}=-\frac{\alpha \prod_{j=1}^{n} T_{j}(s)}{1+\sum_{k=1}^{n}\left[F_{k} \prod_{j=1}^{k} T_{j}(s)\right]} \tag{15.19}
\end{equation*}
$$

is the transfer function of the FLF network without the output summer, i.e., with $R_{\mathrm{o} i}=\infty$ for all $i$.
By Equation 15.19, the transmission zeros of $H_{n}(s)$ are set by the zeros of $T_{j}(s)$, i.e., by the feedforward path, whereas the poles of $H_{n}(s)$ are determined by the feedback network and involve both the poles and zeros of the biquads $T_{j}(s)$ and the feedback factors $F_{k}$. Typically, an FLF network is designed with secondorder bandpass biquads

$$
\begin{equation*}
T_{i}(s)=A_{i} \frac{s / Q_{i}}{s^{2}+s / Q_{i}+1}=A_{i} t_{i}(s) \tag{15.20}
\end{equation*}
$$

so that $H_{n}(s)$ has all transmission zeros at the origin, i.e., it is an all-pole bandpass function. Note that in Equation 15.20 the frequency parameter $s$ is normalized to the pole frequency $\omega_{0}\left(\omega_{0 i}=\omega_{0}\right.$ for all $i$ is assumed), and $Q_{i}$ and $A_{i}$ are the section's pole quality factor and midband gain, respectively. Designing an FLF network with arbitrary zeros requires second-order sections with finite transmission zeros, which leads to quite difficult design procedures. It is much simpler to use Equation 15.15 with Equation 15.18 to yield

$$
\begin{equation*}
H(s)=\frac{V_{\text {out }}}{V_{\text {in }}}=\frac{N_{2 n}(s)}{D_{2 n}(s)}=\alpha \frac{K_{0}+\sum_{k=1}^{n}\left[K_{k} \prod_{j=1}^{k} T_{j}(s)\right]}{1+\sum_{k=1}^{n}\left[F_{k} \prod_{j=1}^{k} T_{j}(s)\right]} \tag{15.21}
\end{equation*}
$$

which realizes the transfer function of the complete circuit in Figure 15.3 with an arbitrary numerator polynomial $N_{2 n}(s)$, even for second-order bandpass functions $T_{i}(s)$ as in Equation 15.20. It is a ratio of two polynomials whose roots can be set by an appropriate choice of the functions $T_{i}(s)$, the parameters $K_{i}$ for the transmission zeros, and the feedback factors $F_{i}$ for the poles.

We illustrate the design procedure by considering a specific case. For $n=3$, Equation 15.21 becomes

$$
\begin{equation*}
H(s)=\alpha \frac{K_{0}+K_{1} T_{1}+K_{2} T_{1} T_{2}+K_{3} T_{1} T_{2} T_{3}}{1+F_{1} T_{1}+F_{2} T_{1} T_{2}+F_{3} T_{1} T_{2} T_{3}} \tag{15.22}
\end{equation*}
$$

Next we transform the bandpass functions $T_{i}(s)$ in Equation 15.20 into lowpass functions by the lowpass-to-bandpass transformation (see Chapter 3)

$$
\begin{equation*}
p=Q \frac{s^{2}+1}{s} \tag{15.23}
\end{equation*}
$$

where
$Q=\omega_{0} / B$ is the "quality factor" of the high-order bandpass with bandcenter $\omega_{0}$ and bandwidth $B$
$p$ is the normalized lowpass frequency
This step transforms the bandpass functions (Equation 15.20) with all identical pole frequencies $\omega_{0}$ into the first-order lowpass functions

$$
\begin{equation*}
T_{i \mathrm{LP}}(p)=\frac{A_{i} Q / Q_{i}}{p+Q / Q_{i}}=\frac{q_{i}}{p+q_{i}} \tag{15.24}
\end{equation*}
$$

where
$q_{i}=Q / Q_{i}$
$A_{i}$ is the dc gain of the lowpass section
Applying Equation 15.23 to the prescribed function $H(s)$ of order $2 n$ in Equation 15.22 converts it into a prototype lowpass function $H_{\mathrm{LP}}(p)$ of order $n$. Substituting Equation 15.24 into the numerator and denominator expressions of that function, of order $n=3$ in our case, shows that the zeros and poles, respectively, are determined by

$$
\begin{equation*}
N_{3}(p)=\alpha K_{0} \prod_{j=1}^{3}\left(p+q_{j}\right)+\sum_{j=1}^{2}\left[k_{j} \prod_{i=j+1}^{3}\left(p+q_{i}\right)\right]+k_{3} \tag{15.25a}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{3}(p)=\prod_{j=1}^{3}\left(p+q_{j}\right)+\sum_{k=1}^{2}\left[f_{k} \prod_{i=k+1}^{3}\left(p+q_{i}\right)\right]+f_{3} \tag{15.25b}
\end{equation*}
$$

where we introduced the abbreviations

$$
\begin{equation*}
f_{i}=F_{i} \prod_{j=1}^{i} A_{j} q_{j} \quad \text { and } \quad k_{i}=\alpha K_{i} \prod_{j=1}^{i} A_{j} q_{j} \tag{15.26}
\end{equation*}
$$

To realize the prescribed third-order function

$$
\begin{equation*}
H_{\mathrm{LP}}(p)=\frac{V_{\mathrm{o}}}{V_{i}}=\frac{a_{3} p^{3}+a_{2} p^{2}+a_{1} p+a_{0}}{p^{3}+b_{2} p^{2}+b_{1} p+b_{0}} \tag{15.27}
\end{equation*}
$$

we compare coefficients between Equations 15.25 and 15.27. For the denominator terms we obtain

$$
\begin{aligned}
& b_{2}=q_{1}+q_{2}+q_{3}+f_{1} \\
& b_{1}=q_{1} q_{2}+q_{1} q_{3}+q_{2} q_{3}+f_{1}\left(q_{2}+q_{3}\right)+f_{2} \\
& b_{0}=q_{1} q_{2} q_{3}+f_{1} q_{2} q_{3}+f_{2} q_{3}+f_{3}
\end{aligned}
$$

These are three equations in six unknowns, $f_{i}$ and $q_{i}, i=1, \ldots, 3$, which can be written more conveniently in matrix form:

$$
\left(\begin{array}{ccc}
1 & 0 & 0  \tag{15.28}\\
q_{2}+q_{3} & 1 & 0 \\
q_{2} q_{3} & q_{3} & 1
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{c}
b_{2}-\left(q_{1}+q_{2}+q_{3}\right) \\
b_{1}-\left(q_{1} q_{2}+q_{1} q_{3}+q_{2} q_{3}\right) \\
b_{0}-q_{1} q_{2} q_{3}
\end{array}\right)
$$

The transmission zeros are found via an identical process: the unknown parameters $k_{i}$ are computed from an equation of the form (Equation 15.28) with $f_{i}$ replaced by $k_{i} /\left(\alpha K_{0}\right)$ and $b_{i}$ replaced by $a_{i} / a_{3}$, $i=1, \ldots, 3$. Also, $K_{0}=a_{3} / \alpha$.

The unknown parameters $f_{i}$ can be solved from the matrix expression (Equation 15.28). It is a set of linear equations whose coefficients are functions of the prescribed coefficients $b_{i}$ and of the numbers $q_{i}$ which for given $Q$ are determined by the quality factors $Q_{i}$ of the second-order sections $T_{i}(s)$. Thus, the $Q_{i}$ are free parameters that may be selected to satisfy any criteria that may lead to a better-working circuit. The free design parameters may be chosen, for example, to reduce a circuit's sensitivity to element variations. This leads to a multiparameter (i.e., the $n Q_{i}$-values) optimization problem whose solution requires the availability of the appropriate computer algorithms. If such software is not available, specific values of $Q_{i}$ can be chosen. The design becomes particularly simple if all the $Q_{i}$-factors are equal, a choice that has the additional practical advantage of resulting in all identical second-order building blocks, $T_{i}(s)=T(s)$. For this reason, this approach has been referred to as the "Primary Resonator Block" (PRB) technique. The passband sensitivity performance of PRB circuits is almost as good as that of fully optimized FLF structures. The relevant equations are derived in the following:

With $q_{i}=q$ for all $i$ we find from Equation 15.28

$$
\left(\begin{array}{ccc}
1 & 0 & 0  \tag{15.29}\\
2 q & 1 & 0 \\
q^{2} & q & 1
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{c}
b_{2}-3 q \\
b_{1}-3 q^{2} \\
b_{0}-q^{3}
\end{array}\right)
$$

It shows that

$$
\begin{align*}
& F_{1} A_{1} q=f_{1}=b_{2}-3 q \\
& F_{2} A_{1} A_{2} q^{2}=f_{2}=b_{1}-3 q^{2}-2 q f_{1}  \tag{15.30}\\
& F_{3} A_{1} A_{2} A_{3} q^{3}=f_{3}=b_{0}-q^{3}-q^{2} f_{1}-q f_{2}
\end{align*}
$$

The system (Equation 15.30) represents three equations for the four unknowns, $q, f_{i}, i=1, \ldots, 3$, (in general, one obtains $n$ equations for $n+1$ unknowns) so that one parameter, $q$, can still be used for optimization purposes. This single degree of freedom is often eliminated by choosing

$$
\begin{equation*}
q=\frac{b_{n-1}}{n b_{n}} \tag{15.31a}
\end{equation*}
$$

i.e., $q=b_{2} / 3$ in our example, which means $f_{1}=0$. The remaining feedback factors can then be computed recursively from Equation 15.30. The systematic nature of the equations makes it apparent how to proceed for $n>3$. As a matter of fact, it is not difficult to show that, with $f_{1}=0$, in general

$$
\begin{gather*}
f_{2}=b_{n-2}-\frac{n(n-1)}{2!} q^{2} b_{n}  \tag{15.31b}\\
f_{i}=b_{n-i}-\frac{q^{i}}{(n-i)!}\left[\frac{n!}{i!} b_{n}+\sum_{j=1}^{i-1} \frac{f_{j}}{q^{j}} \frac{(n-j)!}{(i-j)!}\right] \quad i=3, \ldots, n \tag{15.31c}
\end{gather*}
$$

Note that $b_{n}$ usually equals unity. As mentioned earlier, equations of identical form, with $f_{i}$ replaced by $k_{i} /\left(\alpha K_{0}\right)$ and $b_{i}$ by $a_{i} / a_{n}$ with $K_{0}=a_{n} / \alpha$, are used to determine the summing coefficients $K_{i}$ of the output summer, which establishes the transmission zeros. Thus, given a geometrically symmetrical bandpass function with center frequency $\omega_{0}$, quality factor $Q$, and bandwidth $B$, Equation 15.31 can be used to calculate the parameter $q$ and all feedback and summing coefficients required for a PRB design. All second-order bandpass sections, Equation 15.20, are tuned to the same pole-frequency, $\omega=\omega_{0}$, and have the same pole quality factor, $Q_{p}=Q / q$, where $Q=\omega_{0} / B$.

As discussed, the design procedure computes only the products $f_{i}$ and $k_{i}$; the actual values of $F_{i}, K_{i}$, and $A_{i}$ are not uniquely determined. As a matter of fact, the gain constants $A_{i}$ are free parameters that are selected to maximize the circuit's dynamic range in much the same way as for cascade designs.* With a few simple approximations, it can be shown [5, Chapter 6] that the appropriate choice of gain constants in the FLF circuit is

$$
\begin{equation*}
A_{i} \approx \sqrt{1+\left(Q_{i} / Q\right)^{2}}=\sqrt{1+q_{i}^{-2}} \quad i=1, \ldots, n \tag{15.32a}
\end{equation*}
$$

The same equation holds for the PRB case where $Q_{i}=Q_{p}$ for all $i$ so that

$$
\begin{equation*}
A_{i}=A \approx \sqrt{1+\left(Q_{p} / Q\right)^{2}}=\sqrt{1+q^{-2}} \tag{15.32b}
\end{equation*}
$$

The following example demonstrates the complete FLF (PRB) design process.
Let us illustrate the multiple-loop feedback procedure by realizing again the bandpass function (Equation 15.10), but now as an FLF (PRB) circuit. The previous data specify that the bandpass function should be converted into a prototype lowpass function with bandcenter $\omega_{0} /(2 \pi)=\sqrt{12 \cdot 36} \mathrm{kHz}$ and bandwidth $B /(2 \pi)=(36-12) \mathrm{kHz}$ by the transformation Equation 15.23,

$$
\begin{equation*}
p=Q \frac{s^{2}+1}{s}=\frac{\omega_{0}}{B} \frac{s^{2}+1}{s}=\frac{\sqrt{12.36}}{36-12} \frac{s^{2}+1}{s}=0.866 \frac{s^{2}+1}{s} \tag{15.33}
\end{equation*}
$$

[^34]where $s$ is normalized by $\omega_{0}$ as before. Substituting Equation 15.33 into Equation 15.10 results in
\[

$$
\begin{equation*}
H_{\mathrm{LP}}(s)=\frac{0.491}{p^{3}+0.984 p^{2}+1.236 p+0.491} \tag{15.34}
\end{equation*}
$$

\]

which corresponds to Equation 15.27 with $a_{i}=0, i=1,2,3$. To realize this function, we need three firstorder lowpass sections of the form (Equation 15.24), i.e.,

$$
\begin{equation*}
T_{\mathrm{LP}}(p)=A \frac{q}{p+q} \tag{15.35}
\end{equation*}
$$

where $A=\sqrt{1+1 / q^{2}}$ from Equation 15.32 b . We proceed with Equation 15.31a to choose $q=0.984 / 3=0.328$, so that $A=3.209$. With these numbers, we can apply Equation 15.33 to Equation 15.35 to obtain the second-order bandpass that must be realized:

$$
\begin{equation*}
T_{\mathrm{BP}}(p)=3.209 \frac{0.328}{0.866 \frac{s^{2}+1}{s}+0.328}=\frac{1.2153 s}{s^{2}+0.379 s+1} \tag{15.36}
\end{equation*}
$$

The feedback resistors we obtain by Equation 15.30:

$$
\begin{align*}
& 1.052 F_{1}=f_{1}=0 \rightarrow F_{1}=0 \\
& 1.108 F_{2}=f_{2}=b_{1}-3 q^{2}=0.913 \rightarrow F_{2}=0.777  \tag{15.37}\\
& 1.166 F_{3}=f_{3}=b_{0}-q^{3}-q f_{2}=0.371 \rightarrow F_{3}=0.318
\end{align*}
$$

Choosing, e.g., $R_{F 0}=10 \mathrm{k} \Omega$ results in $R_{F i}=R_{F 0} / F_{i}$, that is, $R_{F 1}=\infty, R_{F 2}=12.9 \mathrm{k} \Omega$, and $R_{F 3}=31.5 \mathrm{k} \Omega$. Also, $R_{F 0} / R_{\text {in }}=\alpha=0.491(A q)^{-3}=0.421 \rightarrow R_{\text {in }}=23.7 \mathrm{k} \Omega$.

There remains the choice of second-order bandpass sections. Notice from Equation 15.19 that the sections must have positive, i.e., noninverting, gain to keep the feedback loops stable. We choose GIC (general impedance converter) sections [5, Chapter 4], [9, Chapter 4.5], one of which is shown explicitly in Figure 15.4. They realize

$$
\begin{equation*}
T(s)=\frac{V_{0}}{V_{i}}=\frac{\left(1+\frac{G_{3}}{G_{2}}\right) \frac{G_{1}}{C} s}{s^{2}+\frac{G_{1}}{C} s+\left(\frac{G}{C}\right)^{2} \frac{G_{3}}{G_{2}}}=\frac{K \frac{\omega_{0}}{Q} s}{s^{2}+\frac{\omega_{0}}{Q} s+\omega_{0}^{2}} \tag{15.38}
\end{equation*}
$$



FIGURE 15.4 PRB topology with three identical GIC bandpass sections. The circuit for one section is shown explicitly, as is the input summer with the feedback resistors.


FIGURE 15.5 Leapfrog topology.

Comparing Equation 15.38 with Equation 15.36, choosing $R_{3}=5 \mathrm{k} \Omega, C=2 \mathrm{nF}$, and remembering that $s$ is normalized with respect to $\omega_{0}=130,590 \mathrm{~s}^{-1}$ results in the rounded values

$$
R=5.5 \mathrm{k} \Omega \quad R_{1}=10 \mathrm{k} \Omega \quad R_{2}=10 \mathrm{k} \Omega
$$

### 15.3.2 Leapfrog Topology

The LF configuration is pictured in Figure 15.5. Each of the boxes labeled $T_{i}$ realizes a second-order transfer function. The feedback loops always comprise two sections; thus, inverting and noninverting sections must alternate to keep the loop gains negative and the loops stable. If the circuit is derived from a resistively terminated lossless ladder filter as is normally the case, $T_{1}$ and $T_{n}$ are lossy and all the internal sections are lossless. A lossless block implies a function $T_{i}$ with infinite $Q$, which may not be stable by itself, but the overall feedback connection guarantees stability.

An LF circuit can be derived from the configuration in Figure 15.5 by direct analysis with, e.g., bandpass transfer functions as in Equation 15.20 assumed for the blocks $T_{i}$. Comparing the resulting equation with that of a prescribed filter yields expressions that permit determining all circuit parameters in a similar way as for FLF filters [1]. Because the topology is identical to that derived from a signal-flow graph representation of an $L C$ ladder filter, we do not consider the details of the LF approach here, but instead proceed directly to the ladder simulation techniques.

### 15.4 Ladder Simulations

Although transfer functions of $L C$ ladders are more restrictive than those realizable by cascade circuits (see footnote in Section 15.2), lossless ladder filters designed for maximum power transfer have received considerable attention in the active filter literature because of their significant advantage of having the lowest possible sensitivities to component tolerances in the passband. Indeed, the majority of high-order active filters with demanding specifications are being designed as simulated $L C$ ladders. Many active circuit structures have been developed, which simulate the performance of passive $L C$ ladders and inherit their good sensitivity performance. The ladder simulations can be classified into two main groups: operational simulation and element substitution. Starting from an existing LC prototype ladder, the operational simulation models the internal operation of the ladder by simulating the circuit equations, i.e., Kirchhoff's voltage and current laws and the $I-V$ relationships of the ladder arms. Fundamentally, this procedure simulates the signal-flow graph (SFG) of the ladder where all voltages and all currents are considered signals, which are integrated on the inductors and capacitors, respectively. The SFG method is developed in Section 15.4.1. The element substitution procedure replaces all inductors or inductive branches by active networks whose input impedance is inductive over the frequency range of interest. A practical approach to this method is presented in Section 15.4.3. For more detailed discussions of these important and practical procedures, we refer the reader to a modern text on active filters, such as Refs. $[5,6,9]$ and, for approaches using operational transconductance amplifiers, to Section 16.3.

### 15.4.1 Signal-Flow Graph Methods

To derive the SFG method, consider the ladder structure in Figure 15.6, whose branches may contain arbitrary combinations of capacitors and inductors. In general, resistors are permitted to allow for lossy components. Labeling the combination of elements in the series arms as admittances $Y_{i}, i=2,4$, and those in the shunt branches as impedances $Z_{j}, j=1,3$, 5 , we can readily analyze the ladder by writing Kirchhoff's laws and the $I-V$ relationships for the ladder arms as follows:

$$
\begin{align*}
& \quad I_{i}=G_{i}\left(V_{i}-V_{1}\right) \quad V_{1}=Z_{1} I_{1}=Z_{1}\left(I_{i}-I_{2}\right) \\
& I_{2}=Y_{2} V_{2}=Y_{2}\left(V_{1}-V_{3}\right) \quad V_{3}=Z_{3} I_{3}=Z_{3}\left(I_{2}-I_{4}\right)  \tag{15.39}\\
& I_{4}=Y_{4} V_{4}=Y_{4}\left(V_{3}-V_{5}\right) \quad V_{5}=V_{\mathrm{o}}=Z_{5} I_{5}=Z_{5}\left(I_{4}-I_{6}\right) \quad I_{6}=G_{0} V_{\mathrm{o}}
\end{align*}
$$

In the active simulation of this circuit, all currents and voltages are to be represented as voltage signals. To reflect this in the expressions, we use a resistive scaling factor $R$ as shown in one of these equations as an example:

$$
\begin{equation*}
V_{3}=\frac{Z_{3}}{R} I_{3} R=\frac{Z_{3}}{R}\left(I_{2} R-I_{4} R\right) \tag{15.40}
\end{equation*}
$$

and introduce the notation

$$
\begin{equation*}
I_{k} R=i_{k} \quad V_{k}=v_{k} \quad G_{i} R=g_{i} \quad Z_{k} / R=z_{k} \quad Y_{k} R=y_{k} \tag{15.41}
\end{equation*}
$$

The lower-case symbols are used to represent the scaled quantities; notice that $z_{k}$ and $y_{k}$ are dimensionless voltage transfer functions, also called transmittances, and that both $i_{k}$ and $v_{k}$ are voltages. We shall retain the symbol $i_{k}$ to remind ourselves of the origin of that signal as a current in the original ladder. Equation 15.39 then takes on the form

$$
\begin{align*}
& i_{i}=g_{i}\left[v_{i}+\left(-v_{1}\right)\right] \quad-v_{1}=-z_{1} i_{1}=-z_{1}\left[i_{i}+\left(-i_{2}\right)\right] \\
&-i_{2}=y_{2}\left(-v_{2}\right)=y_{2}\left[\left(-v_{1}\right)+v_{3}\right] \quad v_{3}=-z_{3}\left(-i_{3}\right)=-z_{3}\left[\left(-i_{2}\right)+i_{4}\right]  \tag{15.42}\\
& i_{4}= y_{4} v_{4}=y_{4}\left[v_{3}+\left(-v_{5}\right)\right] \quad-v_{5}=-v_{\mathrm{o}}=-z_{5} i_{5}=-z_{5}\left[i_{4}+\left(-i_{6}\right)\right] \quad-i_{6}=g_{0}\left(-v_{\mathrm{o}}\right)
\end{align*}
$$

where we have made all the transmittances $z_{i}$ inverting and assigned signs to the signals in a consistent fashion, such that only signal addition is required in the circuit to be derived from these equations. We made this choice because addition can be performed at op-amp summing nodes with no additional circuitry (see below), whereas subtraction would require either differential amplifiers or inverters. The price to be paid for this convenience is that in some cases the overall transfer function suffers a sign inversion (a $180^{\circ}$ phase shift), which is of no consequence in most cases. The signal-flow block diagram


FIGURE 15.6 Ladder network.


FIGURE 15.7 Signal-flow graph block diagram realizing Equation 15.42.
implementing Equation 15.42 is shown in Figure 15.7. As is customary, all voltage signals are drawn at the bottom of the diagram, and those derived from currents at the top. We observe that the circuit consists of a number of interconnected loops of two transmittances each and that all loop-gains are negative as required for stability. Notice that redrawing this figure in the form of Figure 15.5 results in an identical configuration, i.e., as mentioned earlier, the leapfrog method is derived from a ladder simulation technique.
To determine how the transmittances are to be implemented, we need to know which elements are in the ladder arms. Consider first the simple case of an all-pole lowpass ladder where $Z_{i}=1 /\left(s C_{i}\right)$ and $Y_{j}=1 /\left(s L_{j}\right)$, i.e., $z_{i}=1 /\left(s C_{i} R\right)$ and $y_{i}=1 /\left(s L_{i} / R\right)$ (see Figure 15.11). Evidently then, for this case all transmittances are integrators. Suitable circuits are shown in Figure 15.8 where for each integrator we have used two inputs in anticipation of the final realization, which has to sum two signals as indicated in Figure 15.7. The circuits realize

$$
\begin{equation*}
V_{\mathrm{o}}= \pm \frac{G_{1} V_{1}+G_{2} V_{2}}{s C+G_{3}} \tag{15.43}
\end{equation*}
$$

where the plus sign is valid for the series transmittances $y_{i}(s)$ in Figure 15.8 b and the minus sign for the shunt transmittances $z_{i}(s)^{*}$ in Figure 15.8a. $G_{3}$ is zero if the integration is lossless as required in an internal branch of the ladder; in the two end branches, $G_{3}$ is used to implement the source and load resistors of the ladder.


FIGURE 15.8 (a) Inverting lossy Miller integrator; (b) noninverting lossy phase-lead integrator.

[^35]

FIGURE 15.9 Active realization of a series ladder branch (plus sign in Equation 15.46).

The next question to be answered is what circuitry will realize more general ladder arms which may contain both series and parallel $L C$ elements, and resistors to handle the source or load terminations (or losses if required). Such general series and shunt branches are shown at the bottom of Figures 15.9 and 15.10, respectively, where we have labeled the capacitors in the passive network as " $\hat{C}$ " to be able to distinguish them from the capacitors in the active circuit (labeled $C$ without circumflex). We have chosen the signs of the relevant voltages and currents in Figures 15.9 and 15.10 appropriately to obtain


FIGURE 15.10 Active realization of a shunt ladder branch minus sign in Equation 15.46.
noninverting transmittances $y(s)$ for the series arms and inverting transmittances $z(s)$ for the shunt arms as requested in Figure 15.7. Recall that this choice permits the flowgraph to be realized with only summing functions. For easy reference, the active $R C$ circuits realizing these branches are shown directly above the passive $L C$ arms [5, Chapter 6], [9, Chapter 15].

The passive series branch in Figure 15.9 realizes the current $I_{o}$

$$
\begin{align*}
I_{o} R_{\mathrm{p}} & =+Y(s) R_{\mathrm{p}}\left(a V_{1}+b V_{2}\right) \\
& =+\frac{1}{R_{k} / R_{\mathrm{p}}+s L_{1} / R_{\mathrm{p}}+\frac{1}{s \hat{C}_{2} R_{\mathrm{p}}}+\frac{1}{s C_{3} R_{\mathrm{p}} \frac{1}{s_{4} / R_{\mathrm{p}}}}}\left(a V_{1}+b V_{2}\right) \tag{15.44a}
\end{align*}
$$

which was converted into a voltage through multiplication with a scaling resistor $R_{\mathrm{p}}$ ( p stands for passive; $R_{\mathrm{p}}$ is the resistor used to scale the passive circuit). Also, we have multiplied the input signals by two constants, $a$ and $b$, in anticipation of future scaling possibilities in the active circuit. Using, as before, lower-case symbols for the normalized variables, we obtain for the series branch

$$
\begin{equation*}
i_{o}=+y(s)\left(a v_{1}+b v_{2}\right)=+\frac{1}{r_{k}+s l_{1}+\frac{1}{s c_{2}}+\frac{1}{s c_{3}+\frac{1}{s_{4}}}}\left(a v_{1}+b v_{2}\right) \tag{15.44b}
\end{equation*}
$$

In an analogous fashion we find for the voltage $V_{o}$ in the passive shunt branch in Figure 15.10, after impedance-level scaling with $R_{\mathrm{p}}$ and signal-level scaling with $a$ and $b$, the expression

$$
\begin{align*}
V_{\mathrm{o}} & =-\frac{Z(s)}{R_{\mathrm{p}}}\left(a I_{1} R_{\mathrm{p}}+b I_{2} R_{\mathrm{p}}\right) \\
& =-\frac{1}{G_{k} R_{\mathrm{p}}+s \hat{C}_{1} R_{\mathrm{p}}+\frac{1}{s L_{2} / R_{\mathrm{p}}}+\frac{1}{s L_{3} / R_{\mathrm{p}}+\frac{1}{s C_{4} R_{\mathrm{p}}}}}\left(a I_{1} R_{\mathrm{p}}+b I_{2} R_{\mathrm{p}}\right) \tag{15.45a}
\end{align*}
$$

which with lower-case notation gives

$$
\begin{equation*}
v_{o}=-z(s)\left(a i_{1}+b i_{2}\right)=-\frac{1}{g_{k}+s c_{1}+\frac{1}{s l_{2}}+\frac{1}{s l_{3}+\frac{1}{s s_{4}}}}\left(a i_{1}+b i_{2}\right) \tag{15.45b}
\end{equation*}
$$

Turning now to the active $R C$ branches in Figures 15.9 and 15.10, elementary analysis of the two circuits, assuming ideal op-amps,* results in

$$
\begin{equation*}
V_{\mathrm{o}}= \pm \frac{R_{\mathrm{a}} G_{i 1} V_{i 1}+R_{\mathrm{a}} G_{i 2} V_{i 2}}{R_{\mathrm{a}} G_{0}+s C_{1} R_{\mathrm{a}}+\frac{R_{\mathrm{a}} G_{2}}{s C_{2} R_{\mathrm{R}}}+\frac{R_{\mathrm{a}} G_{3}}{s C_{3} R_{\mathrm{c} 3} \epsilon_{4} R_{\mathrm{C}} R_{\mathrm{c}} \mathrm{C}_{\mathrm{c}}}} \tag{15.46}
\end{equation*}
$$

where we used a normalizing resistor $R_{\mathrm{a}}$ (a stands for active; $R_{\mathrm{a}}$ is the resistor used to scale the active circuit). In Equation 15.46 the plus sign is valid for the series arm, Figure 15.9, and the minus sign for the shunt arm, Figure 15.10.

[^36]Notice that Equation 15.46 is of the same form as Equations 15.44 and 15.45 so that we can compare the expressions term-by-term to obtain the component values required for the active circuit (s) to realize the prescribed passive ladder arms. Thus, we find for the series branch, Figure 15.9, by comparing coefficients between Equations 15.46 and 15.44a, and assuming all equal capacitors $C$ in the active circuit:

$$
\begin{gather*}
R_{i 1}=\frac{R_{\mathrm{a}}}{a} \quad R_{i 2}=\frac{R_{\mathrm{a}}}{b} \quad R_{0}=\frac{R_{\mathrm{a}} R_{\mathrm{p}}}{R_{k}} \quad C=\frac{L_{1}}{R_{\mathrm{a}} R_{\mathrm{p}}}  \tag{15.47a}\\
R_{c 2} R_{2}=\frac{\hat{C}_{2}}{C} R_{\mathrm{a}} R_{\mathrm{p}} \quad R_{c 3} R_{3}=\frac{\hat{C}_{3}}{C} R_{\mathrm{a}} R_{\mathrm{p}} \quad R_{c 4} R_{4}=\frac{L_{4} \hat{C}_{3}}{C^{2}}
\end{gather*}
$$

In an identical fashion we obtain from Equations 15.46 and 15.45a for the components of the shunt arm

$$
\begin{align*}
R_{i 1} & =\frac{R_{\mathrm{a}}}{a} \quad R_{i 2}=\frac{R_{\mathrm{a}}}{b} \quad R_{0}=R_{k} \frac{R_{\mathrm{a}}}{R_{\mathrm{p}}} \quad C=\hat{C}_{1} \frac{R_{\mathrm{p}}}{R_{\mathrm{a}}}  \tag{15.47b}\\
R_{c 2} R_{2} & =\frac{L_{2}}{C} \frac{R_{\mathrm{a}}}{R_{\mathrm{p}}} \quad R_{c 3} R_{3}=\frac{L_{3}}{C} \frac{R_{\mathrm{a}}}{R_{\mathrm{p}}} \quad R_{c 4} R_{4}=\frac{L_{3} \hat{C}_{4}}{C^{2}}
\end{align*}
$$

The scaling resistors $R_{\mathrm{a}}$ and $R_{\mathrm{p}}$ are chosen to obtain convenient element values. Note that each of the last three equations for both circuits determines only the product of two resistors. This leaves three degrees of freedom that are normally chosen to maximize dynamic range by equalizing the maximum signal levels at all op-amp outputs. We provide some discussion of these matters in Section 15.4.2.

We have displayed the active and passive branches in Figures 15.9 and 15.10 together to illustrate the one-to-one correspondence of the circuits. For example, if we wish to design an all-pole lowpass filter, such as the one in Figure 15.11, where the internal series arms consist of a single inductor and each internal shunt arm of a single capacitor, the corresponding active realizations reduce to those of Figure 15.8 b and a, respectively, with $R_{3}=\infty$. For the end branches, $R_{\mathrm{s}}$ in series with $L_{1}$ and $R_{1}$ in parallel with $\hat{C}_{4}$, we obtain the circuits in Figure 15.8 b and a, respectively, with $R_{3}$ finite to account for the source and load resistors. The remaining branches in the active circuits are absent. Assembling the resulting circuits as prescribed in Figure 15.7 leads to the active SFG filter in Figure 15.12, where we have for convenience chosen all identical capacitors, $C$, and have multiplied the input by an arbitrary constant $K$ because the active circuit may realize a gain scaling factor. The component values are computed from a set of equations similar to Equation 15.47. To show in some detail how they are arrived at, we derive the equations for each integrator in Figure 15.12 and compare them with the corresponding arm in the passive ladder. Recalling that signals with lower-case symbols in the active circuit are voltages, we obtain

$$
\begin{gather*}
\frac{G_{1} R_{\mathrm{a}} V_{\mathrm{in}}+G_{2} R_{\mathrm{a}}\left(-v_{2}\right)}{s C R_{\mathrm{a}}+G_{3} R_{\mathrm{a}}} \rightarrow \frac{K V_{\mathrm{in}}-V_{2}}{s L_{1} / R_{\mathrm{p}}+R_{\mathrm{s}} / R_{\mathrm{p}}}  \tag{15.48a}\\
\frac{G_{4} R_{\mathrm{a}} i_{1}+G_{5} R_{\mathrm{a}}\left(-i_{3}\right)}{s C R_{\mathrm{a}}} \rightarrow \frac{I_{1}-I_{3}}{s \hat{C}_{2} R_{\mathrm{p}}} \tag{15.48b}
\end{gather*}
$$



FIGURE 15.11 Fourth-order all-pole lowpass ladder.


FIGURE 15.12 Active realization of the ladder in Figure 15.11.

$$
\begin{gather*}
\frac{G_{6} R_{\mathrm{a}}\left(-v_{2}\right)+G_{7} R_{\mathrm{a}} V_{\text {out }}}{s C R_{\mathrm{a}}} \rightarrow \frac{-V_{2}+V_{4}}{s L_{3} / R_{\mathrm{p}}}  \tag{15.48c}\\
\frac{G_{8} R_{\mathrm{a}}\left(-i_{3}\right)}{s C R_{\mathrm{a}}+G_{9} R_{\mathrm{a}}} \rightarrow \frac{-i_{3}}{s \hat{C}_{4} R_{\mathrm{p}}+R_{\mathrm{p}} / R_{1}} \tag{15.48d}
\end{gather*}
$$

where we used scaling resistors for the active $\left(R_{\mathrm{a}}\right)$ and the passive $\left(R_{\mathrm{p}}\right)$ circuits as before. Choosing a convenient value for $C$ in the active circuit and equating the time constants and the dc gains in Equation 15.48a results in the following expressions:

$$
\begin{equation*}
R_{3}=\frac{L_{1}}{C} \frac{1}{R_{\mathrm{s}}} \quad R_{1}=R_{3} \frac{R_{\mathrm{s}}}{K R_{\mathrm{p}}} \quad R_{2}=R_{3} \frac{R_{\mathrm{s}}}{R_{\mathrm{p}}} \tag{15.49a}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
R_{4}=R_{5}=\frac{\hat{C}_{2}}{C} \quad R_{6}=R_{7}=\frac{L_{3}}{C} \frac{1}{R_{\mathrm{p}}} \quad R_{8}=\frac{\hat{C}_{4}}{C} \quad R_{9}=\frac{\hat{C}_{4}}{C} R_{l}=\frac{R_{l}}{R_{\mathrm{p}}} R_{8} \tag{15.49b}
\end{equation*}
$$

### 15.4.2 Maximization of the Dynamic Range

The remaining task in a signal-flow graph simulation of an $L C$ ladder is that of voltage-level scaling for dynamic range maximization. As in cascade design, we need to achieve that all op-amps in $0 \leq \omega \leq \infty$ see the same maximum signal level so that no op-amp becomes overdriven sooner than any other one. It may be accomplished by noting that a scale factor can be inserted into any signal line in a signal-flow graph as long as the loop gains are not changed. Such signal-level scaling will not affect the transfer function except for an overall gain factor. The procedure can be illustrated in the flow diagram in Figure 15.7. If we simplify the circuit by combining the self-loops at input and output and employ the scale factors $\alpha, \beta, \gamma$, $\delta$ and their inverses to the loops in Figure 15.7, we obtain the modified flow diagram in Figure 15.13. Simple analysis shows that the transfer function has not changed except for a multiplication by the factor $\alpha \beta \gamma \delta$, which is canceled by the multiplier $(\alpha \beta \gamma \delta)^{-1}$ at the input. To understand how the scale factors are


FIGURE 15.13 Using scale factor for signal-level equalization.
computed, assume that in Figure 15.7, i.e., before scaling, the maximum of $\left|i_{4}(j \omega)\right|$ is $\alpha$ times as large as the maximum of $\left|v_{o}(j \omega)\right|$, where $\alpha$ may be less than or larger than unity. Since

$$
-v_{o}=\frac{-z_{5}}{1+z_{5} g_{o}} i_{4}
$$

the maxima can be equalized, i.e., the level of $v_{\mathrm{o}}$ can be increased by $\alpha$, if we apply a gain scale factor $\alpha$ as indicated in Figure 15.13. To keep the loop gain unchanged, a second scale factor $\alpha^{-1}$ is inserted as shown. Continuing, if in Figure $15.7 \max \left|v_{3}(j \omega)\right|$ is $\beta$ times as large as max $\left|i_{4}(j \omega)\right|$, we raise the level of $\left|i_{4}\right|$ by a gain factor $\beta$ and correct the loop gain by a second factor $\beta^{-1}$ as shown in Figure 15.13. In a similar fashion we obtain the maxima of the remaining voltages and apply the appropriate scale factors $\gamma, \delta, \gamma^{-1}$, and $\delta^{-1}$ in Figure 15.13.

It is easy to determine the relevant maxima needed for calculating the gain factors. Recall that the node voltages $v_{i}, v_{1}, i_{2}, v_{3}, i_{4}$, and $v_{5}=v_{\mathrm{o}}$ in the signal-flow graph of Figure 15.13 correspond directly to the actual currents and voltages in the original ladder, Figure 15.6, and that their maxima in $0 \leq \omega \leq \infty$ can be evaluated readily with any network analysis program. For the circuit in Figure 15.13, the scale factors that ensure that the currents (normalized by $R_{\mathrm{p}}$ ) in all series ladder arms and the voltages in all shunt ladder arms have the same maxima are then obtained as

$$
\begin{equation*}
\alpha=\frac{\max \left|i_{4}\right|}{\max \left|v_{0}\right|} \quad \beta=\frac{\max \left|v_{3}\right|}{\max \left|i_{4}\right|} \quad \gamma=\frac{\max \left|i_{2}\right|}{\max \left|v_{3}\right|} \quad \delta=\frac{\max \left|v_{1}\right|}{\max \left|i_{2}\right|} \tag{15.50}
\end{equation*}
$$

The procedure thus far takes care of ladders with only one element in each branch, such as all-pole lowpass filters (Figure 15.11). In the more general case, we must also equalize the maxima of the magnitudes of $V_{\mathrm{O} 1}, V_{\mathrm{O} 2}$, and $V_{\mathrm{O} 3}$ at the internal op-amp outputs in Figures 15.9 and 15.10. This is achieved easily if we remember that the "external" voltage maxima of $\left|V_{i 1}\right|,\left|V_{i 2}\right|$, and $\left|V_{0}\right|$ are already equalized by the previous steps leading to Equation 15.50, and that in the passive series branch $V_{\text {ol }}$ represents the voltage on $\hat{C}_{2}, V_{02}$ stands for the voltage on $\hat{C}_{3}$, and $V_{03}$ corresponds to the current (times $R_{\mathrm{p}}$ ) through the inductor $L_{4}$. After finding the maxima of these signals with the help of a network analysis program and computing the scale factors

$$
\begin{equation*}
m_{1}=\frac{\max \left|V_{01}\right|}{\max \left|V_{0}\right|} \quad m_{2}=\frac{\max \left|V_{02}\right|}{\max \left|V_{0}\right|} \quad m_{3}=\frac{\max \left|V_{03}\right|}{\max \left|V_{0}\right|} \tag{15.51}
\end{equation*}
$$

we can equalize all internal branch voltages of the series arm (Figure 15.9) by modifying the design Equations 15.47a as follows [5, Chapter 6]:

$$
\begin{align*}
& R_{i 1}=\frac{R_{\mathrm{a}}}{a} \quad R_{i 2}=\frac{R_{\mathrm{a}}}{b} \quad R_{0}=\frac{R_{\mathrm{a}} R_{\mathrm{p}}}{R_{k}} \quad C=\frac{L_{1}}{R_{\mathrm{a}} R_{\mathrm{p}}} \\
& m_{1} R_{c 2} \frac{R_{2}}{m_{1}}=\frac{\hat{C}_{2}}{C} R_{\mathrm{a}} R_{\mathrm{p}} \quad m_{2} R_{c 3} \frac{R_{3}}{m_{2}}=\frac{\hat{C}_{3}}{C} R_{\mathrm{a}} R_{\mathrm{p}} \quad \frac{m_{3}}{m_{2}} R_{c 4} \frac{R_{4}}{m_{3} / m_{2}}=\frac{L_{4} \hat{C}_{3}}{C^{2}} \tag{15.52}
\end{align*}
$$

A possible choice for the element values given by products is

$$
\begin{align*}
& m_{1} R_{c 2}=\frac{R_{2}}{m_{1}}=\sqrt{\frac{\hat{C}_{2}}{C} R_{\mathrm{a}} R_{\mathrm{p}}} \quad m_{2} R_{c 3}=\frac{R_{3}}{m_{2}}=\sqrt{\frac{\hat{C}_{3}}{C} R_{\mathrm{a}} R_{\mathrm{p}}}  \tag{15.53a}\\
& \frac{m_{3}}{m_{2}} R_{c 4}=\frac{m_{2}}{m_{3}} R_{4}=\frac{\sqrt{L_{4} \hat{C}_{3}}}{C}
\end{align*}
$$

In the passive shunt branch, $V_{\mathrm{o} 1}$ and $V_{\mathrm{o} 2}$ represent the currents (times $R_{\mathrm{p}}$ ) through the inductors $L_{2}$ and $L_{3}$, respectively, and $V_{03}$ stands for the voltage across $\hat{C}_{4}$. In an identical fashion we obtain then with Equation 15.50 from Equation 15.47 b for the components of the shunt arm

$$
\begin{align*}
& R_{i 1}=\frac{R_{\mathrm{a}}}{a} \quad R_{i 2}=\frac{R_{\mathrm{a}}}{b} \quad R_{0}=R_{k} \frac{R_{\mathrm{a}}}{R_{\mathrm{p}}} \quad C=\hat{C}_{1} \frac{R_{\mathrm{p}}}{R_{\mathrm{a}}} \\
& m_{1} R_{c 2}=\frac{R_{2}}{m_{1}}=\sqrt{\frac{L_{2}}{C} \frac{R_{\mathrm{a}}}{R_{\mathrm{p}}}} \quad m_{2} R_{c 3}=\frac{R_{3}}{m_{2}}=\sqrt{\frac{L_{3}}{C} \frac{R_{\mathrm{a}}}{R_{\mathrm{p}}}}  \tag{15.53b}\\
& \frac{m_{3}}{m_{2}} R_{c 4}=\frac{m_{2}}{m_{3}} R_{4}=\sqrt{\frac{L_{3} \hat{C}_{4}}{C}}
\end{align*}
$$

Next we present an example [2], [5, Chapter 6] in which the reader may follow the different steps discussed.

To simulate the fourth-order elliptic lowpass ladder filter in Figure 15.14a by the signal-flow graph technique, we first reduce the loop count by a source transformation. The resulting circuit, after


FIGURE 15.14 (a) Fourth-order elliptic LC lowpass ladder; (b) the circuit after source transformation and impedance scaling.

TABLE 15.1 Voltage and Current Maxima for Figure 15.14a

| Voltage or Current | Maximum of Voltage or Current |
| :--- | :---: |
| Voltage across $\hat{C}_{1}$ | 0.699 V |
| Current through $L_{2}$ | 1.550 A |
| Voltage across $\hat{C}_{2}$ | 1.262 V |
| Current through $L_{1} \\| \hat{C}_{2}$ | 1.125 A |
| Voltage across $\hat{C}_{2}$ | 0.690 V |
| Current through $L_{4}$ | 0.866 A |

impedance scaling, is shown in Figure 15.14b. To use signal-level scaling for optimizing the dynamic range, the relevant maxima of the $L C$ ladder currents and voltages are needed. Table 15.1 lists the relevant data obtained with the help of network analysis software. From these numbers we find

$$
\begin{align*}
& \alpha=\frac{\max \left|v_{3}\right|}{\max \left|i_{4} R_{\mathrm{p}}\right|}=\frac{0.69}{0.866}=0.797 \quad \beta=\frac{\max \left|i_{2} R_{\mathrm{p}}\right|}{\max \left|v_{3}\right|}=\frac{1.125}{0.690}=1.630  \tag{15.54}\\
& \gamma=\frac{\max \left|v_{1}\right|}{\max \left|i_{2} R_{\mathrm{p}}\right|}=\frac{0.699}{1.125}=0.621
\end{align*}
$$

For ease of reference, the signal-flow graph with scaling factors is shown in Figure 15.15. Let $R_{\mathrm{p}}=1 \Omega$. Note that the input signal voltage $i_{\text {in }}=R_{\mathrm{p}} V_{i} / R_{\mathrm{s}}$ has been multiplied by a factor $K$ to permit realizing an arbitrary signal gain. If the desired gain is unity, and since the $d c$ gain in the passive $L C$ ladder equals

$$
\frac{V_{\mathrm{o}}}{V_{i}}=\frac{R_{l}}{R_{s}+R_{l}}=\frac{0.333}{1.333}=0.25
$$

we need to choose $K=1 / 0.25=4$. Thus, the input signal $i_{\mathrm{i}}$ is multiplied by

$$
\begin{equation*}
\frac{K}{\alpha \beta \gamma}=\frac{4}{0.797 \cdot 1.630 \cdot 0.621}=4.958 \tag{15.55}
\end{equation*}
$$

The transmittances are defined as

$$
\begin{gather*}
z_{1}=\frac{1}{s \hat{C}_{1} R_{\mathrm{p}}+G_{s} R_{\mathrm{p}}} \quad y_{2}=\frac{1}{\frac{1}{s \hat{C}_{2} R_{\mathrm{p}}+R_{\mathrm{p}} /\left(s L_{\mathrm{p}}\right)}}  \tag{15.56}\\
z_{3}=\frac{1}{s \hat{C}_{3}} \quad y_{4}=\frac{1}{s L_{4} / R_{\mathrm{p}}+R_{l} / R_{\mathrm{p}}}
\end{gather*}
$$



FIGURE 15.15 Signal-flow graph for the filter in Figure 15.14.


FIGURE 15.16 Active realization of the circuit in Figure 15.14.

With the numbers in Equations 15.54 and 15.55 we obtain from the signal-flow graph

$$
\begin{align*}
-v_{1} & =-z_{1}\left(4.958 i_{\text {in }}-\frac{1}{0.621} i_{2}\right) \quad-i_{2}=y_{2}\left(-0.621 v_{1}+\frac{1}{1.630} v_{3}\right)  \tag{15.57}\\
v_{3} & =-z_{3}\left(-1.630 i_{2}+\frac{1}{0.797} v_{\text {out }}\right) \quad v_{\text {out }}=y_{4} 0.792 v_{3}
\end{align*}
$$

The reader is encouraged to verify from Equations 15.56 and 15.57 and Figures 15.9 and 15.10 that the active SFG realization of the ladder is as shown in Figure 15.16. For instance, the circuitry between the nodes $v_{1}, v_{3}$, and $i_{2}$ implements the parallel $L C$ series branch to realize the finite transmission zero, obtained from Figure 15.9 by setting the components $G_{0}, C_{1}, G_{2}, G_{c 2}$, and $C_{2}$ to zero. The element values in the active circuit are now determined readily by comparing the circuit equations for the active circuit,

$$
\begin{align*}
-v_{1} & =-\frac{G_{1} R_{\mathrm{a} 1} i_{\mathrm{in}}+G_{2} R_{\mathrm{a} 1}\left(-i_{2}\right)}{s C R_{\mathrm{a} 1}+G_{8} R_{\mathrm{a} 1}} \tag{15.58}
\end{align*} \quad-i_{2}=\frac{G_{5} R_{\mathrm{a} 2}\left(-v_{1}\right)+G_{6} R_{\mathrm{a} 2} v_{3}}{\frac{G_{9} R_{\mathrm{a}} 2}{s C R_{10}+\frac{\mathrm{C}_{12} R_{10}}{s C R_{11}}}}
$$

to Equation 15.57 and using Equation 15.56.* Comparing the coefficients results in

$$
\begin{aligned}
& G_{1} R_{\mathrm{a} 1}=4.958 \quad G_{2} R_{\mathrm{a} 1}=\frac{1}{0.621} \quad G_{5} R_{\mathrm{a} 2}=0.621 \quad G_{6} R_{\mathrm{a} 2}=\frac{1}{1.630} \\
& G_{3} R_{\mathrm{a} 3}=1.630 \quad G_{4} R_{\mathrm{a} 3}=\frac{1}{0.797} \quad G_{7} R_{\mathrm{a} 4}=0.797
\end{aligned}
$$

Further,

$$
\hat{C}_{1} R_{\mathrm{p}}=C R_{\mathrm{a} 1} \quad \hat{C}_{2} R_{\mathrm{p}}=C \frac{R_{9} R_{10}}{R_{\mathrm{a} 2}} \quad \hat{C}_{3} R_{\mathrm{p}}=C R_{\mathrm{a} 3} \quad \frac{L_{4}}{R_{\mathrm{p}}}=C R_{\mathrm{a} 4}
$$

Thus, with $R_{\mathrm{p}}=1 \Omega$ and choosing $C=5 \mathrm{nF}$,

[^37]$$
R_{\mathrm{a} 1}=\frac{\hat{C}_{1}}{C} R_{\mathrm{p}}=6.55 \mathrm{k} \Omega \quad R_{\mathrm{a} 3}=\frac{\hat{C}_{3}}{C} R_{\mathrm{p}}=8.84 \mathrm{k} \Omega \quad R_{\mathrm{a} 4}=\frac{L_{4}}{C R_{\mathrm{p}}}=2.44 \mathrm{k} \Omega
$$
$R_{\mathrm{a} 2}$ is undetermined; choosing $R_{\mathrm{a} 2}=5 \mathrm{k} \Omega$ leads to the feed-in resistors for each branch
\[

$$
\begin{aligned}
& R_{1}=\frac{R_{\mathrm{a} 1}}{4.958}=0.800 \mathrm{k} \Omega \quad R_{2}=0.621 R_{\mathrm{a} 1}=4.07 \mathrm{k} \Omega \quad R_{3}=\frac{R_{\mathrm{a} 3}}{1.630}=5.42 \mathrm{k} \Omega \\
& R_{4}=0.797 R_{\mathrm{a} 3}=7.05 \mathrm{k} \Omega \quad R_{5}=\frac{R_{\mathrm{a} 2}}{0.621}=8.05 \mathrm{k} \Omega \\
& R_{6}=1.630 R_{\mathrm{a} 3}=8.15 \mathrm{k} \Omega \quad R_{7}=\frac{R_{\mathrm{a} 4}}{0.797}=3.06 \mathrm{k} \Omega
\end{aligned}
$$
\]

The remaining components are determined from the equations

$$
R_{8}=R_{\mathrm{s}} \frac{R_{\mathrm{a} 1}}{R_{\mathrm{p}}}=6.55 \mathrm{k} \Omega \quad R_{13}=\frac{R_{\mathrm{a} 4} R_{\mathrm{p}}}{R_{\mathrm{l}}}=7.33 \mathrm{k} \Omega
$$

and

$$
R_{9} R_{10}=R_{\mathrm{p}} R_{\mathrm{a} 2} \frac{\hat{C}_{2}}{C}=(2.35 \mathrm{k} \Omega)^{2} \quad R_{11} R_{12}=\frac{L_{2}}{C} \frac{R_{9} R_{10}}{R_{\mathrm{a} 2} R_{\mathrm{p}}}=(1.70 \mathrm{k} \Omega)^{2}
$$

Since only the products of these resistors are given, we select their values uniquely for dynamic range maximization. According to Equation 15.51 we compute from Table 15.1

$$
m_{2}=\frac{\max \left|v_{c 2}\right|}{\max \left|i_{2}\right|}=\frac{1.262}{1.125}=1.12 \quad \text { and } \quad m_{3}=\frac{\max \left|i_{L 2}\right|}{\max \left|i_{2}\right|}=\frac{1.550}{1.125}=1.38
$$

to yield from Equation 15.53a:

$$
\begin{aligned}
R_{9}=m_{2} 2.35 \mathrm{k} \Omega=2.64 \mathrm{k} \Omega & R_{10}=\frac{2.35 \mathrm{k} \Omega}{m_{2}}=2.10 \mathrm{k} \Omega \\
R_{11} & =\frac{m_{2}}{m_{3}} 1.70 \mathrm{k} \Omega=1.38 \mathrm{k} \Omega
\end{aligned} \quad R_{12}=\frac{m_{3}}{m_{2}} 1.70 \mathrm{k} \Omega=2.09 \mathrm{k} \Omega
$$

### 15.4.3 Element Substitution

$L C$ ladders are known to yield low-sensitivity filters with excellent performance, but high-quality inductors cannot be implemented in microelectronic form. An appealing solution to the filter design problem is, therefore, to retain the ladder structure and to simulate the behavior of the inductors by circuits consisting of resistors, capacitors, and op-amps. A proven technique uses impedance converters, electronic circuits whose input impedance is proportional to frequency when loaded by the appropriate element at the output. The best-known impedance converter is the gyrator, a two-port circuit whose input impedance is inversely proportional to the load impedance, i.e.,

$$
\begin{equation*}
Z_{\text {in }}(s)=\frac{r^{2}}{Z_{\mathrm{L}}(s)} \tag{15.59}
\end{equation*}
$$

The parameter $r$ is called the gyration resistance. Clearly, when the load is a capacitor, $Z_{\mathrm{L}}(s)=1 /(s C)$, $Z_{\text {in }}(s)=s r^{2} C$ is the impedance of an inductor of value $L=r^{2} C$. Gyrators are very easy to realize with


FIGURE 15.17 General impedance converter: (a) circuit; (b) symbolic representation.
transconductors (voltage-to-current converters) and are widely used in transconductance-C filters; see Section 16.3. However, no high-quality gyrators with good performance beyond the audio range have been designed to date with op-amps. If op-amps are to be used, a different kind of impedance converter is employed, one that converts a load resistor $R_{\mathrm{L}}$ into an inductive impedance, such that

$$
\begin{equation*}
Z_{\mathrm{in}}(s)=(s k) R_{\mathrm{L}} \tag{15.60}
\end{equation*}
$$

A good circuit that performs this function is Antoniou's general impedance converter (GIC) shown in Figure 15.17a. The circuit, with elements slightly rearranged, was encountered in Figure 15.4, where we used the GIC to realize a second-order bandpass function. The circuit is readily analyzed if we recall that the voltage measured between the op-amp input terminals and the currents flowing into the op-amp input terminals are zero. Thus, we obtain from Figure 15.17a the set of equations

$$
\begin{equation*}
V_{\mathrm{o}}=V_{i} \quad \frac{I_{4}}{s C}=I_{3} R \quad I_{2} R=I_{1} R_{1} \quad I_{2}=I_{3} \quad I_{i}=I_{1} \quad I_{4}=I_{\mathrm{o}} \tag{15.61}
\end{equation*}
$$

These equations indicate that the terminal behavior of the general impedance converter is described by

$$
\begin{equation*}
V_{\mathrm{o}}=V_{i} \quad I_{\mathrm{o}}=s C R_{1} L_{\mathrm{i}}=s k I_{i} \tag{15.62}
\end{equation*}
$$

that is

$$
\begin{equation*}
\frac{V_{i}}{I_{i}}=Z_{\mathrm{in}}(s)=s k \frac{V_{\mathrm{o}}}{l_{\mathrm{o}}}=s k Z_{L}(s) \tag{15.63}
\end{equation*}
$$

Notice that the input impedance is inductive as prescribed by Equation 15.60 if the load is a resistor. ${ }^{\star}$ Figure 15.17 b also shows the circuit symbol we will use for the GIC in the following to keep the circuit diagrams simple. This impedance converter and its function of converting a resistive load into an inductive input impedance is the basis for Gorski-Popiel's embedding technique [5, Chapter 6], [9, Chapter 14.4], which permits replacing the inductors in an $L C$ filter by resistors.

[^38]

FIGURE 15.18 Simulation of an inductance network.

### 15.4.3.1 Inductor Replacement: Gorski-Popiel's Method

To understand the behavior of the circuit in Figure 15.18, recall from Equation 15.62 that the voltages at terminals 1 and 2 of the GICs are the same. Then, by superposition the typical input current $I_{o i}$ into the resistive network $\boldsymbol{R}$ can be written as

$$
\begin{equation*}
I_{o i}=\frac{1}{R_{i 1}} V_{1}+\frac{1}{R_{i 2}} V_{2}+\cdots+\frac{1}{R_{i n}} V_{n}=\sum_{j=1}^{n} \frac{1}{R_{i j}} V_{j} \quad i=1, \ldots, n \tag{15.64}
\end{equation*}
$$

where the parameters $R_{i j}$ are given by the resistors and the configuration of $\boldsymbol{R}$. Using the current relationship $I_{o i}=s k I_{i}$ of the impedance converters in Equation 15.64 results in

$$
\begin{equation*}
I_{i}=\sum_{j=1}^{n} \frac{1}{s k R_{i j}} V_{j} \quad i=1, \ldots, n \tag{15.65}
\end{equation*}
$$

which makes the combined network consisting of the $n$ GICs and the network $\boldsymbol{R}$ look purely inductive, i.e., each resistor $R_{\mathrm{r}}$ in the network $\boldsymbol{R}$ appears replaced by an inductor of value

$$
\begin{equation*}
L_{\mathrm{r}}=s k R_{\mathrm{r}}=s C R_{1} R_{\mathrm{r}} \tag{15.66}
\end{equation*}
$$

Examples of this process are contained in Figure 15.19. Figure 15.19a and b illustrate the conventional realizations of a grounded and a floating inductor requiring one and two converters, respectively. This is


FIGURE 15.19 Elementary inductance networks and their GIC-R equivalents: (a) grounded inductor (b) floating inductor (c) inductive T (d) inductive $\Pi$.


FIGURE 15.20 LC ladder realization with GICs: (a) a choice of cuts; (b) the cuts replaced by GICs.
completely analogous to the use of gyrators, where a grounded inductor requires one gyrator, but a floating inductor is realized with two gyrators connected back-to-back. Figure 15.19 c and d show how the process is extended to complete inductive subnetworks: the GICs are used to isolate the subnetworks from the remainder of the circuit; there is no need to convert each inductor separately. The method is further illustrated with the filter in Figure 15.20. The $L C$ ladder is designed to specifications by use of the appropriate design tables [4,7] or filter design software [8]. In the resulting ladder, the inductive subnetworks are separated as shown in Figure 15.20a by the five dashed cuts. The cuts are repaired by inserting GICs with conversion factor $k$ and the correct orientation (output, terminal 2 in Figure 15.17, toward the inductors). Note that all GICs must have the same conversion factor $k$. Finally, the inductors $L_{i}$ are replaced by resistors of value $L_{i} / k$ as shown in Figure 15.20b. A numerical example will illustrate the design steps:

Assume we wish to implement a sixth-order bandpass filter with the following specifications:
Maximally flat passband with $\leq 3 \mathrm{~dB}$ attenuation in $900 \mathrm{~Hz} \leq f \leq 1200 \mathrm{~Hz}$
Transmission zero at $f_{z}=1582.5 \mathrm{~Hz}$; source and load resistors $R=3 \mathrm{k} \Omega$
Using the appropriate software or tables, the $L C$ filter in Figure 15.21a is found with element values in kiloohm, megahertz, and nanofarad. Figure 15.21 b shows the circuit redrawn to help identify the inductive subnetwork and the locations of the cuts. Note that only three impedance converters are used rather than six (two each for the two floating inductors and one each for the grounded ones), if a direct conversion of the individual inductors had been attempted.

For the final active realization, we assumed a conversion parameter $k=C R_{1}=30 \mu \mathrm{~s}$. Finally, to design the GICs we compute the impedances seen into the nodes where the GICs see the (now) resistive subnetworks. Using analysis software to compute $\left|V_{i} / I_{i}\right|$ at these nodes, we find

$$
\text { for } \mathrm{GIC}_{a},\left|Z_{a}\right| \approx 18 \mathrm{k} \Omega \text {, and for } \mathrm{GIC}_{b} \text { and } \mathrm{GIC}_{c},\left|Z_{b}\right| \approx\left|Z_{c}\right| \approx 4.7 \mathrm{k} \Omega
$$

so that with $\omega_{c}=2 \pi \cdot 1.2 \mathrm{kHz}$ and $k=30 \mu \mathrm{~s}$ the design elements are

$$
C_{a}=\frac{1}{\omega_{c}\left|z_{a}\right|} \approx 7.4 \mathrm{nF} \quad R_{1 a}=\frac{k}{C_{a}} \approx 4 \mathrm{k} \Omega \quad C_{b}=C_{c} \approx 28 \mathrm{nF} \quad R_{b}=R_{c} \approx 1 \mathrm{k} \Omega
$$

To complete the design, we choose the resistors $R$ in Figure 15.17a as $R=1 \mathrm{k} \Omega$.


FIGURE 15.21 Sixth-order $L C$ bandpass filter and active realization using impedance converters. (a) The LC filter with element values in kiloohm, megahertz, and nanoforad. (b) The circuit redrawn to help identify the inductive subnetwork and the locations of the cuts. (c) The final active realization using a conversion parameter $k=C R_{i}=30 \mu \mathrm{~s}$.

### 15.5 Summary

In this chapter, we discussed the more practical techniques for the design of active filters of order higher than two: cascade design, multiple-loop feedback approaches, and methods that simulate the behavior of LC ladder filters. We pointed out that direct realization methods are impractical because they result in high sensitivities to component values. In many applications, a cascade design leads to satisfactory results. The practical advantages of cascade circuits are modularity, ease of design, flexibility, very simple tuning procedures, and economical use of op-amps with as few as one op-amp per pole pair. Also, we pointed out again that an arbitrary transfer function can be realized with the cascade design method, i.e., no restrictions are placed on the permitted locations of poles and zeros.

For challenging filter requirements, the cascade topologies may still be too sensitive to parameter changes. In those cases the designer can use the FLF configuration or, for best performance, a ladder simulation, provided that a passive prototype ladder exists. FLF circuits retain the advantage of modularity, but if optimal performance is desired, computer-aided optimization routines must generally be used to adjust the available free design parameters. However, excellent performance with very simple design procedures, no optimization, and high modularity can be obtained by use of the primary-resonator-block (PRB) method, where all biquad building blocks are identical.

From the point of view of minimum passband sensitivity to component tolerances, the best active filters are obtained by simulating LC ladders. If the prescribed transfer characteristic can at all be realized as a passive $L C$ ladder, the designer can make use of the wealth of available information about the design of such circuits, and simple procedures are available for "translating" the passive $L C$ circuit into its active counterpart. We may either take the passive circuit and replace the inductors by active networks, or we imitate the mathematical behavior of the whole $L C$ circuit by realizing the integrating action of inductors and capacitors via active $R C$ integrators. Both approaches result in active circuits of high quality; a disadvantage is that more op-amps may be required than in cascade or FLF methods. This drawback is offset, however, by the fact that the sensitivities to component tolerances are very nearly as low as those of the originating ladder.

An alternative method for the active realization of a passive $L C$ ladder is obtained by scaling each impedance of the passive circuit by $1 /(k s)$ (Bruton's transformation) [5, Chapter 6], [9, Chapter 14.5].

This impedance transformation converts resistors into capacitors, inductors into resistors, and capacitors into "frequency-dependent negative resistors (FDNRs)," which can readily be realized with Antoniou's GIC circuit. The procedure is especially useful for passive prototype circuits that have only grounded capacitors because capacitors are converted to FDNRs and floating FDNRs are very difficult to implement in practice. The method results in biasing difficulties for active elements, and because the entire ladder must be transformed, the active circuit no longer contains source and load resistors. If these two components are prescribed and must be maintained as in the original passive circuit, additional buffers are required. The method was not discussed in this text because it shows no advantages over the GorskiPopiel procedure.

An important practical aspect is the limited dynamic range of active filters, restricted by noise and by the finite linear signal swing of op-amps. Dynamic range maximization should be addressed whenever possible. Apart from designing low-noise circuits, the procedures always proceed to equalize the op-amp output voltages by exploiting available free gain constants or impedance scaling factors. It is a disadvantage of the element substitution method that no general dynamic range scaling method appears to be available.

The methods discussed in this chapter dealt with the design of filters in discrete form, that is, separate passive components and operational or transconductance amplifiers are assembled on, e.g., a printed circuit board to make up the desired filter. Chapter 16 addresses modifications in the design approach that lead to filters realizable in fully integrated form.
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### 16.1 Introduction

All modern signal-processing systems include various types of electrical filters that the designer has to realize in an appropriate technology. The literature contains many well-defined filter design techniques [1-3], and computer programs are available, which help the designer find the appropriate transfer function that describes the required filter characteristics mathematically. The reader may also refer to Section I in this book and the other chapters of this section (Section II).

Once the filter's transfer function is obtained, implementation methods must be found that are compatible with the technology selected for the design of the total system. In some situations, considerations of power consumption, frequency range, signal level, or production numbers may dictate discrete (passive or active) filter realizations. Often, however, as much as possible of the total system must be fully integrated in microelectronic form, so that the filters can be implemented in the same technology.

Often, digital (Section III) or sampled-data (Chapter 18) implementations are suitable for realizing the filter requirements. However, in modern communications applications, the required frequency range is so high that digital or sampled-data circuitry is inappropriate or too expensive so that continuous-time ( $c-t$ ) filters are necessary. In addition, filters in many signal-processing situations must interface with the "real world," where the input and output signals take on continuous values as functions of the continuous variable time, i.e., they are $c$ - $t$ signals. In these situations $c$ - $t$ antialiasing and reconstruction filters are often required. Because the performance of the total filter system is of relevance and not just the performance of the intrinsic filter, the designer may have to consider if it might not be preferable to implement the entire system in the $c-t$ domain rather than as a digital or sampled-data system. At least at low frequencies the latter methods have the advantages of very high accuracy, better signal-to-noise ratio, and little or no parameter drifts, but they entail a number of problems connected with
analog-to-digital (A/D) and digital-to-analog (D/A) conversion (see Chapter 10 of Analog and VLSI Circuits), sample-and-hold, switching, antialiasing, and reconstruction circuitry.

Traditionally, $c$ - $t$ filters were implemented as discrete designs. Well-understood procedures exist for deriving passive $L C$ filters (Section I) from a given transfer function with prescribed complex natural frequencies, e.g., [1, Chapter 2], [2], [3, Chapter 13]. To date no practical methods exist for building highquality, i.e., low-loss, inductors on an integrated circuit (IC) chip.* The required complex natural frequencies must, therefore, be realized by using gain, i.e., as we saw earlier in this section, by embedding an operational amplifier (op-amp; see Chapter 16 of Fundamentals of Circuits and Filters) in an RC feedback network $[1,3]$. Since op-amps, resistors, and capacitors can be implemented on an integrated circuit, it appears that with active $R C$ networks the problem of monolithic filter design is solved in principle: all active devices and any necessary capacitors and resistors can be integrated together on one silicon chip. Although this conclusion is correct, the designer needs to consider four other factors that are important in integrated $c$ - $t$ filter design and perhaps are not immediately obvious.

The first item concerns the most important design task for achieving commercially practical designs: integrated filters must be electronically tunable, preferably by an automatic tuning scheme. Because of its importance, we shall devote a separate section, Section 16.4, to this topic. The second item deals with the economics of practical implementations of active filters: in discrete designs, the cost of components and stocking them usually necessitate designing the filter with a minimum number of active devices. One, two, or possibly three op-amps per pole pair are used and the smallest number of different (if possible, all identical) capacitors. In integrated realizations, capacitors are determined by processing mask dimensions and the number of different capacitor values is unimportant, as long as the element spread is not excessive. Further, active devices frequently occupy less chip area than passive elements so that it is often preferable to use active elements instead of passive ones. ${ }^{\dagger}$ Also, the designer should remember that in IC technology it is not easy to generate accurate absolute component values, but that ratios of like components, such as capacitor ratios, can be realized very precisely. The third observation pertains to the fact that filters usually have to share an integrated circuit with other, possibly switched or digital, systems so that the ac ground lines (power supply and ground wires) are likely to contain switching transients and generally are noisy. Measuring the analog signals relative to ac ground, therefore, may result in designs with poor signal-to-noise ratio and low power-supply rejection. The situation is remedied in practice by building continuous-time filters in fully differential, balanced form, where the signals are referred to each other as $V=V^{+}-V^{-}$as shown in Figure 16.4b through d. An additional advantage of this arrangement is that the signal range is doubled (for an added 6 dB of signal-to-noise ratio) and that the even-order harmonics in the nonlinear operation of the active devices cancel. All filters in this chapter are understood, therefore, to be designed in fully differential form. Finally, we point out that communication circuitry is often required to operate at hundreds of megahertz or higher, where op-amp-based active $R C$ filters will not function because of the op-amps' limited bandwidth.

Today, $c-t$ filters integrated in bipolar, CMOS, or BiCMOS technology are no longer academic curiosities but a commercial reality (see Ref. [5] for some recent advances in the field). In the following we discuss the main methods that have proven to be reliable. First, we present MOSFET-C filters, whose design methods resemble most closely the standard active $R C$ procedures discussed in Chapters $11-14$; they can, therefore, be most readily understood by the reader without requiring further background. Next, we introduce the transconductance- $C$ (also referred to as $g_{m}-C$ ) technique, which is currently the predominant method for

[^39]$c-t$ integrated filters. Designs based on transconductors lead to filters for the higher operating frequencies that are important for modern communication systems.

### 16.2 MOSFET-C Filters

As mentioned in the introduction, the MOSFET-C method follows standard op-amp-based active filter techniques [6], which, as we saw in previous chapters, rely heavily on the availability of integrators and summers. The only difference is that the method replaces the resistors used in the conventional active $R C$ integrating and summing circuitry by MOSFET devices (Figure 16.1) based in the triode (ohmic) region ( $V_{C}-V_{T}>V_{D}$, see Section 1.2 of Analog and VLSI Circuits). Defining the source $\left(V_{S}\right)$, drain $\left(V_{D}\right)$, gate $\left(V_{C}\right)$, and substrate $\left(V_{B}\right)$ voltages as shown in Figure 16.1, the resulting nonlinear drain current $I$ becomes

$$
\begin{align*}
I & =\frac{W}{L} \mu C_{o x}\left[\left(V_{C}-V_{\mathrm{T}}\right)\left(V_{D}-V_{S}\right)+a_{2}\left(V_{D}^{2}-V_{S}^{2}\right)+a_{3}\left(V_{D}^{3}-V_{S}^{3}\right)+\cdots\right] \\
& =\left[\frac{W}{L} \mu C_{o x}\left(V_{C}-V_{\mathrm{T}}\right)\right]\left(V_{D}-V_{S}\right)+b_{2}\left(V_{D}^{2}-V_{S}^{2}\right)+b_{3}\left(V_{D}^{3}-V_{S}^{3}\right)+\cdots \tag{16.1}
\end{align*}
$$

where
$W$ and $L$ are the channel width and length, respectively
$\mu$ is the effective mobility
$C_{o x}$ is the gate capacitance per unit area
$V_{\mathrm{T}}$ is the threshold voltage of the device
The term in brackets is a tunable conductor,

$$
\begin{equation*}
G\left(V_{C}\right)=\frac{W}{L} \mu C_{o x}\left(V_{C}-V_{t}\right) \tag{16.2}
\end{equation*}
$$

where the gate voltage $V_{C}$ is used for control or tuning. Thus, the drain current of a MOSFET in the triode region is proportional to the drain-to-source voltage, but contains nonlinear second- and higher order terms. Third- and higher order terms can be shown to be small and will be neglected in the following. Now consider placing two of these MOS conductances in parallel as shown in Figure 16.2a. Note that the two devices are driven in balanced form by $+V_{1}$ and $-V_{1}$ at one pair of terminals and that the other terminals are at the same voltage $V$. Applying these conditions to Equation 16.1 results in


FIGURE 16.1 MOS transistor biased in the triode region.

$$
\begin{align*}
& I_{1}=G\left(V_{C}\right)\left(+V_{1}-V\right)+b_{2}\left[\left(+V_{1}\right)^{2}-V^{2}\right]  \tag{16.3a}\\
& I_{2}=G\left(V_{C}\right)\left(-V_{1}-V\right)+b_{2}\left[\left(-V_{1}\right)^{2}-V^{2}\right] \tag{16.3b}
\end{align*}
$$

Consequently, apart from the neglected high-order odd terms, the difference current $I_{1}-I_{2}$ is perfectly linear in the applied signal voltage $V_{1}$ :

$$
\begin{equation*}
I_{1}-I_{2}=2 G\left(V_{C}\right) V_{1} \tag{16.4}
\end{equation*}
$$

Thus, in the MOSFET-C method, the even-order nonlinearities can be shown to be eliminated by carefully balanced circuit design, where all signals are measured


FIGURE 16.2 (a) Balanced linear MOSFET conductance; (b) equivalent resistor circuit.
strictly differentially [6]. Note that the expression for $I_{1}-I_{2}$ in Equation 16.4 is the same as that for the linear resistive equivalent circuit in Figure 16.2b. This means that the MOSFET circuit in Figure 16.2a can be substituted for a pair of resistors in any appropriate active $R C$ circuit; appropriate means that the resistor pair is driven by balanced signals at one end and that the voltages at the other two terminals are the same (in practice, usually virtual ground). In addition to these conditions, the substitution is valid if the MOSFETs are operated in the triode region and if $v_{1}(t)$ and $v(t)$ are safely within the range $\left|V_{C}-V_{B}^{*}\right|$. Of course, in practice there remains some small distortion due to mismatches and the neglected oddorder terms. Odd-order nonlinearities are usually small enough to be negligible. Typically, the remaining nonlinearities, arising from odd harmonics, device mismatch, and body effects, are found to be of the order of $0.1 \%$ for 1 V signals.
In Section 16.2.1, we discuss the MOSFET-C integrator that is the fundamental building block used in all MOSFET-C active filter designs. The integrator will initially be used to construct first- and secondorder MOSFET-C sections from which higher order filters can be assembled by the cascade method (Section 16.2.2). In Section 16.2.3, we show how simulated LC ladder filters are designed by use of integrators.

### 16.2.1 Basic Building Blocks

Substituting MOSFETs for resistors in an active $R C$ prototype works correctly if the active $R C$ circuit is of a form where all resistors come in balanced pairs, with one end of the resistor pair voltage-driven and the two other terminals seeing the same voltage (see Figure 16.2a). Active $R C$ circuits do not normally satisfy these conditions, but many can readily be converted into that form if a balanced symmetrical op-amp as pictured in Figure 16.3 is available. It is important to note that this structure is not simply a differential op-amp, but that the input and output voltages are symmetrical with respect to a ground reference. Using a balanced op-amp, the conversion of many active $R C$ prototypes into balanced form proceeds simply by taking the single-ended circuits and mirroring them at ground as shown below.


FIGURE 16.3 Balanced operational amplifier configuration realizing $V_{\text {out }}=-A V_{\text {in }}$.

### 16.2.1.1 Integrators

Mirroring the active $R C$ integrator structure in Figure 16.4 at ground and using the balanced op-amp in Figure 16.3 leads to the balanced integrator in Figure 16.4b. Note that the two resistors are connected in the configuration prescribed in Figure 16.2 with $V=0$ (virtual ground) so that they may be replaced by the MOSFET equivalent in Figure 16.4c. Analysis of the circuit in the time domain results in

$$
\begin{gather*}
-v_{\text {out }}=v^{+}-\frac{1}{C} \int_{-\infty}^{t} i_{2}(t) \mathrm{d} t ; \quad+v_{\text {out }}=v^{-}-\frac{1}{C} \int_{-\infty}^{t} i_{1}(t) \mathrm{d} t  \tag{16.5a}\\
v_{\text {out }}-\left(-v_{\text {out }}\right)=v^{-}-v^{+}-\frac{1}{C} \int_{-\infty}^{t}\left[i_{1}(t)-i_{2}(t)\right] \mathrm{d} t  \tag{16.5b}\\
2 v_{\text {out }}=0-\frac{1}{C} \int_{-\infty}^{t} 2 G\left(V_{C}\right) v_{1}(t) \mathrm{d} t=-\frac{1}{C} \int_{-\infty}^{t} \frac{2 v_{1}(t)}{R\left(V_{C}\right)} \mathrm{d} t \tag{16.5c}
\end{gather*}
$$

or, after simplifying and using the Laplace transform, in the frequency domain,

$$
\begin{equation*}
v_{\text {out }}=-\frac{1}{C R\left(V_{C}\right)} \int_{-\infty}^{t} v_{1}(t) \mathrm{d} t \rightarrow V_{\text {out }}(s)=-\frac{1}{s C R\left(V_{C}\right)} V_{1}(s) \tag{16.5d}
\end{equation*}
$$

We see that the MOSFET-C integrator realizes exactly the same transfer function as the active $R C$ prototype and that the integration time constant $C R\left(V_{C}\right)$ is tunable by the control voltage $V_{C}$ that is applied to all gates. Note that the circuit in Figure 16.4 c is not a differential integrator. To build a


FIGURE 16.4 (a) Active $R C$ integrator; (b) fully balanced equivalent; (c) MOSFET-C equivalent; and (d) differential MOSFET-C integrator.
differential integrator, one must connect a second pair of balanced resistors (MOSFETs) with inputs $-V_{2}$ and $+V_{2}$ as in Figure 16.4d to yield

$$
\begin{equation*}
v_{\text {out }}=-\frac{1}{C} \int_{-\infty}^{t}\left[\frac{v_{1}(t)}{R_{1}}-\frac{v_{2}(t)}{R_{2}}\right] \mathrm{d} t \rightarrow V_{\text {out }}(s)=-\frac{1}{s C}\left[\frac{V_{1}(s)}{R_{1}}-\frac{V_{2}(s)}{R_{2}}\right] \tag{16.6}
\end{equation*}
$$

The same principle can also be used to build programmable integrators and, therefore, programmable filters: consider in Figure 16.4d the terminals for $V_{1}$ and $-V_{2}$ connected, i.e., $V_{1}=-V_{2}$. The two resistors are then connected in parallel to give a resistive path $G_{1}+G_{2}$, and the two resistor values can be controlled by different gate voltages $V_{C 1}$ and $V_{C 2}$. Similarly, additional balanced MOSFET-resistor paths may be connected from $V_{1}$ or other signals to the integrator inputs (summing nodes). These paths can be turned on or off by an appropriate choice of gate voltages, so that transfer functions with different parameters (such as gains, quality factors, or pole-frequencies) or even transfer functions of different types (such as bandpass, low-pass, etc.) are obtainable.

If better linearity is required than is obtainable with the two-transistor MOSFET circuit in Figure 16.4c that replaces each resistor in the balanced active $R C$ structure by one MOSFET, a four-MOSFET crosscoupled modification for each resistor pair can be used instead [7, paper 2-B.7]. The configuration is illustrated in Figure 16.5. The current difference can be shown to equal

$$
\begin{equation*}
\Delta I=I_{1}-I_{2}=K\left(V_{C 1}-V_{C 2}\right)\left[V_{1}-\left(-V_{1}\right)\right] \tag{16.7}
\end{equation*}
$$

that is, $\Delta I$ is proportional to the product of the difference of the input signals and the difference of the applied gate voltages $V_{C i}, i=1,2$. This indicates that one may interchange the input and gate-control voltages and reduce the drive requirements of the previous op-amp stage because no resistive current flows, only the small gate-capacitor current flows with the input applied at the control gates (now at $\pm V_{1}$ ). The price paid for this advantage is that the requirements on the control voltage source become more difficult and may necessitate an appropriate common-mode voltage on the signal lines.

Additional resistive or capacitive inputs may, of course, be used to design more general lossy integrators as illustrated in Figure 16.6. By writing the node equation at the summing node, this circuit may be analyzed to realize


FIGURE 16.5 Integrator using a four-MOSFET configuration for greater linearity.

(a) Lossy integrator with capacitive feed-in branch; (b) MOSFET-C equivalent.

$$
\begin{equation*}
V_{\mathrm{o}}=-\frac{1}{s C_{F}+G_{F}}\left(G V_{a}+s C V_{b}\right) \tag{16.8}
\end{equation*}
$$

where the conductors are implemented in Figure 16.6b as

$$
\begin{equation*}
R\left(V_{C}\right)=\frac{1}{\mu C_{o x}(W / L)\left(V_{C}-V_{\mathrm{T}}\right)} ; \quad R_{F}\left(V_{C}\right)=\frac{1}{\mu C_{o x}\left(W_{F} / L_{F}\right)\left(V_{C}-V_{\mathrm{T}}\right)} \tag{16.9}
\end{equation*}
$$

as was derived in Equation 16.2. The controlling gate voltages $V_{C}$ for the two resistors $R$ and $R_{F}$ may, in general, be different so that the resistor values may be tuned (or turned on or off) independently.

With lossy and lossless MOSFET-C integrators available, we can obtain not only first- and secondorder filters as shown in Section 16.2.1.2, but also simulations of $L C$ ladders in much the same way as was done in Chapter 15 for active $R C$ circuits. We discuss this procedure in some detail in Section 16.2.3.

### 16.2.1.2 First- and Second-Order Sections

Based on the principle of balancing a single-ended structure, appropriate ${ }^{*}$ standard classical active $R C$ filters from the literature can be converted into balanced form and resistors can be replaced by MOSFETs. As an illustration, consider the single-ended prototype (Tow-Thomas) biquad in Figure 16.7a. As is typical for second-order active $R C$ filter sections (see Chapter 13), the circuit is a twointegrator loop consisting of inverting lossy and lossless integrators (in addition to an inverter to keep the loop gain negative for stability reasons). The realized transfer function is not important to our discussion, but we point out that all resistors are voltage-driven (by the signal source or by an op-amp) and at their other ends all resistors are connected to an op-amp input, i.e., they are at virtual ground. Thus, this circuit satisfies our earlier condition for conversion to a MOSFET-C structure. Figure 16.7 b shows the balanced active $R C$ equivalent that is necessary to eliminate the nonlinear performance. Replacing the resistors by MOSFETs biased in the triode region leads to the final MOSFET-C version in Figure 16.7c. The $W / L$ ratios are chosen appropriately to realize the prescribed resistor values

$$
\begin{equation*}
G_{i}=\frac{W_{i}}{L_{i}} \mu C_{o x}\left(V_{C}-V_{\mathrm{T}}\right) \tag{16.10}
\end{equation*}
$$

with excellent resistor matching given by aspect ratios
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FIGURE 16.7 (a) Active $R C$ prototype (Tow-Thomas biquad) for conversion into a MOSFET-C structure; (b) fully balanced version of the biquad with resistors; and (c) fully balanced version of the biquad with MOSFETs.

$$
\begin{equation*}
\frac{G_{i}}{G_{k}}=\frac{(W / L)_{i}}{(W / L)_{k}} \tag{16.11}
\end{equation*}
$$

The voltage-variable resistors given by Equation 16.10 permit loss and time constants to be electronically tuned. Note that the inverter in the original circuit is not needed in Figure 16.7 b and c because inversion in the differential topology is obtained by crossing wires.

The circuit may be made programmable by connecting additional MOSFET resistors with appropriate $W / L$ ratios in parallel with the fundamental ones shown in Figure 16.7c and then switching them on or off as required by the desired values of the filter coefficients.

The above method indicates how first- or second-order sections can be obtained by choosing any suitable configuration from the active $R C$ filter literature [1, Chapter 5], [3, Chapters 4 and 5] and converting it to balanced MOSFET-C form. Next we show a couple of entirely general first- and secondorder sections that can be developed from the integrator in Figure 16.6b. The resulting circuits are shown in Figure 16.8 [7, paper 2-A.2]. If we combine the inputs $V_{a}=V_{b}=V_{\mathrm{i}}$ of the integrator in Figure 16.6 b and add two further cross-coupled feed-in capacitors, we obtain the first-order circuit in Figure 16.8a. Writing the node equation at the (inverting or noninverting)* op-amp input results in the transfer function

$$
\begin{equation*}
T_{1}(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s\left(C_{1}-C_{2}\right)+G_{1}}{s C_{F}+G_{2}} \tag{16.12}
\end{equation*}
$$

Note that this first-order circuit can realize zeros anywhere on the real axis. Similarly, if we combine two such integrators in a loop, with the individual signal paths and signs selected to assure negative feedback,
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FIGURE 16.8 General (a) first- and (b) second-order MOSFET-C sections. The MOSFETs are labeled by the conductance values they are to implement.

TABLE 16.1 Functions Realizable with Figure 16.8b

| Function | Choice of Elements |
| :--- | :---: |
| Bandpass | $G_{1}=C_{3}=0 ; C_{5}=0$ |
|  | if noninverting, $C_{1}=0$ if inverting |
| Low-pass | $C_{1}=C_{3}=C_{5}=0$ |
| High-pass | $C_{1}=C_{5}=G_{1}=0$ |
| Notch | $C_{1}=C_{5}$ |
| All-pass | $\left(C_{1}-C_{5}\right) G_{3}=-C_{2} G_{4}$ |

we obtain the general second-order section in Figure 16.8b. Writing again the node equations at the op-amp input nodes leads to the transfer function

$$
\begin{equation*}
T_{2}(s)=\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{s^{2} C_{2} C_{3}+s\left(C_{1}-C_{5}\right) G_{3}+G_{1} G_{3}}{s^{2} C_{2} C_{4}+s C_{2} G_{4}+G_{2} G_{3}} \tag{16.13}
\end{equation*}
$$

Observe that this circuit can realize zeros anywhere in the s-plane, depending on the choice of element values. Consequently, the sections in Figure 16.8 can be used to implement arbitrary high-order transfer functions in a cascade topology. Specifically, for the indicated choice of elements the general biquad function in Equation 16.13 realizes the different transfer functions in Table 16.1.

### 16.2.2 Cascade Realizations

The realization of high-order transfer functions as a connection of low-order sections, including the cascade, multiple-loop feedback, and coupled-biquad approaches, is identical to that discussed for discrete active $R C$ filters. The difference lies only in the implementation of the sections in fully integrated form. We do not repeat the process here but only discuss the most prevalent method, cascade design, in terms of an example and encourage the reader to refer to the earlier discussion in Chapter 15 for details. To repeat briefly, if a high-order function

$$
\begin{equation*}
H(s)=\frac{V_{\text {out }}}{V_{\text {in }}}=\frac{N(s)}{D(s)}=\frac{a_{m} s^{m}+a_{m-1} s^{m-1}+\cdots+a_{1} s+a_{0}}{s^{n}+b_{n-1} s^{n-1}+\cdots+b_{1} s+b_{0}} \tag{16.14}
\end{equation*}
$$



FIGURE 16.9 Cascade realization of an $n$ th-order transfer function.
with $m \leq n$ and $n>2$ is given, it is factored into second-order sections (and one first-order section if $n$ is odd),

$$
\begin{equation*}
H(s)=\prod_{i=1}^{n / 2} T_{i}(s)=\prod_{i=1}^{n / 2} k_{i} \frac{a_{2 i} s^{2}+a_{1 i} s+a_{0 i}}{s^{2}+s \omega_{0 i} / Q_{i}+\omega_{0 i}^{2}}=\prod_{i=1}^{n / 2} k_{i} t_{i}(s) \tag{16.15}
\end{equation*}
$$

where each of the second-order functions

$$
\begin{equation*}
T_{i}(s)=\frac{V_{\mathrm{oi}}}{V_{\mathrm{oi}-1}}=k_{i} \frac{a_{2 i} s^{2}+a_{1 i} s+a_{0 i}}{s^{2}+s \omega_{0 i} / Q_{i}+\omega_{0 i}^{2}}=k_{i} t_{i}(s) \tag{16.16}
\end{equation*}
$$

is implemented as a suitable biquad with specified pole quality factor $Q_{i}$ and pole frequency $\omega_{0 i}$, such as the one in Figure 16.8 b realizing Equation 16.13. As was explained in Chapter $15, k_{i}$ is a suitable gain constant, chosen to equalize the signal levels in order to optimize the dynamic range, and $t_{i}(s)$ is a gainscaled transfer function. Note that in writing Equation 16.15 we assumed that $n$ is even. Figure 16.9 shows the general (single-ended) structure of the filter.
To provide an example, assume we wish to realize a delay of $\tau_{D}=0.187 \mu \mathrm{~s}$ via a fifth-order Bessel approximation, but with a transmission zero at $f / f_{n}=4.67$ to improve the attenuation in the stopband. ${ }^{*}$ The transfer function is found to be

$$
\begin{equation*}
H_{5}(s)=\frac{43.3315\left(s^{2}+21.809\right)}{(s+3.6467)\left(s^{2}+6.7040 s+14.2729\right)\left(s^{2}+4.6494 s+18.1563\right)} \tag{16.17}
\end{equation*}
$$

The normalizing frequency is $f_{n}=1 /\left(2 \pi \tau_{\mathrm{D}}\right)=850 \mathrm{kHz}$ [1, Chapter 1], [3, Chapter 10]. Let us choose a cascade implementation with the circuits in Figure 16.8. Factoring Equation 16.17 leads to the first-order and the two second-order functions on the left-hand side of Equation 16.18 to be realized by the functions on the right, which are obtained from Equations 16.12 and 16.13:

$$
\begin{align*}
& T_{1}(s)=\frac{3.6467}{s+3.6467} \rightarrow T_{1}(s)=\frac{V_{\mathrm{o} 1}}{V_{\mathrm{in}}}=\frac{G_{1}}{s C_{F}+G_{2}}  \tag{16.18a}\\
& T_{2}(s)=\frac{14.2729}{s^{2}+6.7040 s+14.2729} \rightarrow T_{2}(s)=\frac{V_{\mathrm{o} 2}}{V_{\mathrm{o} 1}}=\frac{G_{1} G_{3}}{s^{2} C_{2} C_{4}+s C_{2} G_{4}+G_{2} G_{3}}  \tag{16.18b}\\
& T_{3}(s)=\frac{0.8325\left(s^{2}+21.809\right)}{s^{2}+4.6494 s+18.1563} \rightarrow T_{3}(s)=\frac{V_{03}}{V_{\mathrm{o} 2}}=\frac{s^{2} C_{2} C_{3}+G_{1} G_{3}}{s^{2} C_{2} C_{4}+s C_{2} G_{4}+G_{2} G_{3}} \tag{16.18c}
\end{align*}
$$

The components of the first- and second-order filters in Figure 16.8 are to be determined from these equations. The gain constants in the function were chosen to result in unity gain at dc. Comparing coefficients, we find with $\omega_{n}=1 / \tau_{\mathrm{D}} \approx 2 \pi .850 \mathrm{krad} \mathrm{s}^{-1} \approx 5.341 \mathrm{Mrad} \mathrm{s}^{-1}$ :
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FIGURE 16.10 Circuit to realize the filter described by Equation 16.17. Note that for easy reference we have kept the subscripts on the elements in each section the same as in Figure 16.8.

From Equation 16.18a

$$
\begin{equation*}
G_{1}=G_{2}=3.6467 \omega_{n} C_{F} \tag{16.19a}
\end{equation*}
$$

Choosing $C_{F}=2 \mathrm{pF}$ gives $G_{1}=G_{2}=38.952 \mu \mathrm{~S}$; also $C_{1}=C_{2}=0$.
From Equation 16.18b

$$
\begin{equation*}
G_{1} G_{3}=G_{2} G_{3}=14.2729 \omega_{n}^{2} C_{2} C_{4} ; \quad G_{4}=6.7040 \omega_{n} C_{4} \tag{16.19b}
\end{equation*}
$$

Choosing $C_{2}=C_{4}=2 \mathrm{pF}$ results in $G_{1}=G_{2}=G_{3}=40.354 \mu \mathrm{~S}$ and $G_{4}=71.6 \mu \mathrm{~S}$; also, $C_{1}=C_{3}=C_{5}=0$.
From Equation 16.18c, $G_{1} G_{3}=0.8325 \times 21.809 \omega_{n}^{2} C_{2} C_{4}=18.1563 \omega_{n}^{2} C_{2} C_{4}$;

$$
\begin{equation*}
G_{2} G_{3}=18.1563 \omega_{n}^{2} C_{2} C_{4} ; \quad G_{4}=4.6494 \omega_{n} C_{4} ; \quad C_{3}=0.8325 C_{4} \tag{16.19c}
\end{equation*}
$$

Choosing $C_{2}=2 \mathrm{pF}$ and $C_{4}=10 \mathrm{pF}$ yields $C_{3}=8.325 \mathrm{pF}, G_{1}=G_{2}=G_{3}=101.77 \mu \mathrm{~S}$ and $G_{4}=248.32 \mu \mathrm{~S}$; also, $C_{1}=C_{5}=0$. The remaining task is to convert the resistors into MOSFET devices. Assume the process provides transistors with $\mu C_{o x}=120 \mu \mathrm{~A} / \mathrm{V}^{2}$ and $V_{\mathrm{T}}=0.9 \mathrm{~V}$. For the choice of $V_{C}=2 \mathrm{~V}$, the aspect ratios are then calculated from the above conductance values and from Equation 16.10 via

$$
\begin{equation*}
\frac{W_{i}}{L_{i}}=\frac{G_{i}\left(V_{C}\right)}{\mu C_{o x}\left(V_{C}-V_{T}\right)}=\frac{G_{i}\left(V_{C}\right)}{120 \mu \mathrm{~A} / \mathrm{V}^{2} \times 1.1 V}=\frac{G_{i} / \mu \mathrm{S}}{132} \tag{16.20}
\end{equation*}
$$

For instance, in the first-order section we find $W_{1} / L_{1}=W_{2} / L_{2}=38.952 / 132=1 / 3.389$. The resulting circuit is shown in Figure 16.10.

### 16.2.3 Ladder Simulations

Using MOSFET-C integrators, the ladder simulation method for the MOSFET-C approach is entirely analogous to the active $R C$ procedures discussed earlier in this book (see Chapter 15). The process is illustrated by a step-by-step generic example, which should guide the reader when implementing a specific design.


FIGURE 16.11 Fifth-order elliptic $L C$ low-pass filter.


FIGURE 16.12 Transfer function magnitude of a fifth-order elliptic low-pass function.

Assume a fifth-order elliptic low-pass filter with the transfer function

$$
\begin{equation*}
H_{\mathrm{ell}}(s)=\frac{\left(s^{2}+\omega_{1}^{2}\right)\left(s^{2}+\omega_{2}^{2}\right)}{(s+a)\left(s^{2}+b s+c\right)\left(s^{2}+d s+e\right)} \tag{16.21}
\end{equation*}
$$

is prescribed, which with the help of readily available ladder synthesis software is realized by the $L C$ ladder structure in Figure 16.11 with known component values. A plot of such a function is shown in Figure 16.12. The two transmission zeros $f_{1}$ and $f_{2}$ in the figure are obtained when $L_{2}, C_{2}$, and $L_{4}, C_{4}$, respectively, resonate. The $L C$ active simulation proceeds by deriving the signal-flow graph equations [1, Chapter 6], [3, Chapter 15] or by writing the loop and node equations of the ladder along with the $V-I$ relationships describing the functions of the elements:

$$
\begin{align*}
& I_{1}=\frac{V_{i}-V_{1}}{R}, \quad I_{L 2}=\frac{V_{1}-V_{3}}{s L_{2}}, \quad I_{L 4}=\frac{V_{3}-V_{5}}{s L_{4}}  \tag{16.22a}\\
& V_{1}=\frac{I_{1}-\left[I_{L 2}+s C_{2}\left(V_{1}-V_{3}\right)\right]}{s C_{1}}  \tag{16.22b}\\
& V_{3}=\frac{I_{L 2}-I_{L 4}+s C_{2}\left(V_{1}-V_{3}\right)-s C_{4}\left(V_{3}-V_{5}\right)}{s C_{1}}  \tag{16.22c}\\
& V_{5}=V_{\mathrm{o}}=\frac{I_{L 4}+s C_{4}\left(V_{3}-V_{5}\right)}{s C_{5}+G} \tag{16.22d}
\end{align*}
$$

We recognize that these equations represent integrations of voltages into currents and currents into voltages. We also note that the currents through the capacitors $C_{2}$ and $C_{4}$ can be taken care of efficiently without resorting to integration: by connecting $C_{2}$ and $C_{4}$ directly to the voltage nodes $V_{1}, V_{3}$, and $V_{3}, V_{5}$, respectively, they conduct the currents as prescribed in Equation 16.22b through d. Next we reformat Equation 16.22a through d by eliminating $I_{1}$ from Equation 16.22 a and b and rewriting Equation 16.22 b through d such that $V_{1}, V_{3}$, and $V_{5}$, respectively, appear only on the left-hand side. The result is the new set of equations

$$
\begin{align*}
& I_{L 2}=\frac{V_{1}-V_{3}}{s L_{2}} ; \quad I_{L 4}=\frac{V_{3}-V_{5}}{s L_{4}}  \tag{16.23a}\\
& V_{1}=\frac{V_{i} G-I_{L 2}+s C_{2} V_{3}}{s\left(C_{1}+C_{2}\right)+G}  \tag{16.23b}\\
& V_{3}=\frac{I_{L 2}-I_{L 4}+s C_{2} V_{1}+s C_{4} V_{5}}{s\left(C_{2}+C_{3}+C_{4}\right)}  \tag{16.23c}\\
& V_{5}=V_{\mathrm{o}}=\frac{I_{L 4}+s C_{4} V_{3}}{s\left(C_{4}+C_{5}\right)+G} \tag{16.23d}
\end{align*}
$$

Recall that all signals in the MOSFET- $C$ circuit are voltages, which in turn produce currents summed at the op-amp inputs, and that the integration constant must be time rather than capacitance. This is achieved by scaling the equations by a resistor $R$. We illustrate the process on Equation 16.23 a and b :

$$
\begin{align*}
I_{L 4} & =\frac{V_{3}-V_{5}}{s L_{4}} \rightarrow \frac{I_{L 4}}{G}=\frac{G V_{3}-G V_{5}}{s\left(L_{4} G\right) G}  \tag{16.24a}\\
V_{1} & =\frac{V_{i} G-I_{L 2}+s C_{2} V_{3}}{s\left(C_{1}+C_{2}\right)+G} \rightarrow V_{1}=\frac{V_{i} G-\left(I_{L 2} / G\right) G+s C_{2} V_{3}}{s\left(C_{1}+C_{2}\right)+G} \tag{16.24b}
\end{align*}
$$

Notice that $L_{4} G^{2}$ has the unit of farad, i.e., it is a capacitor that, however, in Figures 16.13 and 16.14 will be labeled $L_{4}$ (and $L_{2}$, respectively) to help keep track of its origin. Similarly, $I_{L 2} / G$ and $I_{L 4} / G$ will be labeled $V_{I 2}$ and $V_{I 4}$, respectively. The integrators can now be realized as in Figure 16.6b and then interconnected as the equations prescribe. Figure 16.13 illustrates the process for Equation 16.24. The MOSFET-C implementation of all appropriately scaled equations (Equation 16.23) leads to the


(b)

FIGURE 16.13 MOSFET-C implementation of (a) Equation 16.24a and (b) Equation 16.24b. All MOSFETs realize the value $G$.


FIGURE 16.14 Operational simulation of the $L C$ ladder of Figure 16.11 with MOSFET- $C$ integrators; $C_{a}=C_{1}+C_{2}$, $C_{b}=C_{2}+C_{3}+C_{4}, C_{c}=C_{4}+C_{5}$.
fifth-order elliptic filter shown in Figure 16.14. As given in Equation 16.10, the aspect ratio of each MOSFET and the control voltage $V_{C}$ are adjusted to realize the corresponding resistor values of the standard active $R C$ implementation and all MOSFET gates are controlled by the same $V_{C}$ for tuning purposes. Arrays of MOSFETs controlled by different values of $V_{C}$ can be used to achieve programmable filter coefficients.

An often cited advantage of the MOSFET- $C$ technique is the reduced sensitivity to parasitic capacitors, whereas the $g_{m}-C$ approach discussed next must carefully account for parasitics by predistortion. Note from Figures $16.6 \mathrm{~b}, 16.8,16.10$, and 16.14 that all capacitors and the MOSFET resistors are connected to voltage-driven nodes or to virtual ground so that parasitic capacitors to ground are of no consequence as long as amplifiers with sufficiently high gain and wide bandwidth are used. Fortunately, such amplifiers are being developed [7, paper 2-B.5] so that MOSFET-C circuits promise to become increasingly attractive in the future.

## $16.3 g_{m}$-C Filters

At the time of this writing, the dominant active device used in the design of integrated continuous-time filters is the transconductor $\left(g_{m}\right)$ or the operational transconductance amplifier (OTA) [8, Chapter 5], [3, Chapter 16]. Both names, $g_{m}-C$ filters and OTA-C filters, are used in the literature; we will use the term $g_{m}-C$ filter in this text. The main reasons for this prevalence appear to be the simple systematic design methods for $g_{m}-C$ filters and, especially, the higher range of frequencies over which $g_{m}$-based filters can operate. Also, OTAs often have simpler circuitry (fewer elements) than op-amps. A transconductor is a voltage-to-current converter described by

$$
\begin{equation*}
I_{\mathrm{out}}=g_{m}(s) V_{\mathrm{in}} \tag{16.25}
\end{equation*}
$$

where $g_{m}(s)$ is the frequency-dependent transconductance parameter with units of ampere/volt or siemens, abbreviated S. Typical values for $g_{m}$ are tens to hundreds of microsiemens in CMOS and up to millisiemens in bipolar technology. A simplified small-signal equivalent circuit is shown in Figure 16.15. The dashed components in Figure 16.15 are parasitics that in an ideal OTA should be


FIGURE 16.15 Small-signal equivalent circuit.
zero but that in practice must be accounted for. For common designs in CMOS technology, the input conductance $g_{\mathrm{i}}$ is zero; the input and output capacitances, $c_{\mathrm{i}}$ and $c_{\mathrm{o}}$, are typically of the order of 0.05 pF or less and the output resistance $r_{\mathrm{o}}=1 / \mathrm{g}_{\mathrm{o}}$ is in the range of $50 \mathrm{k} \Omega$ to $1 \mathrm{M} \Omega$. The bandwidth of well-designed transconductors is so large that $g_{m}$ in many cases can be regarded as constant, $g_{m}(s)=g_{m 0}$, but for critical applications in high-frequency designs the transconductance pole and the resulting phase errors must be considered. A good model for these situations is

$$
\begin{equation*}
g_{m}(s) \approx g_{m 0} e^{-s \tau} \approx \frac{g_{m 0}}{1+s \tau} \approx g_{m 0}(1-s \tau) \tag{16.26}
\end{equation*}
$$

where $f=1 /(2 \pi \tau)$ is the pole location (typically at several 100 MHz to 10 GHz ) and the phase error $\Delta \phi=-\omega \tau$ is considered small, i.e., $\omega \tau \ll 1$. The three different approximations in Equation 16.26 for representing the frequency dependence are equivalent; the pole is used most often, the zero frequently results in simpler equations and algebra, and the phase may give better insight into the behavior of feedback loops.

The most commonly used circuit symbols are shown in Figure 16.16. Note that OTA designs with multiple differential inputs as in Figure 16.16c are readily available. They often lead to simpler filter designs with less silicon area and power consumption because only the OTA input stages must be duplicated, whereas the remaining parts of the OTA, such as output and common-mode feedback circuitry, can be shared. Essentially, if two OTAs with the same $g_{m}$ value in a filter have a common output node (a frequent situation), the two OTAs can be merged into the circuit of Figure 16.16c, thus saving circuitry and power.

Filter design methods discussed in this section use only OTAs and capacitors: OTAs to provide gain and capacitors to provide integration. To establish time constants, resistors may also be required, but their function can be obtained from OTAs: "resistors" of value $1 / g_{m}$ can be simulated by connecting the OTA output to its input with the polarities shown in Figure 16.17a and b. Inverting one pair of


FIGURE 16.16 OTA symbols (a) differential input-single-ended output: $I_{\mathrm{o}}=g_{m}\left(V^{+}-V^{-}\right.$); (b) fully differential; and (c) with multiple inputs: $I_{\mathrm{o}}=g_{m}\left[\left(V_{1}^{+}-V_{1}^{-}\right)+\left(V_{2}^{+}-V_{2}^{-}\right)\right]$.


FIGURE 16.17 Simulated resistors: (a) positive single-ended of value $V / I=1 / g_{m}$; (b) positive differential resistor of value $\left(V^{+}-V^{-}\right) / I=1 / g_{m}$; and (c) negative differential resistor $-1 / g_{m}$.
terminals results in a negative resistor as in Figure 16.17c.* Since transconductors and capacitors can be used to build all components necessary for designing the filters, they are called transconductance- $C$ or $g_{m}-C$ filters. We discuss the remaining "composite" building blocks, integrators and gyrators ${ }^{\dagger}$ subsequently in Section 16.3.1.
In this section we will not go into the electronic circuit design methods for OTAs, but refer the reader to the literature, which contains a great number of useful transconductance designs in all current technologies. References [5,7] contain numerous papers that discuss practical transconductance circuits. The most popular designs currently use CMOS, but bipolar and BiCMOS are also widely employed, and GaAs has been proposed for applications at the highest frequencies or under unusually severe environmental conditions. Since transconductors are almost always used in open loop without local feedback, their input stages must handle the full amplitude of the signal to be processed. Typically, the OTA input stage is a differential pair with quite limited signal swing before nonlinearities become unacceptable. Thus, much design expertise has gone into developing linearization schemes for transconductance circuits. They have resulted in designs that can handle signals of the order of volts with nonlinearities of a fraction of $1 \%$. Apart from simple source-degeneration techniques, the most commonly employed approaches use variations of the principle of taking the difference between the drain currents of two MOS devices in the saturation region but driven differentially, so that the difference current is linear in $V_{g s}$ :

$$
\begin{align*}
I_{d}^{+} & =k\left(V_{g s}-V_{\mathrm{T}}\right)^{2}=k\left(V_{g s}^{2}+V_{\mathrm{T}}^{2}-2 V_{g s} V_{\mathrm{T}}\right) \\
I_{d}^{-} & =k\left(-V_{g s}-V_{\mathrm{T}}\right)^{2}=k\left(V_{g s}^{2}+V_{\mathrm{T}}^{2}+2 V_{g s} V_{\mathrm{T}}\right)  \tag{16.27}\\
\Delta I_{d} & =I_{d}^{+}-I_{d}^{-}=-4 V_{g s} V_{\mathrm{T}}
\end{align*}
$$

Another approach reasons that the most linear (trans)conductance behavior should be obtainable from the current through a resistor. Thus, operating an MOS device in the resistive (triode) region,

$$
I_{d}=k\left[\left(V_{g s}-V_{\mathrm{T}}\right) V_{d s}-0.5 V_{d s}^{2}\right]
$$

and taking the derivative with respect to $V_{g s}$ for constant $V_{d s}=V_{D S}$ results in a perfectly linear transconductance,
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$$
\begin{equation*}
g_{m}=\frac{\mathrm{d} I_{d}}{\mathrm{~d} V_{g s}}=k V_{D S} \tag{16.28}
\end{equation*}
$$

\]

that furthermore can be adjusted (tuned) by varying a dc bias voltage ( $V_{D S}$ ) as long as $V_{D S}$ stays small enough for the transistor to remain in the triode region. The circuitry surrounding the triode-region MOS device must assure that $V_{D S}$ remains constant and independent of the signal.

As mentioned, the literature contains numerous practical CMOS, bipolar, or biCMOS transconductance designs that require low power supply voltages ( $\pm 1.5 \mathrm{~V}$, or 0 to 3 V , or even less for low-power applications), and have acceptable signal swing (of the order of volts), with low nonlinearities (as low as a small fraction of $1 \%$ ) and wide bandwidth (up to several hundred megahertz and even into the gigahertz range). Two further aspects of OTA design should be stressed at this point. First, since $g_{m}-C$ filters often contain many transconductors, the designer ought to strive for simple OTA circuitry. It saves silicon real estate and at the same time often results in better frequency performance because of reduced parasitics at internal nodes. We point out though that there exists a trade-off between simple circuitry and large voltage swing: a wide linear signal range always requires special linearizing circuit techniques and, therefore, additional components. The second issue pertains to tuning. We mentioned earlier that continuous-time filters always require tuning steps to eliminate the effects of fabrication tolerances and component drifts. In IC technologies this implies that the circuit components must be electronically adjustable. Since (MOS) capacitors are generally fixed, ${ }^{*}$ all tuning must be handled via the transconductance cells by changing one or more bias points. Usually two adjustments are needed: the magnitude of $g_{m}$ must be varied to permit tuning the frequency parameters set by $g_{m} / C$-ratios and, as explained later, the phase $\Delta \phi$ must be varied to permit tuning the filters' quality factors. We discuss tuning methods in some detail in Section 16.4.

In the Section 16.3.1 we introduce the central building blocks from which $g_{m}$ - $C$ filters are constructed, the integrator and the gyrator. Just as we saw in the discussion of MOSFET- $C$ circuits and in the earlier treatment of active $R C$ filters, integrators are fundamental to the development of active filter structures, both for second-order sections and cascade designs, as well as for higher order $L C$ ladder simulations. Gyrators along with capacitors are used to replace inductors in passive RLC filters so that many passive filter structures, such as $L C$ ladders, can be directly translated into $g_{m}-C$ form.

### 16.3.1 Basic Building Blocks

### 16.3.1.1 Integrators

Integrators are obtained readily by loading an OTA with a floating or a grounded capacitor as shown in Figure 16.18. Observe that the simpler technology of grounded capacitors requires four times the capacitor value and silicon area. Ideally, the integrator realizes the transfer function

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=-\frac{g_{m}}{s C} \tag{16.29a}
\end{equation*}
$$

but notice that the function is sensitive to unavoidable parasitic capacitors as well as to the OTA output conductance $g_{0}$. Observe from Figure 16.19 that the output conductance is in parallel with the integrating capacitor $C$, and that the output capacitances $C_{0}$ from the positive and negative output nodes of the OTA circuitry to ground add to the value of $C$. Furthermore, the designer should bear in mind that in IC technology floating capacitors have a substantial parasitic capacitance $C_{\mathrm{s}}$ (about $10 \%$ of the value of $C$ ) from the bottom plate to the substrate, i.e., to ac ground. To maintain symmetry, the designer may wish
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FIGURE 16.18 Integrator. The integrator capacitor may be floating (a) or grounded (b). Note that the groundedcapacitor realization requires four times the area.


FIGURE 16.19 Parasitic capacitors associated with a $g_{m}-C$ integrator.
to split the integrating capacitor into two halves connected such that the parasitic bottom plate capacitors $0.5 C_{\mathrm{s}}$ appear at the two OTA outputs. The situation is illustrated in Figure 16.19. Taking the parasitics into consideration, evidently, the integrator realizes

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=-\left.\frac{g_{m}}{s C_{\mathrm{int}}+g_{0}}\right|_{s=j \omega}=-\frac{g_{m}}{j \omega C_{\mathrm{int}}\left(1-j / Q_{\mathrm{int}}\right)} \tag{16.29b}
\end{equation*}
$$

that is, it becomes lossy with a finite integrator quality factor

$$
\begin{equation*}
Q_{\mathrm{int}}=\frac{\omega C_{\mathrm{int}}}{g_{\mathrm{o}}} \tag{16.30a}
\end{equation*}
$$

and an effective integrating capacitor equal to

$$
\begin{equation*}
C_{\mathrm{int}}=C+\frac{1}{2}\left(\frac{C_{s}}{2}+C_{0}\right) \tag{16.30b}
\end{equation*}
$$

To maintain the correct integration constant as nominally designed, the circuit capacitor $C$ should be predistorted to reflect the parasitics appearing at the integration nodes. The parasitics should be estimated as best as possible, for example, from a layout process file, and their values subtracted from the nominal value of $C$ in the final layout. If grounded capacitors are used as in Figure 16.18b, the bottom plate should, of course, be connected to ground so that the substrate capacitances are connected between ground and the power supply. Thus, they are shorted out for the signals and play no role. Observe that the presence of parasitic capacitors tends to limit the high-frequency performance of these


FIGURE 16.20 (a) $g_{m}$-C-op-amp integrator; (b) nominal correction for phase errors.
filters because high-frequency filters require large time constants, $g_{m} / C$, i.e., small capacitors.* The smallest capacitor $C$, however, must obviously be larger than the sum of all parasitics connected at the integrator output nodes to be able to absorb these parasitics. ${ }^{\dagger}$ Because the values of the parasitic capacitors can generally only be estimated, one typically chooses $C$ to be three to five times larger than the expected parasitics to maintain some predictability in the design. The reader will notice that integrators with grounded capacitors, Figure 16.18b, have a small advantage in high-frequency circuits where parasitic capacitors become large relative to $C$. Because of the problem with parasitic capacitors, an alternative " $g_{m}$-C-op-amp" integrator is also used. It employs an op-amp to minimize their effects for the price of a second active device, increased noise, silicon area, and power consumption. Figure 16.20a shows the configuration. Notice that now the parasitic capacitors play no role because they are connected between ground and virtual ground (the op-amp inputs) so that they are never charged. A more careful analysis shows that the integrator realizes

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{g_{m}}{s C} \frac{1}{1+\frac{1}{A(s)}\left(1+\frac{C_{\mathrm{p}}}{C}\right)} \approx \frac{g_{m}}{s C} \frac{1}{1+\frac{s}{\omega_{t}}\left(1+\frac{C_{\mathrm{p}}}{C}\right)} \tag{16.31}
\end{equation*}
$$

where $C_{\mathrm{p}}=0.5\left(C_{\mathrm{o}}+2 C_{s}\right)$ represents the total parasitic capacitance at each of the op-amp input terminals. Evidently, the integrator has acquired a parasitic pole at

$$
\begin{equation*}
s=-\omega_{\mathrm{t}} \frac{C}{C+C_{\mathrm{p}}} \tag{16.32}
\end{equation*}
$$

where we have modeled the amplifier gain as $A(s) \approx \omega_{t} / s$. The high-frequency performance is now limited by the op-amp behavior. It has been shown, though, that a low-gain wideband amplifier, essentially a second OTA with dc gain $g_{m} / g_{o}$, can be used for this application. Nevertheless, the second active device introduces parasitic poles (and zeros) whose effects must be carefully evaluated in practice. The dominant pole introduced by the op-amp may be canceled nominally by an $r C$ phase lead as shown in Figure 16.20b. The circuit realizes

[^45]\[

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{g_{m}}{s C} \frac{1+s C r}{1-\frac{\omega}{\omega_{t}} \omega C_{\mathrm{p}} r+\frac{s}{\omega_{t}}\left(1+\frac{C_{\mathrm{p}}}{C}\right)} \approx \frac{g_{m}}{s C} \frac{1+s C r}{1+\frac{s}{\omega_{t}}\left(1+\frac{C_{\mathrm{p}}}{C}\right)} \tag{16.33}
\end{equation*}
$$

\]

so that $r$ should be chosen as

$$
\begin{equation*}
r=\frac{1}{\omega_{\mathrm{t}} C}\left(1+\frac{C_{\mathrm{p}}}{C}\right) \tag{16.34}
\end{equation*}
$$

to cancel the pole. The small resistor $r$ may be a MOSFET in the triode region as indicated in Figure 16.20 b so that $r\left(V_{C}\right)$ becomes variable for any necessary fine adjustments. Notice that the cancellation is only nominal because Equation 16.34 can never be satisfied exactly because of the uncertain values of $\omega_{t}$ and $C_{\mathrm{p}}$.

### 16.3.1.2 Gyrators

A gyrator is defined by the equations

$$
\begin{equation*}
I_{\mathrm{i}}=\frac{1}{r} V_{\mathrm{o}} ; \quad I_{\mathrm{o}}=-\frac{1}{r} V_{\mathrm{i}} \tag{16.35a}
\end{equation*}
$$

where $r$ is the so-called gyration resistance and the currents are defined as positive when flowing into the gyrator. Thus, the input impedance $Z_{\text {in }}(s)$ is inversely proportional to the load impedance $Z_{\text {load }}(s)$ :

$$
\begin{equation*}
Z_{\text {in }}(s)=\frac{V_{\mathrm{i}}}{I_{\mathrm{i}}}=r^{2} \frac{-I_{\mathrm{o}}}{V_{\mathrm{o}}}=r^{2} \frac{1}{Z_{\text {load }}(s)} \tag{16.35b}
\end{equation*}
$$

If a gyrator is loaded by a capacitor, $Z_{\text {load }}(s)=1 /(s C)$, the input impedance is proportional to frequency, i.e., it behaves like an inductor of value $r^{2} \mathrm{C}$ :

$$
\begin{equation*}
Z_{\text {in }}(s)=s r^{2} C=s L \tag{16.36}
\end{equation*}
$$

Equation 16.35 a indicates that a gyrator can be interpreted as a connection of an inverting and a noninverting transconductor of value $g_{m}=1 / r$ as shown in Figure 16.21a. This fact makes it very easy to build excellent gyrators with OTAs (see Figure 16.21 b and c ), whereas it has been found quite difficult to obtain good gyrators with op-amps. An exception is Antoniou's general impedance converter (GIC) [1, Chapter 5], [3, Chapter 14.1]. However, it is useful only at relatively moderate frequencies (up to about $5 \%-10 \%$ of the op-amp's gain-bandwidth product);* also, the circuit contains resistors that are not voltage-driven and, therefore, cannot readily be translated into a MOSFET-C equivalent as was discussed previously. The availability of good gyrators provides us with a convenient method for building high-frequency integrated $g_{m}$-C ladder filters, which is based on inductor-replacement to be discussed in Section 16.3.3.1.
Notice that the comments made earlier about the effects of parasitic capacitors also apply to inductor simulation: the parasitic input and output capacitors of the OTAs and the bottom-plate-to-substrate capacitances (Figure 16.19) add to the capacitor used to set the value of the simulated inductor. For instance, using the same notation as in Figure 16.19, the effective capacitor in Figure 16.21b equals
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FIGURE 16.21 (a) Controlled-source realization of capacitively loaded gyrator to realize a grounded inductor; (b) differential $g_{m}-C$ implementation; and (c) a floating inductor requires two gyrators.

$$
\begin{equation*}
C_{\mathrm{eff}}=C+\frac{1}{2}\left(\frac{C_{s}}{2}+C_{\mathrm{i}}+C_{\mathrm{o}}\right) \tag{16.37}
\end{equation*}
$$

where $C_{\mathrm{i}}$ is the parasitic capacitance at the input terminals of the OTA, see Figure 16.15 , and $C$ is assumed to be split as in Figure 16.19. Note also that a parasitic capacitor of value $C_{\mathrm{in}}=C_{\mathrm{i}}+C_{\mathrm{o}}$ is measured across the inductor of Figure 16.21 b so that the inductor

$$
\begin{equation*}
L_{\mathrm{eff}}=\frac{C_{\mathrm{eff}}}{g_{m}^{2}} \tag{16.38}
\end{equation*}
$$

has a self-resonance frequency ${ }^{\star}$

$$
\begin{equation*}
\omega_{0}=\frac{1}{\sqrt{L_{\mathrm{eff}} C_{\mathrm{in}}}} \tag{16.39}
\end{equation*}
$$

Finally, to complete the inductor model, recall that the OTAs have finite differential output conductances, ${ }^{\dagger} g_{o}$ (see Figure 16.15), which appear across the input and load terminals of the gyrator in Figure 16.21 b. Consequently, the full inductive admittance realized by Figure 16.21 b equals

$$
\begin{equation*}
Y_{L}(s)=g_{\mathrm{o}}+s C_{\mathrm{in}}+\frac{g_{m}^{2}}{s C_{\mathrm{eff}}+g_{\mathrm{o}}} \tag{16.40}
\end{equation*}
$$

to yield the equivalent circuit in Figure 16.22 for the inductor $L$. The designer should keep this circuit in mind when using this method to develop a filter.

Evidently, the realized quality factor of the inductor equals $Q_{L}=\omega C_{\text {eff }} / g_{o}$. This means OTAs with large output resistance $r_{\mathrm{o}}=1 / g_{\mathrm{o}}$ are needed for high-quality inductor simulations.
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FIGURE 16.22 Passive equivalent circuit for the grounded inductor simulated in Figure 16.21b.

Next we discuss first- and second-order $g_{m}-C$ sections used as building blocks for the cascade approach to high-order filter design. As was the case for the MOSFET- $C$ method, we will see that $g_{m}-C$ sections are constructed by interconnecting integrators.

### 16.3.1.3 First- and Second-Order Sections

Consider the integrator in Figure 16.18a; we make it lossy by loading it with the resistor in Figure 16.17b. Let the input signals also be fed through capacitors into the integrator output nodes as shown in Figure 16.23. The circuit is readily analyzed by writing Kirchhoff's current law at the output node to yield

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=-\frac{s C_{1}+g_{m 1}}{s\left(C_{1}+C\right)+g_{m 2}} \tag{16.41}
\end{equation*}
$$

The circuit may realize any desired first-order function by choosing the appropriate values for the transconductances and the capacitors. For example, a low-pass can be obtained by setting $C_{1}=0$; a highpass results from $g_{m 1}=0$ and possibly $C=0$; and $C=0$ and $g_{m 1}=-g_{m 2}$ results in an all-pass function.

A second-order block can be designed by interconnecting two integrators in a variety of feedback configurations. To keep the method more transparent, we show one such possibility in Figure 16.24 with single-ended outputs. A differential structure is obtained by mirroring the circuit at ground and duplicating the appropriate components as was demonstrated in connection with Figure 16.4. Let us disregard for now the dashed OTA with inputs $V_{a}$ and $V_{b}$ and apply an input signal $V_{\mathrm{i}}$; writing the node equations for Figure 16.24 we obtain

$$
\begin{equation*}
g_{m 3}\left(V_{\mathrm{i}}-V_{2}\right)+g_{m 4}\left(V_{1}-V_{3}\right)=0 ; \quad s C_{1} V_{1}=-g_{m 1} V_{3} ; \quad s C_{2} V_{2}=-g_{m 2} V_{1} \tag{16.42}
\end{equation*}
$$

By eliminating two of the three voltages $V_{1}, V_{2}$, or $V_{3}$ from these equations, we obtain the bandpass, low-pass, and high-pass functions, respectively,


FIGURE 16.23 First-order $g_{m}-C$ section.


FIGURE 16.24 General biquadratic $g_{m}-C$ section.

$$
\begin{align*}
& \frac{V_{1}}{V_{\mathrm{i}}}=H_{\mathrm{BP}}(s)=\frac{-s C_{2} g_{m 1} g_{m 3}}{s^{2} C_{1} C_{2} g_{m 4}+s C_{2} g_{m 1} g_{m 4}+g_{m 1} g_{m 2} g_{m 3}}  \tag{16.43a}\\
& \frac{V_{2}}{V_{\mathrm{i}}}=H_{\mathrm{LP}}(s)=\frac{g_{m 1} g_{m 2} g_{m 3}}{s^{2} C_{1} C_{2} g_{m 4}+s C_{2} g_{m 1} g_{m 4}+g_{m 1} g_{m 2} g_{m 3}}  \tag{16.43b}\\
& \frac{V_{3}}{V_{\mathrm{i}}}=H_{\mathrm{HP}}(s)=\frac{s^{2} C_{1} C_{2} g_{m 3}}{s^{2} C_{1} C_{2} g_{m 4}+s C_{2} g_{m 1} g_{m 4}+g_{m 1} g_{m 2} g_{m 3}} \tag{16.43c}
\end{align*}
$$

In any electrical network, one can generate different numerator polynomials, i.e., different transmission zeros, without disturbing the poles, i.e., the system polynomial, by applying an input voltage to any node that is lifted off ground, or by sending an input current into any floating node. The second of these possibilities is illustrated in Figure 16.24 in dashed form where a current $g_{m}\left(V_{b}-V_{a}\right)$ is sent into Node 3 . We leave the analysis to the reader. We demonstrate the first possibility by applying $V_{\mathrm{i}}$ to the noninverting terminals of $\mathrm{OTA}_{1}$ and $\mathrm{OTA}_{2}$, which are grounded in Figure 16.24. The reader may show by routine analysis that lifting these two nodes off ground and then applying $V_{\mathrm{i}}$ to both of them (in addition to the original input) results in the complete biquadratic transfer function

$$
\begin{equation*}
\frac{V_{3}}{V_{\mathrm{i}}}=\frac{s^{2} C_{1} C_{2} g_{m 3}+s g_{m 1}\left(C_{2} g_{m 4}-C_{1} g_{m 3}\right)+g_{m 1} g_{m 2} g_{m 3}}{s^{2} C_{1} C_{2} g_{m 4}+s C_{2} g_{m 1} g_{m 4}+g_{m 1} g_{m 2} g_{m 3}} \tag{16.44}
\end{equation*}
$$

with which, for example, a notch filter may be realized by setting $C_{2} g_{m 4}=C_{1} g_{m 3}$.
A great variety of second-order sections can be found in the literature, e.g., [3, Chapter 16.3]. Many are designed for specific transfer functions rather than the general circuit in Figure 16.24, and are often simpler and contain fewer OTAs. Readers are well advised to scan the available literature for the best circuit for their applications.

### 16.3.2 Cascade Realizations

Apart from modularity and simple design methods, the main advantage of the cascade approach is its generality: a cascade structure can realize a transfer function with arbitrary zero locations, whereas simulations of lossless LC ladders discussed below are restricted to $j \omega$-axis transmission zeros. Implementing a prescribed transfer function by the cascade method with $g_{m}-C$ integrated filters follows the same principles that were discussed in Chapter 15 for discrete active $R C$ filters and leads to the filter structure in Figure 16.9. The difference lies only in the final realization of the sections in monolithic form. We demonstrate the principle with the example of a high-frequency filter for the read/write channel of a

TABLE 16.2 Filter Parameters for Equation 16.45

|  | Pole Frequency <br> (Normalized to $10^{7} \mathrm{~s}^{-1}$ ) | Pole Quality Factor <br> $\left(\right.$ Normalized to $10^{7} \mathrm{~s}^{-1}$ ) | Zero |
| :--- | :---: | :---: | :---: |
| Biquad 1 | $\omega_{1}=1.14762$ | $Q_{1}=0.68110$ | $\sigma_{z}=0.95$ |
| Biquad 2 | $\omega_{2}=1.71796$ | $Q_{2}=1.11409$ |  |
| Biquad 3 | $\omega_{3}=2.31740$ | $Q_{3}=2.02290$ |  |
| Section 4 | $\sigma=0.86133$ | - |  |

magnetic disk storage system,* where the most critical specification is constant delay, i.e., linear phase. To this end, let us discuss the design of a seventh-order cascade low-pass with a constant delay approximated in the Chebyshev (equiripple) sense. The specifications call for a delay variation of maximally 1 ns over the passband and a bandwidth $f_{c}=10 \mathrm{MHz}$. The transfer function to be implemented is

$$
\begin{equation*}
H_{7}(s)=\frac{K_{0}\left(s^{2}-\sigma_{z}^{2}\right)}{(s+\sigma)\left(s^{2}+s \omega_{1} / Q_{1}+\omega_{1}^{2}\right)\left(s^{2}+s \omega_{2} / Q_{2}+\omega_{2}^{2}\right)\left(s^{2}+s \omega_{3} / Q_{3}+\omega_{3}^{2}\right)} \tag{16.45}
\end{equation*}
$$

with the required parameters given in Table 16.2. The purpose of the symmetrical pair of zeros at $\pm \sigma_{z}$ is magnitude equalization to effect a gain boost for pulse slimming. Note that these zeros do not affect the phase or the delay because the factor $\left(\omega^{2}+\sigma_{z}^{2}\right)$ is real on the $j \omega$-axis. The fully differential second-order circuit chosen for the low-pass sections is shown in Figure 16.25a. Simple analysis shows that it realizes the function

$$
\begin{equation*}
H_{\mathrm{LP}}(s)=\frac{V_{\mathrm{LP}}}{V_{\mathrm{i}}}=\frac{g_{m 1} g_{m 2}}{s^{2} C_{1} C_{2}+s C_{1} g_{m 2}+g_{m 1} g_{m 2}}=\frac{\omega_{0}^{2}}{s^{2}+s \omega_{0} / Q_{0}+\omega_{0}^{2}} \tag{16.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{0}=\sqrt{\frac{g_{m 1} g_{m 2}}{C_{1} C_{2}}} \tag{16.47a}
\end{equation*}
$$



FIGURE 16.25 (a) Second-order low-pass $g_{m}-C$ section; (b) an equalizer section.

[^48]and
\[

$$
\begin{equation*}
Q_{0}=\sqrt{\frac{g_{m 1} C_{2}}{g_{m 2} C_{1}}} \tag{16.47b}
\end{equation*}
$$

\]

are the pole frequency and pole quality factor, respectively. There remains the question of how to obtain the two real transmission zeros at $\pm \sigma_{z}$. For this purpose we recall that the zeros of a transfer function can be changed without destroying the poles by feeding the input signal or a fraction thereof into any of the ground nodes lifted off ground. For the situation at hand this can be accomplished by lifting the capacitors $2 C_{2}$ in the low-pass off ground and feeding $K V_{\mathrm{i}}$ with the appropriate polarity into the terminals so generated. Figure 16.25 b shows the resulting circuit, which may be analyzed to yield the transfer function

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=\frac{-K s^{2} C_{1} C_{2}+g_{m 1} g_{m 2}}{s^{2} C_{1} C_{2}+s C_{1} g_{m 2}+g_{m 1} g_{m 2}} \tag{16.48}
\end{equation*}
$$

with the zero at $\sigma_{\mathrm{z}}= \pm \omega_{0} K^{-1 / 2}$. Observe that the two transconductors labeled $g_{m 1}$ and $g_{m 2}$, respectively, have common output terminals; they can, therefore, be merged into one double-input transconductor each as discussed in connection with Figure 16.16c. Further, we need the circuit in Figure 16.23 with $C_{1}=0$ to realize a first-order section, a lossy integrator with the function

$$
\begin{equation*}
\frac{V_{\mathrm{o}}}{V_{\mathrm{i}}}=-\frac{g_{m 1}}{s C+g_{m 2}} \tag{16.49}
\end{equation*}
$$

Finally, we must determine the component values. To this end we compute from Equations 16.47 and 16.49 the relationships

$$
\begin{align*}
C_{1}=\frac{g_{m}}{\omega_{i} Q_{i}} & =\frac{12.5}{\omega_{i} Q_{i}} \mathrm{pF} ; \quad C_{2}=g_{m} \frac{Q_{i}}{\omega_{i}}=12.5 \frac{Q_{i}}{\omega_{i}} \mathrm{pF} ; \\
C & =\frac{g_{m}}{\sigma}=\frac{12.5}{\sigma} \mathrm{pF} ; \quad K=\left(\frac{\omega_{1}}{\sigma_{z}}\right)^{2} \tag{16.50}
\end{align*}
$$

where we used that $\omega_{i}$ in Table 16.2 was normalized by a factor $10^{7} \mathrm{~s}^{-1}$ and we assumed for simplicity that all OTAs have the same transconductance values, ${ }^{*} g_{m 1}=g_{m 2}=g_{m}=125 \mu \mathrm{~S}$. Lastly, to illustrate the need to account for parasitics, we observe that in Figure 16.25 the capacitor $C_{1}$ is paralleled by $2 C_{o}$ and $1 C_{i}$, and the capacitor $C_{2}$ by $2 C_{\mathrm{o}}$ and $3 C_{\mathrm{i}}$. The third input capacitor in parallel with $C_{2}$ is arrived at by the fact that each biquad must drive the next biquad in the cascade connection and there sees an OTA input. The capacitor $C$ in Figure 16.23 is in parallel with $2 C_{\mathrm{o}}$ and $1 C_{\mathrm{i}}$. To arrive at numerical values we will assume $C_{\mathrm{o}}=0.09 \mathrm{pF}$ and $C_{i}=0.04 \mathrm{pF}$. Consequently, the capacitor values are obtained from Equation 16.50 as

$$
\begin{equation*}
C_{1}=\frac{12.5}{\omega_{i} Q_{i}} \mathrm{pF}-0.22 \mathrm{pF} ; \quad C_{2}=12.5 \frac{Q_{i}}{\omega_{i}} \mathrm{pF}-0.3 \mathrm{pF} ; \quad C=\frac{12.5}{\sigma} \mathrm{pF}-0.22 \mathrm{pF} \tag{16.51}
\end{equation*}
$$

Table 16.3 contains the computed capacitor values and Figure 16.26 shows the final cascade block diagram with the equalizer section leading and the first-order low-pass at the end. The two control

[^49]TABLE 16.3 Component Values of the Cascade Filter for Equation 16.45

| Section | $i=1$ | $i=2$ | $i=3$ | $i=4$ |
| :--- | :---: | :---: | :---: | :---: |
| $C_{1 \mathrm{i}}$ | 15.77 pF | 6.31 pF | 2.45 pF | - |
| $C_{2 \mathrm{i}}$ | 7.12 pF | 7.81 pF | 10.61 pF | - |
| $C$ | - | - | - | 14.29 pF |
| $K$ | 1.459 | - | - | - |



FIGURE 16.26 Structure of the seventh-order low-pass filter including control circuitry.
blocks are necessary to be able to tune the filter electronically: the gain $K$ is varied via the Equalizer control block to set the position of the zeros and thereby the amount of gain boost, i.e., pulse slimming. Electronic tuning of the frequency parameter $g_{m} / C$ is accomplished via adjusting the bias currents of the OTAs by the block labeled Bias $f_{c}$ control. Thereby uncontrollable changes in the value $g_{m} / C$ due to process variations or temperature can be accounted for. Details of such a control scheme are discussed in Section 16.4.

### 16.3.3 Ladder Simulations

As mentioned earlier, the main reason for using the popular LC ladder simulation method for filter design is the generally lower passband sensitivity of this topology to component tolerances [1, Chapter 3], [3, Chapter 13], see also Chapter 7. As before, the procedures are, in principle, identical to those discussed in connection with discrete circuits and are best illustrated with the help of a generic example. Let us consider again the classical ladder structure in Figure 16.11, which realizes the fifth-order elliptic low-pass characteristic Equation 16.21 and is described by Equation 16.22. Two methods are available to simulate the ladder. The first and most intuitive method replaces the inductors $L_{2}$ and $L_{4}$ by capacitively loaded gyrators (Figure 16.21). The second method recognizes that the inductors and the grounded capacitors in Figure 16.11 perform the function of integration. This signal-flow graph method is completely analogous to the process discussed earlier in Chapter 15 and for MOSFET-C filters, and will be presented in Section 16.3.3.2. We point out here that the element replacement and the signal-flow graph methods lead to the same circuitry [3, Chapter 16.4] so that either method can be used at the designer's convenience.

### 16.3.3.1 Element Replacement Methods

Replacing the inductors $L_{2}$ and $L_{4}$ in Figure 16.11 by capacitively loaded gyrators and using differential balanced circuitry leads to the circuit in Figure 16.27a. It is obtained by first converting the voltage source to a current source (Norton transformation), which also converts the series source resistor $R$ into a shunt resistor. The first OTA in Figure 16.27a performs the source transformation, the second OTA is the grounded resistor. Since the two inductors are floating, the implementation of each requires two gyrators, i.e., four OTAs (see Figure 16.21c). Note that all OTAs are identical, and that all


FIGURE 16.27 (a) Transconductor- $C$ simulation by the element replacement method of the fifth-order elliptic lowpass ladder in Figure 16.11, including source and load resistors. All $g_{m}$-cells are identical. Note that the floating inductors require two gyrators for implementation. (b) The circuit with dual-input OTAs.
capacitors except $C_{2}$ and $C_{4}$ could be grounded; for example, instead of connecting $C_{1}$ between nodes $A$ and $B$ in Figure 16.27a, capacitors of value $2 C_{1}$ could be connected from both nodes $A$ and $B$ to ground. Comparing the active circuit with the $L C$ prototype readily identifies both structure ${ }^{*}$ and components. The element values are obtained directly from the prototype $L C$ ladder, e.g., from published tables, such as Ref. [2], or from appropriate synthesis software. Labeling for the moment the normalized components in the prototype $L C$ ladder by the subscript $n$, i.e., $R_{n}, C_{i, n}$, and $L_{i, n}$, the transformation into the real component values with units of $[\mathrm{F}]$ and $[\mathrm{H}]$ is achieved by the following equations:

$$
\begin{equation*}
R=\frac{R_{n}}{g_{m}} ; \quad C_{i}=C_{i, n} \frac{g_{m}}{\omega_{c}} ; \quad L_{i}=L_{i, n} \frac{1}{g_{m} \omega_{c}}=\frac{C_{L i}}{g_{m}^{2}} \rightarrow C_{L i}=L_{i, n} \frac{g_{m}}{\omega_{c}} \tag{16.52}
\end{equation*}
$$

where
$g_{m}$ is the transconductance value chosen by the designer
$\omega_{c}$ is the normalizing frequency (usually the specified passband corner frequency)
$R_{n}$ is in most prototype designs normalized to $R_{n}=1$
Naturally, as discussed earlier, all capacitor values must be predistorted to account for the parasitic capacitors appearing at the capacitor nodes. For example, note that $C_{L 2}$ is paralleled by two OTA input and two OTA output capacitors, and for symmetrical layout (Figure 16.19), by $0.25 C_{s}$. We see that the

[^50]element replacement method is a very straightforward design process; it has been found to work very well in practice.

Figure 16.27 b shows the same circuit but realized with dual-input OTAs (Figure 16.16c). As was pointed out earlier, this merging of OTAs can always be used when two (or more) OTAs share a common output node. It results in simplified circuitry, and possibly reduced power consumption and chip area. In such cases, only the linearized input stages of the OTA must be duplicated, but bias, output, and common-mode rejection circuitry can be shared. Observe also that the input voltage is applied to both inputs of the first dual-input OTA in Figure 16.27 b , thereby doubling its value of $g_{m}$. This multiplies the transfer function by a factor of two and eliminates the 6 dB loss inherent in the $L C$ ladder (see Figure 16.12).
A small example will show the design process. For an antialiasing application we need to realize a third-order elliptic low-pass filter with $f_{c}=10 \mathrm{MHz}$ bandwidth, 0.5 dB passband ripple, 17.5 MHz stopband edge, and 23 dB stopband attenuation. It leads to the transfer function [2]

$$
\begin{equation*}
H(s)=\frac{0.28163\left(s^{2}+3.2236\right)}{(s+0.7732)\left(s^{2}+0.5016 s+1.1742\right)} \tag{16.53}
\end{equation*}
$$

and the normalized element values $R_{n}=1, C_{1 n}=C_{3 n}=1.293, C_{2 n}=0.3705$, and $L_{2 n}=0.8373$. The topology is as in Figure 16.11 with $C_{4 n}=L_{4 n}=C_{5 n}=0$. Figure 16.28 shows the active circuit. Observe that we have realized each of the floating capacitors $C_{j}$ as $0.5 C_{j}+0.5 C_{j}, j=1,2,3, L 2$, with inverted bottom-plate connections. This design choice preserves symmetry in the balanced differential layout by placing the unavoidable substrate capacitors of value $\approx 0.1 \times\left(0.5 C_{L 2}\right)$ at each of the upper and lower nodes of $C_{L 2}$ and $\approx 0.1 \times\left(0.5 C_{k}+0.5 C_{2}\right)$ at the upper and lower nodes of $C_{k}, k=1,3$. Choosing the value of transconductance as $g_{m} \approx 180 \mu \mathrm{~S}$, using Equation 16.51, $\omega_{c}=2 \pi \times 10 \times 10^{6} \mathrm{~s}^{-1}$, and observing the necessary predistortion for the differential parasitic OTA input and output capacitors, $C_{\mathrm{i}}=0.03 \mathrm{pF}$ and $C_{\mathrm{o}}=0.08 \mathrm{pF}$, respectively, and for the bottom-plate capacitors $C_{s}$ assumed to be $10 \%$ of the corresponding circuit capacitor value, results in

$$
\begin{align*}
& C_{1}=C_{1 n} \frac{g_{m}}{\omega_{c}}-3 C_{\mathrm{o}}-2 C_{\mathrm{i}}-0.1 \frac{1}{2}\left(C_{2}+\frac{C_{1}}{2}\right)=3.191 \mathrm{pF} \\
& C_{2}=C_{2 n} \frac{g_{m}}{\omega_{c}}=1.061 \mathrm{pF} \\
& C_{3}=C_{3 n} \frac{g_{m}}{\omega_{c}}-2\left(C_{\mathrm{o}}+C_{\mathrm{i}}\right)-0.1\left(\frac{C_{2}}{2}+\frac{C_{3}}{4}\right)=3.268 \mathrm{pF}  \tag{16.54}\\
& C_{L 2}=L_{2 n} \frac{g_{m}}{\omega_{c}}-2\left(C_{\mathrm{o}}+C_{\mathrm{i}}\right)-0.1 \frac{C_{L}}{4}=2.120 \mathrm{pF}
\end{align*}
$$



FIGURE 16.28 Realization of the third-order elliptic low-pass ladder of Equation 16.53. The capacitor values indicated refer to each of the pair of capacitors.

Notice that in a ladder structure all parasitic capacitors can be absorbed in the circuit capacitors. Consequently, no new parasitic poles or zeros are created that might destroy the transfer function shape. This is a further important advantage of the ladder-simulation method for $g_{m}-C$ filters.

### 16.3.3.2 Signal-Flow Graph Methods

As we have seen earlier, the signal-flow graph (SFG) or operational-simulation method takes the circuit equations describing the ladder (Kirchhoff's laws and the $I-V$ relationships for the elements) and realizes them directly via summers (for Kirchhoff's laws) and integrators (for inductors and grounded capacitors). The procedure was detailed in connection with Equations 16.22 through 16.24. Recall that Equation 16.23 represents integrations of voltages into currents and currents into voltages. As was the case for the op-amp-based active $R C$ filters in Chapter 15 and the MOSFET-C design, all signals in the SFG $g_{m}-C$ circuit are voltages. They are summed at the OTA inputs, then are multiplied by $g_{m}$ to produce an output current that is integrated by a capacitor to produce a voltage as input for the OTA of the next stage. To reflect these facts in the relevant equations, we scale Equation 16.23 analogously to Equation 16.24 to obtain

$$
\begin{align*}
& \frac{I_{L 2}}{g_{m}}=\frac{g_{m}\left(V_{1}-V_{3}\right)}{s\left(L_{2 n} g_{m}\right) g_{m}} ; \quad \frac{I_{L 4}}{g_{m}}=\frac{g_{m}\left(V_{3}-V_{5}\right)}{s\left(L_{4 n} g_{m}\right) g_{m}}  \tag{16.55a}\\
& V_{1}=\frac{g_{m} V_{\mathrm{i}}-\left(I_{l 2} / g_{m}\right) g_{m}+s C_{2 n} V_{3}}{s\left(C_{1 n}+C_{2 n}\right)+g_{m}}  \tag{16.55b}\\
& V_{3}=\frac{\left(I_{L 2} / g_{m}\right) g_{m}-\left(I_{L 4} / g_{m}\right) g_{m}+s C_{2 n} V_{1}+s C_{4 n} V_{5}}{s\left(C_{2 n}+C_{3 n}+C_{4 n}\right)}  \tag{16.55c}\\
& V_{5}=V_{\mathrm{o}}=\frac{\left(I_{L 4} / g_{m}\right) g_{m}+s C_{4 n} V_{3}}{s\left(C_{4 n}+C_{5 n}\right)+g_{m}} \tag{16.55d}
\end{align*}
$$

The scaling factor in this case is the design transconductance $g_{m}$. Note that $L_{\mathrm{i}} g_{m}^{2}$ in Equation 16.55a has units of capacitance and that source and load resistors in Equations 16.55 b and d have the value $1 / g_{m}$. Implementing these equations with lossless or lossy, as appropriate, integrators in fully differential form results in the circuit in Figure 16.29, where we used a signal notation similar to that in Figure 16.14 and chose all integrating capacitors grounded. Starting from a normalized $L C$ prototype, the actual component values are obtained again via Equation 16.52. Note that the OTA at the input performs the voltage-to-current conversion ( $V_{\mathrm{i}}$ to $I_{1}$ ) and that the last OTA both here and in Figure 16.27 implements the load resistor. The second OTA in Figure 16.27, realizing the source resistor, is saved in Figure 16.29 by sending the current $I_{1}$ directly into the integrating node (the capacitor $C_{1}$ ), as suggested by Equation 16.55b.* Also observe that circuit complexity in Figure 16.29 was kept low by resorting to OTAs with dual inputs. We note again that all transconductors in Figures 16.27through 16.29 are identical ${ }^{\dagger}$ so that a single optimized $g_{m}$-cell (an analog gate) can be used throughout the filter chip for an especially simple IC design process, analogous to that of a gate array. The inherent 6 dB loss of the $L C$ ladder can also be eliminated, if desired, by lifting the two grounded inputs of the second OTA in Figure 16.29 off ground and connecting them to the input voltage $\pm V_{\mathrm{i}} / 2$ as indicated by the dashed connections.
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FIGURE 16.29 Signal-flow graph $g_{m}-C$ realization of a fifth-order elliptic low-pass function. The circuit is an active simulation of the $L C$-ladder in Figure 16.11, including source and load resistors. All $g_{m}$-cells are identical.

As a simple design example, consider again the realization of the third-order elliptic low-pass filter described by Equation 16.53. The nominal LC elements were given earlier; the circuit is described by Equation 16.55 with $C_{4 n}=C_{5 n}=L_{4 n}=0$, i.e.,

$$
\begin{align*}
& \frac{I_{L 2}}{g_{m}}=\frac{g_{m}\left(V_{1}-V_{3}\right)}{s\left(L_{2 n} g_{m}\right) g_{m}}  \tag{16.56a}\\
& V_{1}=\frac{2 g_{m} V_{\mathrm{i}}-\left(I_{L 2} / g_{m}\right) g_{m}+s C_{2 n} V_{3}}{s\left(C_{1 n}+C_{2 n}\right)+g_{m}}  \tag{16.56b}\\
& V_{3}=V_{\mathrm{o}}=\frac{\left(I_{L 2} / g_{m}\right) g_{m}+s C_{2 n} V_{1}}{s\left(C_{2 n}+C_{3 n}\right)+g_{m}} \tag{16.56c}
\end{align*}
$$

which leads to the circuit in Figure 16.30a, as the reader may readily verify. Note the connection of the input, which realizes the term $2 g_{m} V_{\mathrm{i}}$ in Equation 16.56 b and eliminates the 6 dB loss as mentioned


FIGURE 16.30 (a) SFG $g_{m}$ - $C$ third-order elliptic low-pass filter; (b) experimental performance in 2- $\mu \mathrm{m}$ CMOS technology.
earlier. We observe again that the capacitors must be predistorted to account for parasitics as was discussed in connection with Equation 16.54; specifically, labeling as before the differential OTA input and output capacitors as $C_{\mathrm{i}}$ and $C_{\mathrm{o}}$, respectively, we find

$$
C_{1} \approx C_{1, \text { nominal }}-2 C_{o}-2 C_{\mathrm{i}} ; \quad C_{L 2} \approx C_{L 2, \text { nominal }}-C_{\mathrm{o}}-2 C_{\mathrm{i}} ; \quad C_{3} \approx C_{3, \text { nominal }}-C_{\mathrm{o}}-2 C_{\mathrm{i}}
$$

Figure 16.30 b shows the experimental performance of the circuit fabricated in $2-\mu \mathrm{m}$ CMOS technology with design-automation software that uses the OTAs from a design library as "analog gates," and automatically lays out the chip and predistorts the capacitors according to the process file. The transconductance value used is $g_{m} \approx 180 \mu \mathrm{~S}$, and the capacitors are approximately the same as the ones for the example in Figure 16.28. We will see in Section 16.5 that apart from differences due to layout parasitics, it is no coincidence that the element values are essentially the same as before. Notice that the filter meets all design specifications. The lower trace is the thermal noise at $\approx 70 \mathrm{~dB}$ below the signal; the measured total harmonic distortion was $\mathrm{THD}<1 \%$ for a $2-\mathrm{V}_{p-p}$ input signal at 3 MHz .

### 16.4 Tuning

To obtain accurate filter performance with frequency-parameters set by $R C$ products or $C / g_{m}$ ratios, accurate absolute values of components are required. These must be realized by the IC process and maintained during operation. Although IC processing is very reliable in realizing accurate ratios of like components on a chip, the processing tolerances of absolute values must be expected to be of the order of $20 \%-50 \%$ or more. Component tolerances of this magnitude are generally far too large for an untuned filter to perform within specifications. Consequently, filters must be tuned to their desired performance by adjusting element values. Clearly, in fully integrated filters, where all components are on a silicon chip, tuning must be performed electronically by some suitably designed automatic control circuitry that is part of the total continuous-time filter system. Tuning implies measuring filter performance, comparing it with a known standard, calculating the errors, and applying a correction to the system to reduce the errors. An accurate reference frequency, e.g., a system clock ( $V_{\text {REF }}$ in Figure 16.31), is usually used as a convenient standard. From the filter's response to the signal at this known frequency, errors are detected and the appropriate correction signals, typically dc bias voltages, are applied via the control circuitry [1, Chapter 7], [3, Chapter 16.5]. Reference [7, pt. 6] contains many papers showing practical approaches to specific tuning problems.

Figure 16.31 shows a block diagram of this so-called Master-Slave architecture that is followed by most currently proposed designs. The Master-Slave system is used because the reference signal, $V_{\text {REF }}$, cannot be applied to the Main Filter simultaneously with the main signal, $V_{\mathrm{in}}$, because of undesirable interactions (intermodulation) between $V_{\mathrm{in}}$ and $V_{\mathrm{REF}}$. The approach is based on the premise that the filter must operate continuously, i.e., that $V_{\text {in }}$ cannot be switched off occasionally to permit tuning in a signal-free


FIGURE 16.31 Block diagram of Master-Slave control system for integrated $c$ - $t$ filters.
environment. Therefore, $V_{\text {REF }}$ is applied to a circuit, the "Master" filter, that is carefully designed to model the relevant behavior of the "Slave." Master-Slave design and layout require great care to avoid serious matching, noise, and crosstalk problems.

Figure 16.31 should help the reader understand the principle of the operation without having to consider the actual circuitry that is very implementation-specific, see Ref. [7, pt. 6] for design examples. The Main Filter (the "Slave") performs the required signal processing. Since the Master is designed to model the Slave, the behaviors of Master and Slave are assumed to match and track. Tuning is then accomplished by applying the generated correction or control signal simultaneously to both Master and Slave. The system contains a Frequency-Control block that detects frequency-parameter errors in the Master's response to the reference signal and generates a frequency-control voltage that is applied to the Master in a closed-loop control scheme such that any detected errors are minimized. ${ }^{*}$ Since the Master is designed to be an accurate model of the Slave, their errors, too, can be assumed to match and track. Consequently, when the frequency-control voltage is applied at the appropriate locations to the Slave, it can be expected to correct any frequency errors in the main filter.

The purpose of the additional block in Figure 16.31, labeled Q-Control, is to tune the shape of the transfer characteristic. Once the frequency parameters are correct as tuned by the $f$-control loop, the transfer function shape is determined only by the quality factors $Q_{i}$ of the poles and zeros. $Q$, as a ratio of two frequencies, is a dimensionless number and as such is determined by a ratio of like components (resistor, capacitor, and/or $g_{m}$-ratio; see e.g., Equation 16.47b). At fairly low frequencies and moderate values of $Q$, the quality factor is realizable quite accurately in an IC design. For high-frequency, high- $Q$ designs, however, $Q$ is found to be a very sensitive function of parasitic elements and phase shifts so that it is unreasonable to expect $Q$ to turn out correctly without tuning. Therefore, including for generality a $Q$-Control block ${ }^{\dagger}$ permits automatic tuning of the transfer function shape by a scheme that is completely analogous to the $f$-control method, as illustrated in Figure 16.31.

With few exceptions, all currently proposed automatic tuning schemes follow the Master-Slave approach. A different concept proposed in Ref. [11] uses adaptive techniques to tune all poles and zeros of a filter function for improved tuning accuracy. Although the Master-Slave and the adaptive techniques work well, generally, the necessary circuitry has been found to be too large, noisy, and power hungry for many practical applications. Thus, alternative choices use a simple post-fabrication trim step ${ }^{\ddagger}$ to eliminate the large fabrication tolerances, possibly together with careful design to make the electronic devices (OTAs) independent of temperature variations [12,13].

We also point out that at the highest frequencies, higher than, say, 100 MHz , circuit capacitors to realize the prescribed frequency parameters, $g_{m} / C$, become very small $(C \approx 0.15 \mathrm{pF}$ at 100 MHz and $g_{m}=100 \mu \mathrm{~S}$ ). Filter behavior is then essentially determined by parasitics, and matching required between Master and Slave circuitry is unreliable. In that case, a form of direct tuning [7, paper 6.4] must be used, where the main filter is tuned during time periods when the signal is absent. The system is essentially as depicted in Figure 16.31, except that the Master is absent and $V_{\text {REF }}$ is applied to the main filter. When tuning is complete (taking a few milliseconds), $V_{\text {REF }}$ is turned off, $V_{\mathrm{in}}$ is again applied to the filter, and the generated dc control signals are held on a capacitor until the next tuning update.
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### 16.5 Discussion and Conclusions

In this chapter we discussed one of the fastest growing research and development areas in the topic of continuous-time filters, the field of fully integrated filters. Growing pressures to reduce costs and size, and improve reliability lead to increasingly larger parts of electronic systems being placed onto integrated circuits, a trend that $c-t$ filters need to follow. As might have been expected, in most respects the methods for IC $c$ - $t$ filter design are identical to well-known active $R C$ techniques, and follow directly the wellunderstood and proven standard active $R C$ biquad-cascade or ladder-simulation methodologies. The difference lies in the final implementation, which the designer may adapt to any IC process and power supply level appropriate for the implementation of the system. Signal-to-noise ratios of the order of $65-80 \mathrm{~dB}$ and better, and distortion levels of less than $0.5 \%$ at signal levels of 1 V are obtainable. The two most prominent design approaches are the MOSFET-C and the $g_{m}-C$ methods, both of which lead to easy and systematic designs and result in filters that have proven themselves in practice. At the time of this writing, $g_{m}-C$ filters appear to have the edge in high-frequency performance: with OTA bandwidths reaching gigahertz frequencies even for CMOS technology, $c-t$ filters can be designed readily for applications in the range of several hundred megahertz, i.e., to about $40 \%-60 \%$ of the active-device bandwidth. A second important difference that requires the designer's attention is that the IC filter must be automatically tunable. This implies electronically variable components, OTAs or MOSFET "resistors," in the filter and some automatic control scheme for detecting errors and providing adjustments. Only area- and power-efficient designs, and simple low-noise circuitry for such tuning schemes will be acceptable and guarantee the ultimate commercial success of integrated filters. At the present time, many approaches have been proposed that the reader may modify or adapt to his/her system [7].

We point out again that the cascade design is the more general procedure because it permits the realization of arbitrary transmission zeros anywhere in the complex $s$-plane, as required, for example, in gain or phase equalizers. Lossless ladders, on the other hand, are more restrictive because their transmission zeros are constrained to lie on the $j \omega$ axis, but they have lower passband sensitivities to component tolerances than cascade filters. Since good gyrators are readily available for $g_{m}-C$ filters—in contrast to MOSFET-C designs-two competing implementation methods appear to suggest themselves in the $g_{m} C$ approach: the signal-flow graph and the element-substitution methods. As mentioned, there is in fact no discernible difference between the two methods; indeed, they lead to the same structures. For instance, the reader may readily verify that apart from a minor wiring change at the inputs, the circuits in Figures 16.27b and 16.29 are identical, as are the ones in Figures 16.28 (after redrawing it for dual-input OTAs) and 16.30. The wiring change is illustrated in Figure 16.32. Figure 16.32a shows


FIGURE 16.32 Excerpt from Figure 16.28 (a) to illustrate alternative wiring and (b) at the filter input 0.
the input section of Figure 16.29 (wired for $0-\mathrm{dB}$ dc gain) and the wiring in Figure 16.32 b is that of Figure 16.27 b. Notice that both circuits realize

$$
\begin{equation*}
\left(s C_{1}+g_{m}\right) V_{1}=2 g_{m} V_{\mathrm{i}}-g_{m} V_{I 2} \tag{16.57}
\end{equation*}
$$

The designer, therefore, may choose a ladder method based on his/her familiarity with the procedure, available tables, or prototype designs; the final circuits are the same.

A further item merits reemphasizing at this point: As the reader may verify from the examples presented, $g_{m}-C$ ladder structures generally have at all circuit nodes a design capacitor that can be used to absorb parasitics by predistortion as was discussed earlier. It may be preferable, therefore, to avoid the $g_{m}$-C-op-amp integrator of Figure 16.20 with its increased noise level, power consumption, and with its associated parasitic poles (and zeros) and use parasitics-absorption as we have done in our examples. This method will not introduce any new parasitic critical frequencies into the filter and result in lower distortion of the transfer function shape and easier tuning. As we mentioned earlier, this feature is a substantial advantage of $g_{m}-C$ ladder filters.
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### 17.1 Introduction

The need to have monolithic high-performance analog filters motivated circuit designers in the late 1970s to investigate alternatives to conventional active-RC filters. A practical alternative appeared in the form of switched-capacitor (SC) filters [1-3]. The original idea was to replace a resistor by an SC simulating the resistor. Thus, this equivalent resistor could be implemented with a capacitor and two switches operating with two-clock phases. SC filters consist of switches, capacitors, and op-amps. They are characterized by difference equations in contrast to differential equations for continuous-time filters. Simultaneously, the mathematical operator to handle sample-data systems such as SC circuits is the z-transform, while the Laplace transform is used for continuous-time circuits. Several key properties of SC circuits have made them very popular in industrial environments:

1. Time constants (RC products) from active-RC filters become capacitor ratios multiplied by the clock period $T$. That is

$$
\mathrm{RC} \Rightarrow \frac{C}{C_{\mathrm{R}}} T=\frac{C}{C_{\mathrm{R}} f_{\mathrm{c}}}
$$

where $f_{\mathrm{c}}$ is the clock frequency used to drive the SC equivalent resistor.
2. Reduced silicon area, since the equivalent of large resistors can be simulated using small-size capacitors. Furthermore, positive and/or negative equivalent resistors can be easily implemented with SC techniques.
3. Above expression can be realized in real applications with a good accuracy of nearly $0.1 \%$.
4. Typically, the load of an SC circuit is mainly capacitive; therefore the required op-amps do not require a low-impedance output stage. This allows the use of unbuffered cascode operational transconductance amplifiers, which is especially useful in high-speed applications.
5. SC filters can be implemented in digital circuit process technologies; metal-metal capacitors are quite often used in deep submicron technologies. Thus, useful mixed-mode signal circuits can be economically realized.
6. SC design technique has matured. In the audio range, SC design techniques have become the dominant design approach. Many circuits in communication applications and data converters use SC implementations.

In what follows, we will discuss basic building blocks involved in low- and high-order filters. Limitations and practical design considerations will be presented. Furthermore, due to the industrial push for lower power supply voltages, a brief discussion on low-voltage circuit design is included.

### 17.2 Basic Building Blocks

The basic building blocks involved in SC circuits are voltage gain amplifiers, integrators, second-order filters, and nonoverlapping clock generators. A key building block is the integrator. By means of a twointegrator loop a second-order (biquadratic) filter can be realized. Furthermore, a cascade connection of biquadratic filters yields higher order filters.

### 17.2.1 Voltage Gain Amplifiers

The gain amplifier is a basic building block in SC circuits. Both the peak gain of a second-order filter and the link between the resonators in a ladder filter are controlled by voltage amplifier stages rather than by integrators. Many other applications such as pipeline data converters require voltage gain stages as well. A voltage amplifier can be implemented by using two capacitors and an operational amplifier, as shown in Figure 17.1a. Ideally, the gain of this amplifier is given by $-C_{S} / C_{i}$. This topology is compact, versatile, and time continuous. Although this gain amplifier is quite simple, several secondorder effects present in the op-amp make its design more complex. A major drawback of this topology is the lack of dc feedback.

For dc , the capacitors behave as open circuits; hence the operating point of the operational amplifier is not stabilized by the integrating capacitor $C_{\mathrm{i}}$. In addition, the leakage current present at the input of the op-amp is integrated by the integrating capacitor, whose voltage eventually saturates the circuit. The leakage current $I_{\text {leak }}$ in SCs circuits is a result of the diodes associated with the bottom plate of the capacitors and the switches (drain and source junctions). The leakage current is typically about $1 \mathrm{nA} / \mathrm{cm}^{2}$. Analysis of Figure 17.1a considering the leakage current $I_{\text {leak }}$ present at the inverting terminal of the amplifier yields


FIGURE 17.1 Voltage amplifiers. (a) Without dc feedback and (b) with dc feedback.

$$
\begin{equation*}
v_{\mathrm{o}}(t)=v_{\mathrm{o}}\left(t_{\mathrm{o}}\right)-\frac{C_{\mathrm{S}}}{C_{\mathrm{i}}} V_{\mathrm{i}}(t)-\frac{I_{\mathrm{leak}}}{C_{\mathrm{i}}}\left(t-t_{\mathrm{o}}\right) \tag{17.1}
\end{equation*}
$$

Note that the dc output voltage is defined by the input signal and the initial conditions at $t-t_{\mathrm{o}}$. The leakage current present at the input of the op-amp is integrated by $C_{i}$ and eventually saturates the circuit. To overcome this drawback, an SC resistor can be added as shown in Figure 17.1b. $\phi_{1}$ and $\phi_{2}$ are two nonoverlapping clock phases with nearly $50 \%$ duty cycle. The SC resistor gives a dc path for the leakage current but reduces further the low-frequency gain. A detailed analysis of this topology shows that the dc output voltage is equal to $-I_{\text {leak }} T / C_{\mathrm{p}}$, with $C_{\mathrm{p}}$ the parasitic capacitor associated with the feedback path. Employing charge conservation analysis method for SC networks, it can also be shown that the $z$-domain transfer function of this topology is

$$
\begin{equation*}
H(z)=\frac{V_{\mathrm{o}}(z)}{V_{\mathrm{i}}(z)}=-\frac{C_{\mathrm{S}}}{C_{\mathrm{i}}} \frac{1-z^{-1}}{1-\left(1-\frac{C_{\mathrm{p}}}{C_{\mathrm{i}}}\right) z^{-1}} \tag{17.2}
\end{equation*}
$$

with $z=e^{j 2 \pi f T}$. For low frequencies, $z \approx 1$, the magnitude of the transfer function is very small, and only for high frequencies, $z \approx-1$, the circuit behaves as an inverting voltage amplifier.

An offset free voltage amplifier is shown in Figure 17.2. During the clock phase $\phi_{2}$, the output voltage is equal to the op-amp offset voltage and it is sampled by both the integrating and sampling


FIGURE 17.2 Voltage amplifier available during the $\phi_{1}$ clock phase. capacitors. Because of the sampling of the offset voltage during the previous clock phase, during the integrating clock phase the charge injected by the sampling capacitor is equal to $C_{S} V_{\mathrm{i}}$, and the charge extracted from the integrating capacitor becomes equal to $C_{\mathrm{i}} V_{\mathrm{o}}$ if the offset voltage of the amplifier is the same in both clock phases. In this case, the offset voltage does not affect the charge recombination, and the $z$-domain transfer function during the clock phase $\phi_{1}$ becomes

$$
\begin{equation*}
H(z)=-\frac{C_{\mathrm{S}}}{C_{\mathrm{i}}} \tag{17.3}
\end{equation*}
$$

Equation 17.3 shows that ideally this topology is insensitive to the op-amp offset voltage, and does
not have any low-frequency limitation. The topology behaves as an inverting amplifier if the clock phases shown in Figure 17.2 are used. A noninverting amplifier is obtained if the clock phases associated with the sampling capacitor are interchanged.

Because during $\phi_{2}$ the op-amp output is short circuited with the inverting input, this topology presents two drawbacks. First, the amplifier output is only available during the clock phase $\phi_{1}$. This limitation could be important in complex applications wherein the output of the amplifier is required during both clock phases. The second disadvantage of this topology is the large excursion of the op-amp output voltage. During the first clock phase, the op-amp output voltage is equal to the offset voltage and in the next clock phase this voltage is equal to $-\left(C_{\mathrm{S}} / C_{\mathrm{i}}\right) V_{\mathrm{i}}$. Hence an op-amp with large slew rate may be required; this may demand significant amount of power since the load capacitor is driving during this


FIGURE 17.3 Voltage amplifier available during both clock phases. phase too.

Another interesting topology is shown in Figure 17.3. During $\phi_{2}$, the op-amp output voltage is equal to the previous voltage plus the op-amp offset voltage plus $V_{\mathrm{o}} / A_{\mathrm{V}}$, where $A_{\mathrm{V}}$ is the open-loop dc gain of the op-amp. In this clock phase, both capacitors $C_{\mathrm{i}}$ and $C_{\mathrm{S}}$ are charged to the voltage at the inverting terminal of the op-amp. This voltage is approximately equal to the op-amp offset voltage plus $V_{\mathrm{o}} / A_{\mathrm{V}}$. During the next clock phase, the sampling capacitor is charged to $C_{S}\left(V_{\mathrm{i}}-V_{-}\right)$, but because it was precharged to $-C_{S} V_{-}$, the injected charge to $C_{i}$ is equal to $C_{S} V_{\mathrm{i}}$. As a result of this charge cancellation, the op-amp output voltage is equal to $-\left(C_{\mathrm{S}} / C_{\mathrm{i}}\right) V_{\mathrm{i}}$. Therefore, this topology has low sensitivity to the op-amp offset voltage and to the op-amp dc gain. A minor drawback of this topology is that the op-amp stays in open loop during the nonoverlapping clock phase transition times. This fact produces spikes during these time intervals. A solution for this is to connect a small capacitor between the op-amp output and the left-hand plate of $C_{\mathrm{S}}$.

### 17.2.2 First-Order Blocks

The standard stray-insensitive integrators are shown in Figure 17.4. Note that in sampled data systems both input and output signals can be sampled at different clock periods. This yields different transfer functions; this property increases the flexibility of the architecture when used in complex systems. We will assume a two-phase nonoverlapping clock: an odd clock phase $\phi_{1}$ and an even clock phase $\phi_{2}$.


FIGURE 17.4 Conventional stray-insensitive SC integrators. (a) Noninverting and (b) inverting.

For the noninverting integrator the following transfer functions are often used

$$
\begin{align*}
& H^{\mathrm{oo}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{o}}(z)}{V_{\mathrm{in}}^{\mathrm{o}}(z)}=\frac{A_{p} z^{-1}}{1-z^{-1}}=\frac{A_{p}}{z-1}  \tag{17.4a}\\
& H^{\mathrm{oe}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{e}}(z)}{V_{\mathrm{in}}^{\mathrm{o}}(z)}=\frac{A_{p} z^{-1 / 2}}{1-z^{-1}}=\frac{A_{p} z^{1 / 2}}{z-1} \tag{17.4b}
\end{align*}
$$

where $H^{x y}$ stands for the output defined at phase $x$ while the input is sampled during phase $y$. For the inverting integrator

$$
\begin{align*}
& H^{\mathrm{oe}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{o}}(z)}{V_{\mathrm{in}}^{\mathrm{o}}(z)}=-\frac{A_{n}}{1-z^{-1}}=-\frac{A_{n} z}{z-1}  \tag{17.5a}\\
& H^{\mathrm{oe}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{e}}(z)}{V_{\mathrm{in}}^{\mathrm{o}}(z)}=-\frac{A_{n} z^{-1 / 2}}{1-z^{-1}}=-\frac{A_{n} z^{1 / 2}}{z-1} \tag{17.5b}
\end{align*}
$$

where $z^{-1}$ represents a unit delay. A crude demonstration showing the integration nature of these SC integrators $[1,8]$ in the $s$-domain is to consider high-sampling rate, that is, a clock frequency $\left(f_{\mathrm{c}}=1 / T\right)$ much higher than the operating signal frequencies. Let us consider Equation 17.4a, and assuming highsampling rate $(\omega T \ll 1)$ we can write a mapping from the $z$ - to the $s$-domain:

$$
\begin{gather*}
z=e^{j 2 \pi f T}=e^{s T} \cong 1+s T  \tag{17.6}\\
H(s)=\left.\frac{A_{p}}{z-1}\right|_{z \cong 1+s T} \cong \frac{1}{\left(T / A_{p}\right) s} \tag{17.7}
\end{gather*}
$$

where $s(=j 2 \pi f)$ is the complex frequency variable. This last expression corresponds to a continuoustime noninverting integrator with a time constant of $T / A_{p}=1 / f_{\mathrm{c}} A_{p}$, that is, a capacitance ratio times the clock period.

In many applications the capacitor ratios associated with the integrators are very large, thus the total capacitance becomes excessive. This is particularly critical for biquadratic filters with high Q , where the ratio between the largest and smallest capacitance is proportional to the quality factor $Q$. A suitable inverting SC integrator for high-Q applications


FIGURE 17.5 A SC integrator with reduced capacitance spread. [11,13] is shown in Figure 17.5; the corresponding transfer function during $\phi_{2}$ is

$$
\begin{align*}
H^{\mathrm{oe}}(z) & =\frac{V_{\mathrm{o}}^{\mathrm{e}}(z)}{V_{\mathrm{in}}^{\mathrm{o}}(z)} \\
& =-\frac{C_{1} C_{3}}{C_{2}\left(C_{2}+C_{3}\right)}\left(\frac{z^{-1 / 2}}{1-z^{-1}}\right) \tag{17.8}
\end{align*}
$$

This integrator is comparable in performance to the conventional of Figure 17.3, in terms of stray sensitivity and finite gain error. Note from Equation 17.8 that the transfer function is only defined during $\phi_{2}$. During $\phi_{1}$, the circuit behaves as a voltage amplifier plus the initial conditions of the previous clock phase, and in the following clock phase the same
amount of charge is extracted but the integrating capacitor is reduced due to the switches connected to $C_{1}$, thus relatively high-slew-rate op-amps could be required. A serious drawback could be the increased offset in comparison with the standard SC integrators. However, in typical two integrator loop filters, the other integrator can be chosen to be offset and low dc gain compensated as shown in Figure 17.6.
The SC integrator performs the integration


FIGURE 17.6 Offset and gain compensated integrator. during $\phi_{1}$ by means of $C_{S}$ and $C_{F}$ and the hold capacitor $C_{\mathrm{H}}$ stores the offset voltage. The voltage across $C_{\mathrm{H}}$ compensates the offset voltage and the dc gain error of the op-amp. Note that the SC integrator of Figure 17.6 can operate as a noninverting integrator if the clocking in parenthesis is employed. $C_{\mathrm{M}}$ provides a time-continuous feedback around the op-amp. The transfer function for infinite op-amp gain is

$$
\begin{equation*}
H^{\mathrm{oo}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{o}}(z)}{V_{\mathrm{in}}^{\mathrm{o}}(z)}=-\frac{C_{\mathrm{S}}}{C_{\mathrm{F}}}\left(\frac{1}{1-z^{-1}}\right) \tag{17.9}
\end{equation*}
$$

Next we discuss a general form of a first-order building block (see Figure 17.7). Observe that some switches can be shared. The


FIGURE 17.7 General form of a firstorder building block. output voltage during $\phi_{1}$ can be expressed as

$$
\begin{equation*}
V_{\mathrm{o}}^{\mathrm{o}}=-\frac{C_{1}}{C_{\mathrm{F}}} V_{\mathrm{i}_{1}}^{\mathrm{e}}-\frac{C_{2}}{C_{\mathrm{F}}}\left(\frac{1}{1-z^{-1}}\right) V_{\mathrm{i}_{2}}^{\mathrm{o}}+\frac{C_{3}}{C_{\mathrm{F}}}\left(\frac{z^{-1 / 2}}{1-z^{-1}}\right) V_{\mathrm{i}_{3}}^{\mathrm{e}} \tag{17.10}
\end{equation*}
$$

Observe that the capacitor $C_{3}$ and switches can be considered as the implementation of a negative resistor leading to a noninverting amplifier. Also note that $V_{\mathrm{i}_{2}}^{\mathrm{o}}$ could be $V_{\mathrm{o}}^{\mathrm{e}}$, this connection would make the integrator a lossy one. In that case Equation 17.10 can be written as

$$
\begin{equation*}
V_{\mathrm{O}}^{\mathrm{o}} \frac{\left(1+\frac{C_{2}}{C_{\mathrm{F}}}\right) z-1}{z-1}=-\frac{C_{1}}{C_{\mathrm{F}}} V_{\mathrm{i}_{1}}^{\mathrm{e}}+\frac{C_{3}}{C_{\mathrm{F}}} \frac{z^{1 / 2}}{z-1} V_{\mathrm{i}_{3}}^{\mathrm{e}}, \text { for } V_{\mathrm{i}_{2}}^{\mathrm{o}}=V_{\mathrm{o}}^{\mathrm{o}} \tag{17.11}
\end{equation*}
$$

The building block of Figure 17.7 is the basis of higher order filters.

### 17.2.3 Switched-Capacitor Biquadratic Sections

The circuit shown in Figure 17.8 can implement any pair of poles and zeros in the $z$-domain. For $C_{\mathrm{A}}=C_{\mathrm{B}}=1$ we can write

$$
\begin{equation*}
H^{\mathrm{ee}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{e}}(z)}{V_{\mathrm{in}}^{\mathrm{e}}(z)}=-\frac{\left(C_{5}+C_{6}\right) z^{2}+\left(C_{1} C_{2}-C_{5}-2 C_{6}\right) z+C_{6}}{z^{2}+\left(C_{2} C_{3}+C_{2} C_{4}-2\right) z+\left(1-C_{2} C_{4}\right)} \tag{17.12}
\end{equation*}
$$



FIGURE 17.8 A SC biquadratic section [Martin-Sedra].

Simple design equations for a particular type of filter follows:

$$
\begin{align*}
& \text { Low-pass case: } C_{5}=C_{6}=0  \tag{17.13a}\\
& \text { High-pass case: } C_{1}=C_{5}=0  \tag{17.13b}\\
& \text { Bandpass case: } C_{1}=C_{6}=0 \tag{17.13c}
\end{align*}
$$

Comparing the coefficients of the denominator of Equation 17.12 with the general $z$-domain expression $z^{2}-(2 r \cos \theta) z+r^{2}$ of a second-order system, we can obtain the following expressions:

$$
\begin{gather*}
C_{2} C_{4}=1-r^{2}  \tag{17.14a}\\
C_{2} C_{3}=1-2 r \cos \theta+r^{2} \tag{17.14b}
\end{gather*}
$$

Note that in this expression it has been assumed that the filter poles are complex conjugate located at $z=r e^{ \pm j \omega_{\mathrm{od}} T} . \omega_{\mathrm{od}}$ and $Q$ are the poles frequency and the filter's quality factor, respectively. For equal voltage levels at the two integrator outputs, and assuming $Q$ greater than 3, and high-sampling rate $\left(\theta=\omega_{\text {od }} T \ll 1\right)$ we can write

$$
\begin{gather*}
C_{2}=C_{3}=\sqrt{1+r^{2}-2 r \cos \theta} \cong \sqrt{(1-r)^{2}+r \theta^{2}} \cong \theta=\omega_{\mathrm{od}} T  \tag{17.14c}\\
C_{4}=\frac{1-r^{2}}{C_{2}} \cong \frac{1}{Q} \tag{17.14d}
\end{gather*}
$$

where $\cos (\theta) \cong 1-\theta^{2} / 2$ and $r \cong 1$. The capacitance spread for high-sampling rate and high- $Q$ unity DC gain low-pass filter can be expressed as

$$
\begin{equation*}
\frac{C_{\max }}{C_{\min }}=\max \left\{\frac{1}{C_{2}}, \frac{1}{C_{4}}\right\}=\max \left\{\frac{1}{\omega_{\mathrm{od}} T}, Q\right\} \tag{17.15}
\end{equation*}
$$

In some particular cases this capacitance spread becomes prohibited large. For such cases the SC integrators shown in Figures 17.5 and 17.6 can be used to replace the conventional building blocks.


FIGURE 17.9 An improved capacitance area SC biquadratic section.

This combination yields the SC biquadratic section shown in Figure 17.9. This structure, besides offering a reduction of the total capacitance, also yields a reduction of the offset voltage of the op-amps. Note that the capacitors $C_{\mathrm{H}}$ does not play an important role in the design, and can be chosen to have a small value. The design equations for the zeros are similar to Equation 17.13a through c. For the poles, comparing with $z^{2}-(2 r \cos \theta) z+r^{2}$ and the analysis of Figure 17.9, we can write

$$
\begin{gather*}
\frac{C_{2} C_{3}}{C_{\mathrm{A}}+C_{\mathrm{B}}}=1+r^{2}-2 r \cos \theta  \tag{17.16a}\\
\frac{C_{\mathrm{A}}^{\prime} C_{2} C_{4}}{C_{\mathrm{A}_{1}} C_{\mathrm{A}} C_{\mathrm{B}}}=1-r^{2} \tag{17.16b}
\end{gather*}
$$

where $C_{\mathrm{A} 1}=C_{\mathrm{A}}^{\prime}+C_{\mathrm{A}}^{\prime \prime}$. Simple design equations can be obtained assuming high-sampling rate, large $Q$, and $C_{2}=C_{3}=C_{4}=C_{\mathrm{A}}^{\prime}=C_{\mathrm{h}}=1$; then

$$
\begin{align*}
& C_{\mathrm{A}}+C_{\mathrm{B}} \cong \frac{1}{\omega_{\mathrm{od}} T}  \tag{17.17a}\\
& C_{\mathrm{A}}^{\prime \prime} \cong Q \omega_{\mathrm{od}} T-1 \tag{17.17b}
\end{align*}
$$

Another common situation is the use of SC filters at high frequencies; in such cases a structure with minimum gain-bandwidth product $\left(\mathrm{GB}=\omega_{\mathrm{u}}\right)$ requirements is desirable. This structure is shown in Figure 17.10 and is often referred to as a decoupled structure. It is worthwhile to mention that two SC architectures can have ideally the same transfer function; however, with real op-amps their frequency (and time) response differs significantly. A rule of thumb to reduce the GB effects in SC filters is to minimize the direct connections between the output of one op-amp to the input of another op-amp. It is desirable to transfer the output of an op-amp to a grounded capacitor, and in the next clock phase, transfer the capacitor charge into the op-amp input. If required, the connection to the next op-amp has to be done during the hold phase of the previous op-amp. If the connection is done during the charge


FIGURE 17.10 A decoupled SC biquadratic section.
injection phase, the output of the first integrator is a ramp (step response of the integrator), and the settling time for the next integrator increases further. More discussion on $\omega_{\mathrm{u}}$ effects is given in Section 17.3.

If the input signal is sampled during $\phi_{2}$ and held during $\phi_{1}$, the ideal transfer function is given by

$$
\begin{equation*}
H^{\mathrm{ee}}(z)=\frac{V_{\mathrm{o}}^{\mathrm{e}}(z)}{V_{\mathrm{i}}^{\mathrm{e}}(z)}=-\left(\frac{A_{4}}{1+A_{6}}\right)\left(\frac{z^{2}-z\left(\frac{A_{4}+A_{5}-A_{1} A_{2}}{A_{4}}\right)+\frac{A_{5}}{A_{4}}}{z^{2}-z\left(\frac{2+A_{6}+A_{7}-A_{2} A_{3}}{1+A_{6}}\right)+\frac{1+A_{7}}{1+A_{6}}}\right) \tag{17.18}
\end{equation*}
$$

Analysis of this equation yields the following expressions:

$$
\begin{gather*}
r^{2}=\frac{1+A_{7}}{1+A_{6}}  \tag{17.19a}\\
2 r \cos \theta=\frac{2+A_{6}+A_{7}-A_{2} A_{3}}{1+A_{6}} \tag{17.19b}
\end{gather*}
$$

The capacitor $A_{7} C_{0}^{\prime}$ can be used as a design trade-off parameter to optimize the biquad performance. A simple set of design equations follows:

$$
\begin{gather*}
A_{6}=\frac{\left(1+A_{7}\right)-r^{2}}{r^{2}}  \tag{17.20a}\\
A_{2}=A_{3}=\left(1+A_{7}\right) \sqrt{\frac{1+r^{2}-2 r \cos \theta}{r^{2}}} \tag{17.20b}
\end{gather*}
$$

Under high-sampling rate and high- $Q$ conditions, the following expressions can be obtained:

$$
\begin{equation*}
\omega_{\mathrm{o}} \cong f_{\mathrm{c}} \sqrt{\frac{A_{2} A_{3}}{1+A_{6}}} \tag{17.21a}
\end{equation*}
$$

and

$$
\begin{equation*}
Q \cong \sqrt{\frac{A_{2} A_{3}\left(1+A_{6}\right)}{A_{6}-A_{7}}} \tag{17.21b}
\end{equation*}
$$

A trade-off between $Q$-sensitivity and total capacitance is given by $A_{6}$ and $A_{7}$.

### 17.3 Effects of the Op-Amp Finite Parameters

### 17.3.1 Finite Op-Amp DC Gain Effects

The effect of finite op-amp dc voltage gain $A_{\mathrm{o}}$ in a lossless SC integrator is to transform a lossless integrator into a lossy one. This brings degradation in the transfer function both in magnitude and phase. Typically, the magnitude deviation due to the integrator amplitude variation is not critical. By contrast, the phase deviation from the ideal integrator has a very important influence on the overall performance. When the real SC integrators are used to build a two-integrator biquadratic filter, it can be proved that the actual quality factor becomes

$$
\begin{equation*}
Q_{\mathrm{A}}=\frac{1}{\frac{1}{Q}+\frac{2}{A_{\mathrm{o}}}} \cong\left(1-\frac{2 Q}{A_{\mathrm{o}}}\right) Q \tag{17.22}
\end{equation*}
$$

where $Q$ and $A_{0}$ are the desired filter's quality factor and op-amp dc gain, respectively. The actual frequency of the poles suffers small deviations as well

$$
\begin{equation*}
\omega_{0_{\mathrm{A}}}=\frac{A_{\mathrm{o}}}{1+A_{\mathrm{o}}} \omega_{\mathrm{o}} \tag{17.23}
\end{equation*}
$$

From this equation we can conclude that the $\omega_{\mathrm{o}}$ deviations are negligible if $A_{\mathrm{o}}>100$. However, the $Q$ deviations can be significant depending on the $Q$ and $A_{0}$ values, e.g., $Q_{\text {error }}$ is given by $-2 Q / A_{o}$, which is more critical for high- $Q$ applications.

### 17.3.2 Finite Op-Amp Gain-Bandwidth Product Effects

The op-amp bandwidth is very critical for high-frequency applications. The analysis is carried out when the op-amp voltage gain is modeled with one dominant pole, i.e.,

$$
\begin{equation*}
A_{\mathrm{v}}(s)=\frac{A_{\mathrm{o}}}{1+s / \omega_{\mathrm{p}}}=\frac{A_{\mathrm{o}} \omega_{\mathrm{p}}}{s+\omega_{\mathrm{p}}}=\frac{\omega_{\mathrm{u}}}{s+\omega_{\mathrm{p}}} \cong \frac{\omega_{\mathrm{u}}}{s} \tag{17.24}
\end{equation*}
$$

where
$A_{\mathrm{o}}$ is the dc gain
$\omega_{\mathrm{u}}$ is approximately the unity-gain bandwidth (GB)
$\omega_{\mathrm{p}}$ is the op-amp bandwidth
The analysis taking into account $A_{\mathrm{v}}(s)$ is rather cumbersome since the op-amp input-output characterization is a continuous-time system modeled by a first-order differential equation, and the rest of the SC circuit is characterized by discrete-time systems modeled by difference equations. It can be shown that the step response of a single SC circuit with an op-amp gain modeled by Equation 17.24 due to step inputs applied at $t=t_{1}$ is

$$
\begin{equation*}
V_{\mathrm{o}}\left(t-t_{1}\right)=V_{\mathrm{o}}\left(t_{1}\right) e^{-\left(t-t_{1}\right) \alpha \omega_{\mathrm{u}}}+V_{\mathrm{od}}\left\{1-e^{-\left(t-t_{1}\right) \alpha \omega_{\mathrm{u}}}\right\} \tag{17.25}
\end{equation*}
$$

where
$V_{\mathrm{o}}\left(t_{1}\right)$ and $V_{\mathrm{od}}$ are the initial and the final output voltages, respectively
$\alpha$ is a topology dependent voltage divider, $0<\alpha \leq 1$, given by the following expression:

$$
\begin{equation*}
\alpha=\frac{\sum C_{\mathrm{f}}}{\sum_{i} C_{\mathrm{i}}} \tag{17.26}
\end{equation*}
$$

where
$C_{\mathrm{f}}$ sum consists of all feedback capacitors connected directly between the op-amp output and the inverting input terminal
$C_{\mathrm{i}}$ sum comprises the capacitors connected to the negative op-amp terminal

Note that $\alpha \omega_{\mathrm{u}}$ should be maximized for fast settling time. For the common case the SC circuit is driven by $50 \%$ duty cycle clock phases, the integrating time is close to $T / 2$, hence the figure of merit to be maximized is $\alpha T \omega_{\mathrm{u}} / 2$. The output voltage will settle to its final value within an error of $0.67 \%$ after five equivalent time constants, hence a rule of thumb yielding reduced GB product effects requires

$$
\begin{equation*}
\frac{\alpha T \omega_{\mathrm{u}}}{2}>5 \tag{17.27a}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{\mathrm{u}}>\frac{1.6}{\alpha} f_{\mathrm{s}} \tag{17.27b}
\end{equation*}
$$

For the multiple op-amp case the basic concept prevails. For a two-clock phase SC filters the system can be described by an $\mathbf{M} \times \mathbf{M}$ matrix $\mathbf{A}$ for each clock-phase, where $\mathbf{M}$ is the number of op-amps in the filter architecture. For a fixed clock frequency, $f_{\mathrm{c}}=1 / T$, there are two components to be optimized: $\alpha$ and $\omega_{\mathrm{u}}$. effects biquadratic SC filter presented in the previous section (Figure 17.10) has the property that matrix A has been optimized. For illustration on how to determine the A matrix of an SC filter, let us consider the filter depicted in Figure 17.10; for each clock phases matrix $\mathbf{A}$ is given by

$$
\begin{gather*}
\left.\mathbf{A}\right|_{\varphi_{1}}=\left[\begin{array}{cc}
\frac{1}{1+A_{1}+A_{3}} & 0 \\
0 & 1
\end{array}\right]  \tag{17.28}\\
\left.\mathbf{A}\right|_{\varphi_{2}}=\left[\begin{array}{ll}
1 & \frac{A_{2}}{1+A_{2}+A_{4}+A_{5}+A_{6}+A_{7}} \\
0 & \frac{1+A_{8}}{1+A_{2}+A_{4}+A_{5}+A_{6}+A_{7}}
\end{array}\right] \tag{17.29}
\end{gather*}
$$

Thus, the designer should use the extra degrees of freedom to maximize the diagonal entries of A during all phases. Thus, the worst case for any entry of $\mathbf{A}$ determines the minimum value of $\omega$. Another design consideration could be to maximize $\omega_{\mathrm{u}}$. This last consideration should be carefully addressed since very large $\omega_{\mathrm{u}}$ values besides extra power consumption can cause excessive phase margin degradation or excessive noise if the capacitors are reduced. Therefore, a judiciously trade-off must be used in choosing the $\omega_{\mathrm{u}}$ of each op-amp in the filter topology.

### 17.4 Noise and Clock Feedthrough

The lower range of signals that can be processed by the electronic devices is limited by several unwanted signals that appear at the output of the circuit. The RMS values of these electrical signals determine the
system noise level, and it represents the lowest limit for the incoming signals to be processed. In most of the cases the circuit cannot properly detect input signals smaller than the noise level.

The most critical noise sources are those due to (1) the employed elements (transistors, diodes, resistors, etc); (2) the noise induced by the clocks; (3) the harmonic distortion components generated due to the intrinsic nonlinear characteristics of the devices; and (4) the noise induced by the surrounding circuitry. In this section, types (1), (2), and (3) are considered. Using fully differential structures can further reduce the noise generated by the surrounding circuitry and coupled to the output of the SC circuit. These structures are partially treated in Section 17.5 but excellent references can be found in the literature [2,4,6,9,13].

### 17.4.1 Noise due to the Op-Amp

In an MOS transistor, the noise is generated by different mechanisms but there are two dominant noise sources: channel thermal noise and $1 / f$ or flicker noise. A discussion of the nature of these noise sources follows.

### 17.4.2 Thermal Noise

The flow of the carriers due to the drain-source voltage takes places on the source-drain channel, mostly like in a typical resistor. Therefore, due to the random flow of the carriers, thermal noise is generated. For an MOS transistor biased in the linear region the spectral density of the thermal noise is approximately given by [1-4,12]

$$
\begin{equation*}
V_{\mathrm{eqth}}^{2}=4 k T R_{\mathrm{on}} \tag{17.30}
\end{equation*}
$$

where $R_{\text {on }}, k$, and $T$ are the drain-source resistance of the transistor, the Boltzmann constant, and the temperature (in Kelvin degrees), respectively. In saturation region, the gate-referred spectral noise density can be calculated by the same expression but with $R_{\text {on }}$ equal to $\delta / g_{\mathrm{m}}$, being $g_{\mathrm{m}}$ the small-signal transconductance of the transistor and $\delta$ a fitting parameter usually in the range of $0.7-1$.

### 17.4.3 1/f Noise

This type of noise is mainly due to the imperfections in the silicon-silicon oxide interface. The surface states and the traps in this interface randomly interfere with the charges flowing through the channel; hence the generated noise is strongly dependent of the technology. The $1 / f$ noise (or flicker noise) is inversely proportional to the gate area because at larger areas more traps and surface states are present and some averaging occurs. The spectral density of the gate referred $1 / f$ noise is commonly characterized as

$$
\begin{equation*}
V_{\mathrm{eq} 1 / f}^{2}=\frac{k_{\mathrm{F}}}{W L f} \tag{17.31}
\end{equation*}
$$

where the product $W L, f$, and $k_{\mathrm{F}}$ are the gate area of the transistor, the frequency in hertz, and the flicker constant, respectively. The spectral noise density of the MOS transistor is composed by both components, therefore the input referred spectral noise density of a transistor operated in its saturation region becomes

$$
\begin{equation*}
V_{\mathrm{eq}}^{2}=\frac{4 \delta k T}{g_{\mathrm{m}}}+\frac{k_{\mathrm{F}}}{W L f} \tag{17.32}
\end{equation*}
$$

### 17.4.4 Op-Amp Noise Contributions

In an op-amp, the output referred noise density is composed by the noise contribution of all transistors; hence the noise level is function of the op-amp architecture. A typical unbuffered folded cascode op-amp (folded cascode OTA) is shown in Figure 17.11. For the computation of the noise level, the contribution of each transistor has to be evaluated. Obtaining the OTA output current generated by the gate-referred noise of all the transistors can do this. For instance, the spectral density of the output-referred noise current due to $\mathrm{M}_{1}$ is straightforwardly determined because the gate-referred noise is at the input of the OTA, leading to

$$
\begin{equation*}
i_{01}^{2}=G_{\mathrm{m}}^{2} V_{\mathrm{eq} 1}^{2} \tag{17.33}
\end{equation*}
$$

where
$G_{\mathrm{m}}$ (equal to $g_{\mathrm{m} 1}$ at low frequencies) is the OTA transconductance
$V_{\text {eq1 }}^{2}$ is the input (gate) referred noise density of $\mathrm{M}_{1}$

Similarly, the contributions of $\mathrm{M}_{2}$ and $\mathrm{M}_{5}$ to the spectral density of the output referred noise current are given by

$$
\begin{align*}
& i_{\mathrm{o} 2}^{2}=g_{\mathrm{m} 2}^{2} v_{\mathrm{eq} 2}^{2} \\
& i_{\mathrm{o} 5}^{2}=g_{\mathrm{m} 5}^{2} v_{\mathrm{eq} 5}^{2} \tag{17.34}
\end{align*}
$$

Usually the noise contributions of transistors $M_{3}$ and $M_{4}$ at medium frequencies are very small in comparison to the other components; this is a nice property of the cascode transistors. This is because their noise drain currents, due to the source degeneration implicit in the cascode transistors, are determined by the equivalent conductance associated with their sources instead of those by their transconductance. Since in a saturated MOS transistor the equivalent conductance is much smaller than the transistor transconductance, this noise drain current contribution can be neglected at low and medium frequencies; this is however not the case at very high frequencies where the parasitic capacitors play an important role. The noise contribution of $M_{6}$ is mainly common-mode noise evenly split in the


FIGURE 17.11 A folded cascode operational transconductance amplifier.
two arms by transistor $\mathrm{M}_{1}$, therefore it is ideally canceled at the OTA output due to the current subtraction. At low frequencies, the spectral density of the total output referred noise current can be approximately calculated as

$$
\begin{equation*}
i_{\mathrm{o}}^{2}=2\left(g_{\mathrm{m} 1}^{2} V_{\mathrm{eq} 1}^{2}+g_{\mathrm{m} 2}^{2} v_{\mathrm{eq} 2}^{2}+g_{\mathrm{m} 5}^{2} v_{\mathrm{eq} 5}^{2}\right) \tag{17.35}
\end{equation*}
$$

The factor 2 is the result of the pair of transistors $M_{1}, M_{2}$, and $M_{5}$. From this equation, the OTA input referred noise density is obtained by dividing the output noise current by the square of $G_{\mathrm{m}}=g_{\mathrm{m} 1}$, yielding

$$
\begin{equation*}
v_{\mathrm{OTAin}}^{2}=2 v_{\mathrm{eq} 1}^{2}\left(1+\frac{g_{\mathrm{m} 2}^{2} v_{\mathrm{eq} 2}^{2}+g_{\mathrm{m} 5}^{2} v_{\mathrm{eq} 5}^{2}}{g_{\mathrm{m} 1}^{2} v_{\mathrm{eq} 1}^{2}}\right) \tag{17.36}
\end{equation*}
$$

According to this result, if $g_{\mathrm{m} 1}$ is larger than $g_{\mathrm{m} 2}$ and $g_{\mathrm{m} 5}$, the OTA input referred noise density is mainly determined by the OTA input stage. In that case and using Equation 17.32 and 17.36 yields

$$
\begin{equation*}
v_{\text {OTAin }}^{2} \cong 2 v_{\mathrm{eq} 1}^{2}=\frac{2 k_{\mathrm{F}}}{W_{1} L_{1} f}+\frac{8 \delta k T}{g_{\mathrm{m} 1}}=v_{\mathrm{eq} / f 1}^{2}+4 k T R_{\mathrm{eqth}} \tag{17.37}
\end{equation*}
$$

where the factor 2 has been included in $v_{\text {eq } 1 / f}$ and $R_{\text {eqth }}$. In Equation 17.37, $v_{\text {eq } 1 / f}^{2}$ is the equivalent $1 / f$ noise density and $R_{\text {eqth }}$ is the equivalent resistance for noise, equal to $2 \delta / g_{\mathrm{m} 1}$.

### 17.4.5 Noise in a Switched-Capacitor Integrator

In an SC lossless integrator, the output referred noise density component due to the OTA is frequency limited by the GB product of the OTA. In order to avoid misunderstandings, in this section $f_{\mathrm{u}}$ (the unitygain frequency of the OTA in hertz) is used instead of $\omega_{u}$ (in radians per second). Since $f_{u}$ must be higher than the clock frequency, high-frequency noise is folded back into the integrator baseband. In the case of the SC integrator and assuming that the flicker noise is not folded back, the output referred spectral noise density becomes

$$
\begin{equation*}
V_{\text {oeq } 1}^{2}=\left(v_{\text {eq } 1 / f}^{2}+4 K T R_{\text {eqth }}\left(1+\frac{2 f_{\mathrm{u}}}{f_{\mathrm{c}}}\right)\right)|1+H(z)|^{2} \tag{17.38}
\end{equation*}
$$

where the folding factor is equal to $f_{\mathrm{u}} / f_{\mathrm{c}}, f_{\mathrm{c}}$ is the clock frequency and $H(z)$ is the $z$-domain transfer function of the integrator. The factor $2 f_{\mathrm{u}} / f_{\mathrm{c}}$ is the result of both positive and negative folding. Typically, the frequency range of the signal to be processed is around and below the unity-gain frequency of the integrator, therefore $|H(z)|>1$ and Equation 17.38 can be approximated as

$$
\begin{equation*}
V_{\text {oeq } 1}^{2}=\left(v_{\text {eq } 1 / f}^{2}+4 k T R_{\text {eqth }}\left(1+\frac{2 f_{\mathrm{u}}}{f_{\mathrm{c}}}\right)\right)|H(z)|^{2} \tag{17.39}
\end{equation*}
$$

### 17.4.6 Noise due to the Switches

In SC networks, the switches are implemented with single or complementary MOS transistors. These transistors are biased in the cutoff and ohmic region for open and close operations, respectively. In cutoff region, the drain-source resistance of the MOS transistor is very high, then the noise contribution of the


FIGURE 17.12 Typical switched-capacitor lossless integrator.
switch is confined to very low frequencies and it can be considered as dc offset. When the switch is in the on state, the transistor is biased in linear region and its spectral noise distribution is characterized by Equation 17.30. This noise contribution is the most fundamental limit for the signal-to-noise ratio of SC networks. The effects of these noise sources are better appreciated if an SC integrator is considered.
Let us consider the SC integrator of Figure 17.12 and assume that $\phi_{1}=\phi_{1}^{\prime}$ and $\phi_{2}=\phi_{2}^{\prime}$. The spectral noise density of the $\phi_{1}$-driven switches are low-pass filtered by the on resistance of the switches $R_{\text {on }}$ and the sampling capacitor $C_{s}$. The cutoff frequency of this continuous-time filter is given by $f_{\text {on }}=1 /\left(2 \pi R_{\text {on }} C_{s}\right)$. Typically, $f_{\text {on }}$ is higher than the clock frequency, therefore, the high-frequency noise is folded back into the baseband of the integrator when the SC integrator samples it. Taking into account the folding effects, the spectral noise density component of the switch-capacitor combination becomes

$$
\begin{equation*}
v_{\mathrm{eq} 2}^{2}=4 k T R_{\mathrm{on}}\left(1+\frac{2 f_{\mathrm{on}}}{f_{\mathrm{c}}}\right) \tag{17.40}
\end{equation*}
$$

with $R_{\text {on }}$ the switch resistance. Considering that the noise bandwidth is given by $2 \pi f_{\text {on }}=1 / R_{\text {on }} C_{\S}$, then the integrated noise level yields:

$$
\begin{equation*}
v_{\text {eq-integrated }}^{2}=\frac{k T}{C_{\mathrm{s}}}\left(1+\frac{2 f_{\mathrm{on}}}{f_{\mathrm{c}}}\right) \tag{17.41}
\end{equation*}
$$

For the noise induced by the $\phi_{2}$ driven switches, the situation is slightly different, but for practical purposes the same equation is used. According to Equation 17.41, the integrated noise power is inversely proportional to $C_{\mathrm{S}}$. Therefore, for low-noise applications it is desirable to design the integrators with large capacitors. However, the costs for the noise reduction are larger silicon area and higher power consumption. This last result is because the slew rate of the OTA is inversely proportional to the load capacitance and in order to maintain the specifications it is necessary to increase the current drive capability of the OTA. Clearly, there is a trade-off between noise level, silicon area, and power consumption.

### 17.4.7 Clock Feedthrough

Another factor that limits the accuracy of SC networks is the charge induced by the clocking of the switches. These charges are induced by the gate-source capacitance, the gate-drain capacitance, and the charge stored in the channel. Furthermore, some of these charges are input signal dependent and introduce distortion in the circuit. Although these errors cannot be canceled, there are some techniques that reduce these effects.

The analysis of the clock feedthrough is not straightforward because it depends on the order of the clock phases, the relative delay of the clock phases, as well as the speed of the clock transition [13]. For instance, let us consider in Figure 17.12 the case when $\phi_{1}$ goes down before $\phi_{1}^{\prime}$. This situation is shown in Figure 17.13a.


FIGURE 17.13 Charge induced due to the clocks. (a) If $\phi_{1}$ goes down before $\phi_{1}^{\prime}$ and (b) If $\phi_{1}^{\prime}$ goes down before $\phi_{1}$.

While $C_{\mathrm{p} 1}$ is connected between two low-impedance nodes, $C_{\mathrm{p} 2}$ is connected between $\phi_{1}$, a lowimpedance node, and $v_{x}$. For $\phi_{1}>v_{\mathrm{i}}+V_{\mathrm{T}}$ the transistor is on and the current injected by $C_{\mathrm{p} 2}$ is absorbed by the drain-source resistance; then $v_{x}$ remains at a voltage equal to $v_{\mathrm{i}}$. When the transistor is turned off, $\phi_{1}<v_{\mathrm{i}}+V_{\mathrm{T}}$, charge conservation at node $v_{x}$ leads to

$$
\begin{equation*}
v_{x}=v_{i}+\frac{C_{\mathrm{p} 2}}{C_{\mathrm{S}}+C_{\mathrm{p} 2}}\left(\mathrm{VSS}-v_{i}-V_{\mathrm{T}}\right) \tag{17.42}
\end{equation*}
$$

where VSS is the low level of $\phi_{1}$ and $\phi_{2}$. During the next clock phase, the charge of $C_{S}$ is injected to $C_{\mathrm{i}}$. Thus, $C_{p 2}$ induces a charge error proportional to $v_{i} C_{p} 2 /\left(C_{S}+C_{p 2}\right)$. In addition, an offset voltage proportional to VSS - $V_{\mathrm{T}}$ is also generated. Because the threshold voltage $V_{\mathrm{T}}$ is a nonlinear function of $\mathrm{v}_{\mathrm{i}}$, an additional error in the transfer function and harmonic distortion components appear at the output of the integrator. The same effect occurs when the clock phases $\phi_{2}$ and $\phi_{2}^{\prime}$ have a similar sequence.

Let us consider the case when $\phi_{1}^{\prime}$ is opened before $\phi_{1}$; the situation is shown in the Figure 17.13b. Before the transistors turn off, $v_{x}=v_{i}$ and $v_{y}=0$. When the transistor is turned off, $\phi_{1}<v_{\mathrm{i}}+V_{\mathrm{T}}$, the charge is recombined between $C_{\mathrm{S}}, C_{\mathrm{p} 2}$, and $C_{\mathrm{p} 3}$. After the charge redistribution, the charge injected into $C_{p 3}$ is approximately given by

$$
\begin{equation*}
\Delta Q_{C_{\mathrm{p} 3}}=\frac{C_{\mathrm{p} 2} C_{\mathrm{p} 3}}{C_{\mathrm{p} 2}+C_{\mathrm{p} 3}}\left(\mathrm{VSS}-v_{i}-V_{\mathrm{T}}\right) \tag{17.43}
\end{equation*}
$$

Notice that the current feedthrough generated by $C_{\mathrm{p} 2}$ flows through both capacitors $C_{\mathrm{S}}$ and $C_{\mathrm{p} 3}$, hence $\Delta Q_{C_{p} 3}=-\Delta Q_{C_{s}}$. During the next clock phase, both capacitors $C_{S}$ and $C_{p 3}$ transfer the ideal charge $C_{S} v_{i}+\Delta Q_{C_{s}}$ and $\Delta Q_{C_{p} 3}$, making the clock feedthrough induced error close to zero. The conclusion is that if the clock phase $\phi_{1}^{\prime}$ is a bit delayed than $\phi_{1}$ the clock-induced error is further reduced. This is also true for the clock phases $\phi_{2}$ and $\phi_{2}^{\prime}$.

In Figure 17.12, the right-hand switch also introduces clock feedthrough, but unlike the clock feedthrough previously analyzed, this is input signal independent. When the clock phase $\phi_{2}$ goes down, the gate-source overlap capacitor extracts from the summing node the following charge:

$$
\begin{equation*}
\Delta Q=C_{\mathrm{GS}}\left(\mathrm{VSS}-V_{\mathrm{T}}\right) \tag{17.44}
\end{equation*}
$$

In this case, $V_{\mathrm{T}}$ does not introduce distortion because $v_{y}$ is almost at zero voltage for both clock phases. The main effect of this charge is to introduce an offset voltage. The same analysis reveals that the bottom right-hand switch introduces similar offset voltage. From the previous analysis it can be seen that using minimum transistors dimension can reduce the clock feedthrough. This implies minimum parasitic capacitors and minimum induced charge from the channel. If possible, the clock phases should be arranged for minimum clock feedthrough. The use of extra dummy switches driven by the complementary clock phase may alleviate the clock feedthrough issue, but its effectiveness must be carefully evaluated by postlayout simulations.

### 17.4.8 Channel Mobile Charge

Charge injection also occurs due to the mobile charge in the channel. If the transistor is biased in linear region, the channel mobile charge can be approximated by

$$
\begin{equation*}
Q_{\mathrm{ch}}=C_{\mathrm{GS}}\left(V_{\mathrm{GS}}-V_{\mathrm{T}}\right) \tag{17.45}
\end{equation*}
$$

where $C_{\mathrm{GC}}$ is the gate-channel capacitor; see Figure 17.14.
When the switch is turned off this charge is released and part of it goes to the sampling capacitor. Fortunately, the previously discussed early clock phase technique for the reduction of clock feedthrough also reduces the effects of the channel mobile charge injection. The mobile charge injected to the sampling capacitor is a function of several parameters, e.g., input signal, falling rate of the clock, overlap capacitors, gate capacitor, threshold voltage, integrating capacitor, and the supply voltages.

The effects of the channel mobile charges are severe when the $\phi_{1}$-driven transistor is opened before the $\phi_{1}^{\prime}$-driven transistor. In this case, the situation is similar to that shown in Figure 17.13a, in which one terminal of $C_{\mathrm{S}}$ is still grounded. While $\phi_{1}$ is higher than $v_{\mathrm{i}}+V_{\mathrm{T}}$ the channel resistance is small and $v_{i}$ absorbs most of the channel-released charge. For $\phi_{1}<v_{i}+V_{\mathrm{T}}$, the channel resistance increases further and a substantial amount of charge released by the channel will flow through $C_{S}$, introducing a charge error. If the clock phases are arranged as shown in Figure 17.13 b , most of the charge released by the channel returns back to $v_{\mathrm{i}}$. The main reason is because the equivalent capacitor seen at the right-hand side of the transistor is nearly equal to $C_{\mathrm{p} 3}$, if $C_{\mathrm{p} 2}$ is neglected, making this a high-impedance node. Because this parasitic capacitor is smaller than the sampling capacitor, a small amount of extracted (or injected) charge will produce a huge variation on $v_{y}$, see Figure 17.13 b , pushing back most of the mobile charges. Equation 17.45 shows that the mobile charge is a function of $V_{\mathrm{GS}}\left(=V_{\text {clock }}-V_{\text {in }}\right.$ for the sampling switch), hence the part of the charge injected into the sampling capacitor is signal dependent. This issue can be alleviated if the clock is correlated with the incoming signal such that VGS is maintained constant using charge pumps circuits; the technique proposed in Ref. [14] implements this concept.

### 17.4.9 Dynamic Range

The dynamic range is defined as the ratio of the maximum signal that the circuit can drive without significant distortion to the noise level. The maximum distortion tolerated by the circuit depends on the application, but -60 dB is commonly used. Since the linearity of the capacitor is good enough and if the harmonic distortion components introduced by the OTA input stage are small, the major limitation for


FIGURE 17.14 Cross section of the MOS transistor showing the mobile charge.
the linearity is determined by the output stage of the OTA. For the folded cascode OTA of Figure 17.11 this limit is

$$
\begin{equation*}
v_{\mathrm{omax}} \cong V_{\mathrm{R} 2}+V_{\mathrm{TP} 3} \tag{17.46}
\end{equation*}
$$

If the reference voltage $V_{\mathrm{R} 2}$ is maximized, Equation 17.46 yields

$$
\begin{equation*}
V_{\mathrm{omax}} \cong V_{\mathrm{DD}}-2 V_{\mathrm{DSATP}} \tag{17.47}
\end{equation*}
$$

A similar expression can be obtained for the lowest limit. Assuming a symmetrical single-side output stage, from Equation 17.47, the maximum rms value of the OTA output voltage is given by

$$
\begin{equation*}
v_{\mathrm{oRMS}} \cong \frac{V_{\mathrm{DD}}-2 V_{\mathrm{DSATP}}}{\sqrt{2}} \tag{17.48}
\end{equation*}
$$

If the in-band noise, integrated up to $\omega=1 / R_{\text {int }} C_{\mathrm{I}}$, is considered and if the most important term of Equation 17.41 is retained, the dynamic range of the single-ended SC integrator becomes

$$
\begin{equation*}
\mathrm{DR} \cong \frac{\left(V_{\mathrm{DD}}-2 V_{\mathrm{DSATP}}\right)}{\sqrt{2} \sqrt{2 k T / C_{\mathrm{S}}}}=\frac{\left(V_{\mathrm{DD}}-2 V_{\mathrm{DSATP}}\right)}{2 \sqrt{k T}} \sqrt{C_{\mathrm{S}}} \tag{17.49a}
\end{equation*}
$$

For this equation, the alias effects have been neglected and only the noise contribution of the switches driven by $\phi_{1}$ and $\phi_{2}$ are considered. At room temperature, this equation is reduced to the following expression:

$$
\begin{equation*}
\mathrm{DR} \cong 7.9 \times 10^{9} \sqrt{\mathrm{C}_{\mathrm{S}}}\left(V_{\mathrm{DD}}-2 V_{\mathrm{DSATP}}\right) \tag{17.49b}
\end{equation*}
$$

According to this result, the dynamic range of the SC integrator is reduced when the power supplies are scaled down and minimum capacitors are employed. Clearly, there is a trade-off between power consumption, silicon area, and dynamic range. As an example, for the case of $C_{S}=1.0 \mathrm{pF}$ and supply voltages of $\pm 1.5 \mathrm{~V}$ and $V_{\mathrm{DSATP}}=0.25 \mathrm{~V}$, the dynamic range of a single integrator is around 78 dB . For low-frequency applications, however, the dynamic range is lower due to the low-frequency flicker noise component. This is a very optimistic result since neither the op-amp noise not aliasing effects nor other noise sources were considered.

### 17.5 Design Considerations for Low-Voltage Switched-Capacitor Circuits

For the typical digital supply voltages, $0-5 \mathrm{~V}$, SCs achieve dynamic ranges of the order of $80-100 \mathrm{~dB}$. As long as the power supplies are reduced, the swing of the signal decreases and the switch resistance increases further. Both effects reduce the dynamic range of the SC networks. A discussion of these topics follows.

### 17.5.1 Low-Voltage Operational Amplifiers

The design techniques for low-voltage low-power amplifiers for SC circuits have been addressed by several authors [4,7-9,11-13]. The implementation of op-amps for low-voltage applications does not seem to be a fundamental limitation as long as the transistor threshold voltage is smaller than $\left(V_{\mathrm{DD}}-V_{\mathrm{SS}}\right) / 2$. This limitation will become clear in the design example presented in this section.

The design of the operational amplifier is strongly dependent on the application. For high-frequency circuits, the folded cascode op-amp is suitable, but the cascode transistors limit the swing of the signals at the output stage. If large output voltage swing is needed, complementary stages are desirable. To illustrate the design trade-offs involved in the design of a low-voltage OTA, let us consider the folded cascode OTA of Figure 17.11. For low-voltage applications and small signals, the transistors have to be biased with very low $V_{\mathrm{DSAT}}\left(=V_{\mathrm{GS}}-V_{\mathrm{T}}\right)$.

For the case of supply voltages limited to $\pm 0.75 \mathrm{~V}$ and $V_{\mathrm{T}}=0.5 \mathrm{~V}, V_{\mathrm{DSAT}}+V_{\mathrm{DSAT6}}$ must be lower than 0.25 V , otherwise the transistor $\mathrm{M}_{6}$ goes to the triode region. For large signals, however, the variations of the input signal produce variations at the source voltage of $\mathrm{M}_{1}$. It is well known that linear range of the differential pair is of the order of $\pm 1.4 V_{\mathrm{DSAT}}$. Hence, if the noninverting input of the OTA is connected to the common-mode level $V_{\mathrm{CM}}$, for proper operation of the OTA input stage (see Figure 17.11) it is desirable to satisfy

$$
\begin{equation*}
V_{\mathrm{CM}}-V_{\mathrm{T}}-\mathrm{VSS}>1.4 V_{\mathrm{DSAT1}}+V_{\mathrm{DSAT6}} \tag{17.50}
\end{equation*}
$$

It has to be taken into account that the threshold voltage of $\mathrm{M}_{1}$ increases if an N -well process is used, due to the body effects. In critical applications, PMOS transistors fabricated in a different well with their source tied to their own well can be used. Equation 17.50 shows that it is beneficial to select a proper common-mode level $V_{\mathrm{CM}}$ to extend the linear range of the amplifier input stage, especially for low-voltage applications.

The dimensioning of the transistors and the bias conditions are directly related to the application. For instance, if the SC integrator must slew 1 V into $4 \mu \mathrm{~s}$ and the load capacitor is of the order of 10 pF , the OTA output current must be equal to or higher than $2.5 \mu \mathrm{~A}$. Typically, for the folded cascode OTA the dc current of both output and input stages are the same. Therefore, the bias current for $\mathrm{M}_{1}, \mathrm{M}_{3}$, $\mathrm{M}_{4}$, and $\mathrm{M}_{5}$ can be equal to $2.5 \mu \mathrm{~A}$. The bias current for $\mathrm{M}_{2}$ and $\mathrm{M}_{6}$ is $5 \mu \mathrm{~A}$. If $V_{\mathrm{GS} 1}-V_{\mathrm{T} 1}$ is fixed at 100 mV the dimensions of $\mathrm{M}_{1}$ can be computed according to the required small signal transconductance. Similarly, the dimension of the other transistors can be calculated, most of them designed to maximize the output swing and dc gain. A very important issue in the design of low-voltage amplifiers is the reference voltage. In the folded cascode of Figure 17.11, the values of the reference voltages $V_{\mathrm{R} 1}$ and $V_{\mathrm{R} 2}$ must be optimized for maximum output swing. OTA design techniques are fully covered in Refs. [11] and [13].

### 17.5.2 Analog Switches

For low-voltage applications, the highest voltage that can be processed is limited by the analog switches rather than by the op-amps. For a single NMOS transistor, the switch resistance is approximately given by

$$
\begin{equation*}
R_{\mathrm{DS}}=\frac{1}{\mu_{n} C_{\mathrm{OX}} \frac{W}{L}\left(V_{\mathrm{GS}}-V_{\mathrm{T}}\right)} \tag{17.51}
\end{equation*}
$$

where $\mu_{n}$ and $C_{O X}$ are technological parameters. According to Equation 17.51, the switch resistance increases further when $V_{\mathrm{GS}}$ approaches to $V_{\mathrm{T}}$. This effect is shown in Figure 17.15 for the case $V_{\mathrm{DD}}=-V_{\mathrm{SS}}=0.75 \mathrm{~V}$ and $V_{\mathrm{T}}=0.5 \mathrm{~V}$. From this figure, the switch resistance is higher than $300 \mathrm{k} \Omega$ for input signals of 0.2 V . However, for a drain-source voltage higher than $V_{\mathrm{GS}}-V_{\mathrm{T}}$ the transistor saturates and does not behave as a switch anymore. This limitation clearly reduces further the dynamic range of the SC circuits.

A solution for this drawback is to generate the clocks from higher voltage supplies. A simplified diagram of a voltage doubler is depicted in Figure 17.16a. During the clock phase $\phi_{1}$, the capacitor $C_{1}$ is charged to $V_{\mathrm{DD}}$ and during the next clock phase its negative plate is connected to $V_{\mathrm{DD}}$. Hence, at the


FIGURE 17.15 Typical switch resistance for an NMOS transistor.


FIGURE 17.16 Voltage doubler. (a) Simplified diagram and (b) transistor level diagram.
beginning of $\phi_{2}$, the voltage at the top plate of $C_{1}$ is equal to $2 V_{\mathrm{DD}}-V_{\mathrm{SS}}$. After several clock cycles, if $C_{\text {LOAD }}$ is not further discharged, the charge is recombined leading to an output voltage equal to $2 V_{\mathrm{DD}}-V_{\mathrm{SS}}$. A practical implementation for an N -well process is shown in Figure 17.16b.

In this circuit, the transistors $M_{1}, M_{2}, M_{3}$, and $M_{4}$ behave as the switches $S_{1}, S_{2}, S_{3}$, and $S_{4}$ respectively, of Figure 17.16a. While for $M_{1}$ and $M_{2}$ the normal clocks are used, special clock phases are generated for $M_{3}$ and $M_{4}$ because they drive higher voltages. The circuit operates as follows.

During $\phi_{1}, \mathrm{M}_{8}$ is opened because $\phi_{2}{ }^{\prime}$ is high. The voltage at node $v_{y}$ is higher than $V_{\mathrm{DD}}$ because the capacitors $C_{3}$ and $C_{\mathrm{p}}$ were charged to $V_{\mathrm{DD}}$ during the previous clock phase $\phi_{2}$ and, when $\phi_{1}$ goes up, charge is injected to the node through the capacitor $C_{3}$. Since $\mathrm{v}_{\mathrm{y}}$ is higher than $V_{\mathrm{DD}}, \mathrm{M}_{7}$ is turned on. The bottom plate of $C_{2}$ is connected to $V_{\mathrm{SS}}$ by $\mathrm{M}_{6}$ and $C_{2}$ is charged to $V_{\mathrm{DD}}-V_{\mathrm{SS}}$.

During $\phi_{2}$, the refresh clock phase, the bottom plate of $C_{1}$ is connected to $V_{\mathrm{DD}}$ by the PMOS transistor $\mathrm{M}_{2}$. Note that if an NMOS transistor is employed, the voltage at the bottom plate of $C_{1}$ is equal to $V_{\mathrm{DD}}-V_{\mathrm{T}}$, resulting in lower output voltage. During $\phi_{2}$ if $\mathrm{C}_{1}$ is not discharged, the voltage at its top plate is $2 V_{\mathrm{DD}}-V_{\mathrm{SS}}$. The voltage at node $v_{x}$ becomes close to $3 V_{\mathrm{DD}}-2 V_{\mathrm{SS}}$ volts, turning $\mathrm{M}_{3}$ on and enabling the charge recombination of $C_{1}$ and $C_{\text {LOAD }}$. As a result, after several clock periods, the output voltage $v_{\mathrm{o}}$ becomes equal to $2 V_{\mathrm{DD}}-V_{\mathrm{SS}}$. To avoid discharges the gate of $\mathrm{M}_{4}$ is connected to the bottom plate of $C_{2}$. Thus, $\mathrm{M}_{4}$ is turned off during the refresh phase. An efficient solution using boosted clock switches is described in Ref. [14]. Another technique using switched op-amps, described in Ref. [15], have been also successfully used.

### 17.6 Fully Differential Filters

An important issue when designing a high-frequency filter is the proper selection of the clock phases for the switches. It is desirable that the input to each integrator is as close as possible to a step function, and to minimize the loading capacitors during the integration clock phase. Making the OTAs to perform the hold and integrate functions at alternate phases ensure this. Unfortunately this approach cannot be implemented in the conventional single-ended topologies unless an additional inverter is added to the loop. Two backward integrators with a half-delay in each and by crossing the outputs of the fully differential integrators in order to have an odd number of inversions in the loops is one of the best configurations for high-frequency applications as depicted in Figure 17.17. The first op-amp may process the information


FIGURE 17.17 Fully decoupled, fully differential biquadratic filter.
during $\phi_{1}$ and hold it during $\phi_{2}$ while the second op-amp do the same functions during the complementary clock phases. In general, having the differential outputs available makes the system more flexible and gives several advantages while designing high-performance analog signal processors.

Fully differential amplifiers are widely used technique to reduce the effect of charge injection, clock feedthrough, and better rejection to common-mode signals such as substrate and power supply noise and an improved dynamic range when compared to single-ended circuits. As long as the noise present at the output of the amplifier is present in both outputs of the amplifier with the same amplitude and same phase, it will be rejected by the differential nature of the following stage. In addition, an additional loop that operates on the common-mode signals presents low output impedance for these signals, it fix the operating point of the differential outputs at the desired level and further minimizes the common-mode output fluctuations up to the unity-gain frequency of the loop. Their disadvantage comes from the fact that they require a common-mode feedback (CMFB) circuit.
The fully differential version of the folded cascode amplifier is depicted in Figure 17.18a. It requires the same amount of power as the single-ended version shown in Figure 17.11. Since the current mirror present in the single-ended amplifier for the conversion of the fully differential current of the differential pair into single-ended output is eliminated, the fully differential amplifier has a single internal pole located at the source terminal of $\mathrm{M}_{3}$. Since several parasitic poles and phantom zeros are eliminated, the fully differential amplifier has inherently better phase margin than its single-ended counterpart. The circuit is fully symmetric and any noise injected through $\mathrm{M}_{0}$ is evenly split by the differential pair and will appear at the two outputs as a pure common-mode signal. The common-mode noise present at the transistors $M_{1}$ is further attenuated by the small sensitivity of the differential pair to common-mode


FIGURE 17.18 (a) Fully differential folded cascode amplifier and (b) switched-capacitor based CMFB circuit.
signals; the small common-mode current resulting at the drain of $\mathrm{M}_{1}$ will be reflected at the output as a common-mode signal. Similarly, any $V_{\mathrm{DD}}$ noise generates a current noise through $\mathrm{M}_{2}$ that appears as a common-mode noise at both outputs of the amplifier; notice that to minimize these components $V_{\mathrm{B} 3}$ must be further attached to $V_{\mathrm{DD}}$. $V_{\mathrm{SS}}$ noise generates current that appears at the output as commonmode noise, as well thanks to the differential nature of the topology. The gate voltage of transistors $\mathrm{M}_{5}$ is used to accommodate the control of the CMFB loop; $V_{\mathrm{B} 3}$ can also be used for that purpose.

The CMFB is a block that extracts the common-mode signal present at both outputs and compares its dc value with a reference voltage in a loop with enough gain for the common-mode signals. If the loop has enough gain, the error between the detected common-mode signal and the reference voltage is minimized forcing the common-mode output signals (DC operating point of each amplifier output) to be at the reference level. Several CMFB circuits have been proposed in the literature [4,11,12] but for SC applications it has been preferred to use SC-based CMFB (SC-CMFB) circuits [4] since they do not consume significant power and have better linearity when compared to their continuous-time counterpart. The CMFB circuits consist of a common-mode voltage detector (output is proportional to $\frac{v_{\text {out }}+v_{\text {out- }}}{2}$ and a circuit that generates the common-mode error after comparing the common-mode output voltage and a proper and stable reference voltage. The efficient SC detector, shown in Figure 17.18b, uses two SC resistors ( $C_{C}$ and switches) that detect the common-mode output voltage and compare it with $V_{\mathrm{O}-\mathrm{DC}}[4,9,13]$. Using conventional charge redistribution analysis and ignoring the effect of $C_{\mathrm{C}}$, the voltage at node $\mathrm{V}_{\mathrm{CMFB}}$ during $\phi_{1}$ is given by

$$
\begin{equation*}
V_{\mathrm{CMFB}}=\left(\frac{v_{\mathrm{out}+}+v_{\mathrm{out}-}}{2}-V_{\mathrm{O}-\mathrm{DC}}\right)+V_{\mathrm{ref}} \tag{17.52}
\end{equation*}
$$

The circuit makes the comparison of the common-mode output voltage and the desired output DC level $V_{\text {O-DC. }}$ A remarkable advantage of this circuit is that in addition to the desired comparison, it translates the ideal voltage $V_{\text {ref }}$ needed at the gate of $\mathrm{M}_{5}$ to generate the DC current in transistors $\mathrm{M}_{5}$. In steady state, $V_{\text {CMFB }}$ will be very close to $V_{\text {ref }}$. Equation 17.52 is also valid for the common-mode noise; in the absence of noise in $V_{\text {ref }}$ and $V_{\mathrm{O}-\mathrm{DC}}$, the common-mode output noise is compared with zero and for the frequencies where the CMFB loop is high, it is suppressed, thanks to the feedback. Hence it is desirable not only to have large low-frequency gain but wide-band CMFB loop to reject high-frequency noise as well.

Since the SC resistors and the parasitic capacitors generate a relatively low-frequency pole at $V_{\text {CMFB }}$ node, the capacitors $C_{S}$ are added to introduce a compensating zero that helps with the stabilization of the CMFB loop. One of the drawbacks of this topology is that the common detector loads significantly the output of the amplifier, reducing its unity-gain frequency and slew rate. The value of $C_{\mathrm{S}}$ is typically onequarter to one-tenth of $C_{C}$. To prevent significant offset voltages due to charge injection from the switches, $C_{\mathrm{S}}$ is commonly chosen to be greater than 200 fF . Therefore, the capacitive loading on the amplifier due to the CMFB can go from 1 pF to 2 pF in most designs. As demonstrated in Ref. [16] this SC-CMFB suffers of poor rejection to the supply noise used as reference for the common-mode loop. This can be partially alleviated by combining passive common-mode detector and active signal comparator at the expenses of additional power consumption or using continuous-time CMFB systems.

### 17.7 Design Examples

### 17.7.1 Biquadratic Filter

In this section, a second-order bandpass filter (BPF) is designed. The specifications for this biquad are
Center frequency 1.6 kHz
Quality factor 16
Peak gain 10 dB
Clock frequency 8 KHz


FIGURE 17.19 Frequency response of the second-order bandpass filter.

A transfer function in the $z$-domain that realizes this filter is given by the following expression:

$$
\begin{equation*}
H(z)=\frac{0.1953(z-1) z}{z^{2}+0.5455 z+0.9229} \tag{17.53}
\end{equation*}
$$

The equivalent $H(s)$ is obtained and then mapped into the $z$-domain using the LDI transformation. This transfer function can be implemented by using the biquads presented in Section 17.2. For the biquad of Figure 17.10, and employing $A_{1}=A_{4}=A_{7}=0$, the circuit behaves as a BPF. Equating the terms of Equation 17.53 with the terms of Equation 17.19, the following equations are obtained:

$$
\begin{align*}
A_{6} & =\frac{1}{0.9229}-1 \\
A_{5} & =\frac{0.1953}{0.9229}  \tag{17.54}\\
A_{2} A_{3} & =2+A_{6}-\frac{0.5455}{0.9229}
\end{align*}
$$

Solving these equations, the following values are obtained: $A_{6}=0.0835, A_{5}=0.2116$, and $A_{2} A_{3}=1.4924$. A typical design procedure employs $A_{2}=1$. For this case, after node scaling the total capacitance is of the order of 32 unit capacitances. The frequency response of the filters is shown in Figure 17.19.

### 17.7.2 Sixth-Order Bandpass Ladder Filter

In this section, the design procedure for a sixth-order BPF based on an RLC prototype is considered. The ladder filters are very attractive because of their low passband sensitivity to tolerances in the filter components. Let us consider the following specifications:

Center frequency 100 kHz
Bandwidth 2.5 kHz
Passband ripple $<0.5 \mathrm{~dB}$
Clock frequency 2 MHz
The design starts with an RLC low-pass prototype, see Figure 17.20.

(a)

(b)

FIGURE 17.20 RLC prototypes. (a) Third-order low-pass filter and (b) sixth-order bandpass filter.

The values of the components for a prototype with $1 \mathrm{rad} / \mathrm{s}$ passband frequency can be obtained from tables or computed from well-known expressions. For this example, the passive components are $R_{1}=1 \Omega, C_{1}=1.5963 \mathrm{~F}$, and $L_{2}=1.0967 \mathrm{H}$. Using the low-pass to bandpass transformation, the capacitor $C_{1}$ is transformed into a parallel of a capacitor and an inductor. The values of the resulting components are

$$
\begin{align*}
C_{1}^{\prime} & =\frac{C_{1}}{B W} \\
L_{1}^{\prime} & =\frac{1}{\omega_{0}^{2} C^{\prime}} \tag{17.55}
\end{align*}
$$

where $\omega_{\mathrm{o}}$ and BW are the center frequency in radians per second and the filter bandwidth in radians per second, respectively. The inductor $L_{2}$ is transformed in a series of an inductor and a capacitor whose values become

$$
\begin{align*}
L_{2}^{\prime} & =\frac{L_{2}}{\mathrm{BW}} \\
C_{2}^{\prime} & =\frac{1}{\omega_{0}^{2} L_{2}^{\prime}} \tag{17.56}
\end{align*}
$$

The bandpass prototype is shown in Figure 17.20b. Before making the denormalizations it is desirable to transform the passive prototype to an active implementation. The grounded LC tank circuit can be simulated by the RC active implementation shown in Figure 17.21.

The value of the simulated inductance is

$$
\begin{equation*}
L_{1}^{\prime}=R_{1}^{2} C_{1}^{\prime} \tag{17.57}
\end{equation*}
$$



FIGURE 17.21 RC active implementation of a grounded LC tank circuit.


FIGURE 17.22 RC active implementation of a floating LC tank circuit.

It is important to note that the output of the active-RC circuit is a low-impedance node. Therefore, the inverting input of the op-amps must be used for current injection. Similarly, the circuit shown in Figure 17.22 can simulate a floating resonator. Obviously, this is an expensive implementation but typically several active elements can be shared in the final design. Using typical circuit analysis techniques it can be shown that $i_{12}$ for the passive LC tank is related to the components by the following expression:

$$
\begin{equation*}
i_{12}=\frac{s C_{2}^{\prime}}{1+s^{2} L_{2}^{\prime} C_{2}^{\prime}}\left(v_{\mathrm{o} 1}-v_{\mathrm{o} 2}\right) \tag{17.58}
\end{equation*}
$$

and for the active implementation

$$
\begin{equation*}
i_{12}=\frac{\left(\frac{R_{2}}{R_{Q}} C_{Q}\right) s}{1+s^{2} R_{2}^{2} C_{2}^{2}}\left(v_{01}-v_{02}\right) \tag{17.59}
\end{equation*}
$$

Comparing Equations 17.57 and 17.58 , the active and passive implementations are equivalents if the following constraints are satisfied:

$$
\begin{gather*}
C_{2}^{\prime}=\frac{R_{2}}{R_{Q}} C_{Q}  \tag{17.60}\\
L_{2}^{\prime} C_{2}^{\prime}=R_{2}^{2} C_{2}^{2} \tag{17.61}
\end{gather*}
$$

Obviously, the resistors $R_{2}$ can be replaced by SC equivalents. Using these building blocks, the implementation of the sixth-order BPF is straightforward. The sixth-order SC BPF is shown in Figure 17.23. The implementation of the $L_{1}^{\prime} C_{1}^{\prime} \operatorname{tank}$ circuit is straightforward from Figure 17.21. The resonant frequency of the SC resonator is determined by the capacitors $\theta C_{1}$. The node voltage $v_{\mathrm{o} 1}$ is taken at the output of the first op-amp. The input resistor is implemented by the capacitor $C_{R}$ and its associated switches. In Figure 17.23, the resonator associated with $v_{\mathrm{o3}}$ and $v_{\mathrm{o} 4}$ and the capacitors $\mathrm{C}_{\mathrm{Q}}$ implement the $L_{2}^{\prime} C_{2}^{\prime}$ floating tank circuit. The final step of the design is to compute the values of the components. A simplified design follows, but more detailed procedures are presented in Refs. [1,2,6].


FIGURE 17.23 Sixth-order bandpass ladder filter.

The loops of the SC filter implementation are of the lossless discrete integrator (LDI) type and the resistors are of the serial type. Hence, if an LDI prewarping scheme is used the analog center frequency of the filter should be mapped to the desired value, mainly for high- $Q$ filters wherein the interaction between resonators is very small. Since the resistors are not LDI, a distortion in the quality factor of the filter sections occurs, thus increasing the passband ripple. The LDI transformation relates the analog and discrete frequencies by the following expression $[1,6]$ :

$$
\begin{equation*}
\omega_{\text {analog }}=2 f_{\mathrm{c}} \sin \left(\frac{\omega_{\text {discrete }}}{2 f_{\mathrm{c}}}\right) \tag{17.62}
\end{equation*}
$$

Applying the LDI transformation to the center frequency of the filter, the predistorted center frequency is equal to $99,056 \mathrm{kHz}$. Using this prewarped frequency and Equations 17.54 through 17.61, the following component values are obtained:

$$
\begin{aligned}
& R_{1}=1 \Omega \\
& C_{1}^{\prime}=1.01623 \times 10^{-4} \mathrm{~F} \\
& L_{1}^{\prime}=2.51316 \times 10^{-8} \mathrm{H} \\
& C_{2}^{\prime}=3.65803 \times 10^{-8} \mathrm{~F} \\
& L_{2}^{\prime}=6.98181 \times 10^{-5} \mathrm{H}
\end{aligned}
$$

In addition, the continuous-time and SC resistors are approximately related by the following expression:

$$
\begin{equation*}
C_{\mathrm{eq}} \cong \frac{1}{f_{\mathrm{c}} R_{\mathrm{cont}}} \tag{17.63}
\end{equation*}
$$

In the SC filter, the transconductor $1 / R_{\mathrm{Q}}$ is implemented by $C_{\mathrm{Q}} / C_{1} R$. Hence, the final values of the capacitors are

$$
\begin{aligned}
& C_{\mathrm{R}}=0.0738 \mathrm{pF} \\
& C_{1}=15.000 \mathrm{pF} \\
& \theta C_{1}=4.6900 \mathrm{pF} \\
& C_{\mathrm{Q}}=0.2833 \mathrm{pF}
\end{aligned}
$$

While the filter center frequency of this design is accurate, the passband ripple is increased to around 0.8 dB instead of 0.5 dB . This is because the resistors used in the terminals of the filter are not implemented as LDI resistors. However, this effect can be partially corrected adjusting the resonant frequency of the second loop. If $\theta C_{1}$ is equal to 4.685 pF for the second resonator, the ripple is decreased to around 0.55 dB . The results for this case are shown in Figure 17.24.


FIGURE 17.24 Frequency response for the sixth-order bandpass filter.

### 17.7.3 Programmable Switched-Capacitor Filter

In most of the programmable filters, the important parameters are the resonant frequencies, the polequality factor, and sometimes, the peak gain. Thus, programmable low-pass, bandpass, high-pass, and bump equalizers are typically designed. Nevertheless, in some applications it is more important to control the gain at the frequency bands instead of that at the resonant frequency, the quality factor, or the peak gain. A typical approach for the implementation of these systems is to employ a parallel of a low-pass, bandpass, and a high-pass filter with programmable peak gain. For a second-order system, the implementation of this approach needs at least six operational amplifiers, three capacitor banks, and the implementation of six poles. Therefore, the number of switches, the power dissipation, and the silicon area needed for these structures are considerable. Another approach follows in this section.

In order to independently control the low-, medium-, and high-frequency bands it is required to realize the following transfer function:

$$
\begin{equation*}
H(s)=\frac{K_{1} s^{2}+K_{2} \mathrm{BW} s+K_{3} \omega_{\mathrm{o}}^{2}}{s^{2}+\mathrm{BW} s+\omega_{\mathrm{o}}^{2}} \tag{17.64}
\end{equation*}
$$

where BW and $\omega_{\mathrm{o}}$ are the bandwidth and the frequency of the poles, respectively. The control of the frequency bands is carried out by the parameters $K_{1}, K_{2}$, and $K_{3}$. From Equation 17.64 it is clear that the dc gain and the high-frequency gain are equal to $K_{3}$ and $K_{1}$, respectively. A disadvantage of this expression is the lack of good control in the medium frequencies. If $K_{1}$ is equal to $K_{3}$, the filter gain at the resonant frequency depends on $K_{2}$. However, for the general case it is affected by the parameters $K_{1}$ and $K_{3}$. In addition, the shape of the transfer function is not well behaved for moderateand high- $Q$ applications. The behavior of the transfer function is improved if the following equation is employed:

$$
\begin{equation*}
H(s)=K_{1}\left(\frac{s^{2}+K_{2} K_{3} \mathrm{BW} s+K_{3} \omega_{\mathrm{o}}^{2}}{s^{2}+K_{1} \mathrm{BW} s+K_{1} \omega_{\mathrm{o}}^{2}}\right) \tag{17.65}
\end{equation*}
$$

For low and high frequencies the behavior of this equation is similar to that of Equation 17.64. At medium frequencies the behavior of the transfer function is better controlled by the parameter $K_{2}$ than
for the case of Equation 17.64. For the medium-frequency band, the gain is related to the product $K_{2} K_{3}$ instead of the absolute value of $K_{2}$. Therefore, the effect of parameter $K_{2}$ on the transfer function is related to $K_{3}$.

A block diagram representation of Equation 17.65 is presented in Figure 17.25. In this figure, the filter bandwidth BW is equal to $\omega_{\mathrm{o}} / Q$, with $Q$ equal to the quality factor of the filter. The control parameters are the gain factors $K_{1}, K_{2}$, and $K_{3}$. The implementation of this block diagram can be carried out by using various techniques, e.g., OTA-C, MOSFET-C, or SC. An SC implementation is shown in Figure 17.26. For high-sampling rate $2 \pi f_{\mathrm{c}} \gg \omega_{\mathrm{o}}$, the capacitors $\theta C_{\mathrm{I}}$ are related with the pole frequency by the equation $\theta=\omega_{\mathrm{o}} T$. The capacitor banks control the gain of the three frequency bands. For the computation of the total capacitance, the capacitors can be associated in the following groups: the first group $\left(K_{3} C_{1}, C_{1}\right)$, second group ( $\theta C_{2}, K_{2} C_{2} / Q, C_{2}$ ), and third group ( $\theta C_{3} / Q, \theta C_{3}, C_{3} / K_{1}, C_{3}$ ).

The versatility of the topology is shown in Figure 17.27. For these results, the following design parameters have been employed: clock frequency $=128 \mathrm{kHz}, \omega_{o}=6.2832 * 350 \mathrm{rad} / \mathrm{s}$, and $Q=0.5$. For Figure 17.26, the parameter $K_{3}$ is equal to 10 , fixing the low-frequency gain at 20 dB . The medium-frequency band is controlled by the parameter $K_{2}$, which corresponds to the values 0.5 (attenuation of 6 dB$), 1(0 \mathrm{~dB}$ attenuation), and 2 (gain of 6 dB ). The high-frequency gain is controlled by the parameter $K_{1}$, which corresponds to the values $1,2.5,5$, and 10 , giving a high-frequency gain of 0 , 8,14 , and 20 dB , respectively.


FIGURE 17.25 A flow diagram representation of Equation 17.65.


FIGURE 17.26 Switched-capacitor realization for the programmable filter.


FIGURE 17.27 Effect of the parameter $K_{2}$ on the filter transfer function. For this plot $K_{3}=10$ and $K_{1}$ has been varied (1, 2.5, 5 and 10).

### 17.7.4 Switched-Capacitor Filters with Reduced Area

Most of the high-performance filters, sigma-delta modulators, and data converters are based on SC techniques [11,13]. Several architectures for narrow-band applications have been reported; many of them use several paths to relax the OTA specifications. In this approach two biquadratic filters connected in parallel running at $f_{s} / 2$ each but acting in complementary clock phases lead to filters working at twice the clock speed. Gain-compensated single-stage OTAs and double sampling techniques are also available for the design of efficient narrow-band (highly selective) filters.
For high- $Q$ filters, the scenario is even more complex because large capacitive spreads (proportional to $Q$ ) are required. Area efficient high- $Q$ filters require special design strategies such as judiciously use of partial positive feedback and use of slower clocks in critical filter building blocks. The use of slower clocks allows us to reduce the capacitive spread as well. The resistance of an SC resistor driven by periodic clocks is approximately given by $T / C\left(=1 / f_{s} C\right)$. If the signal is sampled once every $N$-periods, the equivalent resistance increases by a factor of $N$ [17]. The basic idea of this approach is shown in Figure 17.28 for the case $N=4$; the frequency of the clock phases $\phi_{11}$ and $\phi_{22}$ is $f_{s} / 4$. Each time $A_{2} C_{0}$ is activated, small amount of charge is taken by the capacitor controlling the losses of the lossy integrator.


FIGURE 17.28 SC lossy integrator using a slower clock to reduce capacitor area.

If this technique is used for high- $Q$ applications ( $A_{2} \ll 1$ ), those losses generate some spurious tones as well, but usually they are very small [17-18]. This approach results in lower capacitance spread without sacrificing sensitivity of critical filter parameters to component variations. The combination of several design techniques results in significant reduction in the total capacitance savings both silicon area and power consumption [18]. As a consequence of the use of slower clocks, additional alias components appear at integer multiples of $f_{s} / N$ that may limit the filter's performance and increase the requirements on the antialias filter that precedes the SC network. It is critical to estimate the amount of alias components when using these techniques.

### 17.7.5 Spectrum Analyzer Using Switched-Capacitor Techniques

The growth in complexity and number of functions that can be integrated on a single chip have increased rapidly in the last years, making the testing a difficult task. Even though the majority of these systems are mainly digital, the analog section is always an important part of such mixed-mode architectures. Testing in analog circuits faces many problems; e.g., sweeping frequency and amplitude, measurement of magnitudes, and phase for a number of frequencies. Spectrum and network analyzers are routinely used for the characterization of mixed-mode systems. A cheap on-chip spectrum analyzer has been developed in Ref. [19]. Due to the flexibility of SC techniques, a gracious synchronization is ensured between the frequency of the input stimuli $f_{\text {in }}$ and the center frequency of the circuits that perform the measurements, controlled by clocks $\phi_{1}$ and $\phi_{2}$.

A conceptual schematic diagram of the base-band SC network analyzer is shown in Figure 17.29. It consists of a digital frequency synthesizer, an SC sinewave generator, two VGAs, an SC BPF, and an analog-to-digital converter. The frequency synthesizer generates the master clock used as the sinusoidal generator sampling frequency as well as the nonoverlapping clock phases for the SC blocks. The sinewave generator, based on SC techniques, delivers a sinusoidal signal with a frequency of $1 / 16$ of the master clock frequency. The amplitude of the signal coming from the sinusoidal generator is adjustable to provide the proper level to the stimuli. The output of the device under test (DUT) is bandpass filtered and conditioned by the second VGA to accommodate it to the proper input range of the ADC. The narrowband SC filter is a key building block of the spectrum-vector analyzer, its function is twofold: one, it can be centered at the center frequency $f_{0}$ to obtain the DUT transfer function; second, to select the proper frequency component ( $f_{0}, 2 f_{0}, 3 f_{0}$, ) for harmonic distortion characterization. The main advantage of this system is its inherent synchronization between the sinewave input signal and center frequency of the BPF.

The sinewave generator is based on SC circuits, with an oscillating frequency equal to $f_{s} / 16$, where $f_{\mathrm{s}}$ is the clock frequency generated by the digital frequency synthesizer. Figure 17.30 shows the schematic diagram of a flexible sinewave generator using an SC circuit. It consists of a programmable gain amplifier whose preset gain stages correspond to the values of an ideal sampled and held sinewave. The SC circuit has four different gain stages, which generate a sinusoidal output with 16 steps per period generated from four capacitors and two reference voltages. The switch $P Z$ sets the zero of the sinusoidal waveform.


FIGURE 17.29 On-chip spectrum/vector analyzer block diagram using switched-capacitor techniques.


FIGURE 17.30 SC amplifier used to generate the discrete sinewave with low distortion.

The switches PA1 through PD1 are closed sequentially with each clock cycle to generate the first quarterperiod of the sinusoidal waveform. Once the maximum value is obtained, the switches close in the opposite direction (from PD1 to PA1) in order to generate the second quarter-period. In the second zero crossing, $P_{\text {control }}$ switches from $V_{\text {ref }}$ to $-V_{\text {ref }}$ so the lower half of the signal is generated. The capacitors are weighted such that the ideal values of a discrete sinewave signal are generated. The advantage of this implementation against direct digital synthesizers lies in the simplicity of the digital logic required to generate the required clock phases, resulting in a very compact implementation. The reset switch PZ also eliminates the accumulation of offset voltages. Since the peak value of the discrete sinewave signal is determined by $V_{\text {ref }}$, making it programmable allows obtaining an amplitude programmable sinewave generator. A modification of the structure allows generating the sinewave signal using a single reference voltage. Figure 17.31 shows the sinewave generator output for three different reference voltages: $\pm 200 \mathrm{mV}, \pm 100 \mathrm{mV}$, and $\pm 50 \mathrm{mV}$. The oscillating frequency is 1 kHz , and the clock frequency is 16 MHz . The measured HD3 of this block is in the order of -51 dB for an input signal of 200 mV peak .

### 17.7.6 Programmable Switched-Capacitor Oscillator

Sinewave oscillators are essential parts in many electronic systems and in a host of applications. Integrating the oscillator with the other circuit blocks on a single chip makes it easy and reliable to implement several applications including built-in testing. Among the various types of oscillator, a BPF-based oscillator is an attractive and practical implementation due to its many advantages such as the programmability of the oscillation frequency by means of changing the center frequency ( $f_{0}$ ) of the BPF, and the fact that the oscillation amplitude can be controlled with the help of a comparator. In baseband applications, BPF can be implemented with conventional SC design techniques that are preferred because of its accuracy, simple implementation, and reduced sensitivity to process and temperature variations. A block diagram of a BPF-based SC oscillator is shown in Figure 17.32 [20].

For highly linear oscillator, conventional approaches to minimize the frequency harmonics of the SC BPF-based oscillator requires a high-quality-factor ( $Q$-factor) BPF, which involves high capacitor spread and, hence, leads to large silicon area. Also, improving the linearity by increasing $Q$-factor is not that efficient considering the fact that the $n$ th-order harmonic distortion $\left(\mathrm{HD}_{n}\right)$ can be approximated as


FIGURE 17.31 Measured output signal of the sinewave generator.


FIGURE 17.32 Block diagram of conventional BPF-based SC oscillator.
$1 /\left(n^{2} Q\right)$, where $Q$ is a $Q$-factor of BPF in second-order BPF-based oscillator. If HD3 of -60 dB is needed, then the required $Q$-factor becomes more than 100 that may not be practical for an IC realization.

The linearity can be significantly improved without requiring a high- $Q$-factor BPF if a technique based on nonlinear shaping of the frequency spectrum is used. For this purpose, a comparator must exhibit multilevel outputs. The four-level square wave with a certain condition (as depicted for $f(t)$ in Figure 17.33) rejects the third-order harmonic component. Implementation of a multilevel comparator


FIGURE 17.33 Conceptual diagram of a four-level quasi-sinusoidal wave generator.


FIGURE 17.34 SC BPF implementation with an embedded FIR filter.
can be explained as adding finite-impulse-response (FIR) filter to a conventional comparator as shown in Figure 17.33. In this figure, $f_{s}(t)$ is an output of a conventional comparator and $f(t)$ is an output of FIR filter. A transfer function of an FIR filter in discrete-time domain, assuming that $T / 8$ is one sampling period, can be expressed

$$
\begin{equation*}
H(z)=\frac{F(z)}{F_{\mathrm{s}}(z)}=\frac{k}{\sqrt{2}} z\left(1+\sqrt{2} z^{-1}+z^{-2}\right) \tag{17.66}
\end{equation*}
$$

Equation 17.66 shows zeros at $z=0, e^{ \pm j 3 \pi / 4}$. Note that $z=e^{ \pm 3 \pi / 4}$ corresponds to the third-order harmonic frequency since $8 / T$ is used for a sampling frequency. FIR filter can be easily embedded into SC BPF with the minimum cost, because BPF readily has an adder and a multiplier at its input. Figure 17.34 shows the BPF with the embedded FIR filter. In Figure 17.34, $C_{4}{ }^{\prime}$ should be $\sqrt{2} C_{4}$ for the cancellation of third-order harmonic, and all other capacitors should be determined by the requirements as of a conventional BPF.

The SC BPF-based oscillator was fabricated using CMOS $0.35 \mu \mathrm{~m}$ technology. BPF has a center frequency of $f_{0}=10 \mathrm{MHz}$, a $Q$-factor of 10 , and a master clock frequency of $f_{\mathrm{C}}=80 \mathrm{MHz}$. The measured frequency spectrums for both oscillators are shown in Figure 17.35. Over - 54 dB of HD3 for the SC BPFbased with FIR filter is achieved, which is 20 dB smaller than the conventional oscillator. HD3 improvement of the proposed oscillator is mainly determined by the accuracy of the multiplying factor


FIGURE 17.35 Measured frequency spectrum of the SC oscillators.
( $\sqrt{2}$ in this case). In practical implementation, the ratio of 4:3 (=1.33) can be used for approximation of $\sqrt{2}(=1.4142)$, which limits the amount of harmonic cancellation. The implementation of the FIR filter requires minimum additional area ( $10 \%$ of the total area).
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### 18.1 Properties of FIR Filters

## M.H. Er

### 18.1.1 Linear Phase Property

The finite-impulse response (FIR) filter is characterized by a unit-sample response that has a finite duration. One of the advantages of FIR filters compared to their infinite-impulse response (IIR) counterparts is that FIR filters can be designed with exactly linear phase. Linear phase response is important for applications where phase distortion due to n onlinear phase can degrade performance, such as in data transmission and television applications.

A FIR causal filter can be characterized by the transfer function [1]

$$
\begin{equation*}
H(z)=\sum_{n=0}^{N-1} h(n T) z^{-n} \tag{18.1}
\end{equation*}
$$

where
$h(n T)$ is the impulse response of the filter
$N$ is the filter length
$T$ is the sampling interval

Using the relationship that

$$
\begin{equation*}
H(z)=\frac{Y(z)}{X(z)} \tag{18.2}
\end{equation*}
$$

the difference equation of a FIR filter can be obtained by taking the inverse $Z$-transform of Equation 18.1, that is

$$
\begin{equation*}
y(i T)=\sum_{n=0}^{N-1} h(n T) X(i T-n T) \tag{18.3}
\end{equation*}
$$

which says that the current output of a FIR causal filter is the weighted sum of the current and past inputs. The weighting coefficients are given by the impulse response of the filter.

From Equation 18.1, the frequency response can be obtained by replacing $z=e^{j \omega T}$ as

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=\sum_{n=0}^{N-1} h(n T) e^{-j \omega n T}=M(\omega) e^{j \phi(\omega)} \tag{18.4}
\end{equation*}
$$

where $M(\omega)$ and $\phi(\omega)$ are the magnitude and phase responses, respectively, defined as

$$
\begin{align*}
M(\omega) & =\left|H\left(e^{j \omega T}\right)\right|  \tag{18.5a}\\
\phi(\omega) & =\arg H\left(e^{j \omega T}\right) \tag{18.5b}
\end{align*}
$$

The phase delay and group (time) delay functions of a filter are defined as

$$
\begin{equation*}
\tau_{\mathrm{p}}=-\frac{\phi(\omega)}{\omega} \tag{18.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{\mathrm{g}}=-\frac{\mathrm{d} \phi(\omega)}{\mathrm{d} \omega} \tag{18.7}
\end{equation*}
$$

respectively. Filters for which $\tau_{\mathrm{p}}$ and $\tau_{\mathrm{g}}$ are independent of frequency are referred to as constant time delay or linear phase filters. Hence, the phase response of a linear phase filter is given by

$$
\begin{equation*}
\phi(\omega)=-\tau \omega, \quad-\pi<\omega<\pi \tag{18.8}
\end{equation*}
$$

where $\tau$ is a constant phase delay in samples.
From Equations 18.4, 18.5b and 18.8, the phase response can be expressed as

$$
\begin{equation*}
\phi(\omega)=-\tau \omega=\tan ^{-1} \frac{-\sum_{n=0}^{N-1} h(n T) \sin (\omega n T)}{\sum_{n=0}^{N-1} h(n T) \cos (\omega n T)} \tag{18.9}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\tan (\omega \tau)=\frac{\sum_{n=0}^{N-1} h(n T) \sin (\omega n T)}{\sum_{n=0}^{N-1} h(n T) \cos (\omega n T)} \tag{18.10}
\end{equation*}
$$

Using the definition $\tan (\omega \tau)=\sin (\omega \tau) / \cos (\omega \tau)$, Equation 18.10 can be reexpressed as

$$
\begin{equation*}
\sum_{n=0}^{N-1} h(n T) \sin (\omega \tau-\omega n T)=0 \tag{18.11}
\end{equation*}
$$

It can be shown [1] that a solution to Equation 18.11 is given by

$$
\begin{equation*}
\tau=\frac{(N-1) T}{2} \tag{18.12}
\end{equation*}
$$

and

$$
\begin{equation*}
h(n T)=h[(N-1-n) T], \quad 0 \leq n \leq N-1 \tag{18.13}
\end{equation*}
$$

Hence, FIR filters can be designed to have constant phase and group delays if the conditions of Equations 18.12 and 18.13 are satisfied. The symmetry property of Equation 18.13 can also lead to efficient filter realizations.

In applications where only constant group delay is needed, the phase response can have the form

$$
\begin{equation*}
\phi(\omega)=\phi_{0}-\tau \omega \tag{18.14}
\end{equation*}
$$

where $\phi_{0}$ is a constant. With $\phi_{0}= \pm \pi / 2$, it can be shown [1] that the impulse response is of the form

$$
\begin{equation*}
h(n T)=-h[(N-1-n) T], \quad 0 \leq n \leq N-1 \tag{18.15}
\end{equation*}
$$

In this case, the impulse response exhibits antisymmetrical property.

### 18.1.2 Frequency Response of Linear Phase FIR Filters

The frequency response of a causal linear phase FIR filter can be simplified to some simple forms using Equations 18.13 and 18.15 and the values of $N$ as follows:
(1) Symmetric impulse response and $N=$ odd. In this case,

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=\sum_{n=0}^{(N-3) / 2} h(n T) e^{-j \omega n T}+h\left[\frac{(N-1) T}{2}\right] e^{-j \omega(N-1) T / 2}+\sum_{n=(N+1) / 2}^{N-1} h(n T) e^{-j \omega n T} \tag{18.16}
\end{equation*}
$$

Using Equation 18.13, letting $m=N-1-n$ and changing the limits of summation, and finally letting $m=n$, the last summation in Equation 18.16 can be reexpressed as

$$
\begin{equation*}
\sum_{n=(N+1) / 2}^{N-1} h(n T) e^{-j \omega n T}=\sum_{n=0}^{(N-3) / 2} h(n T) e^{-j \omega(N-1-n) T} \tag{18.17}
\end{equation*}
$$

Substituting Equation 18.17 into Equation 18.16, one obtains

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=\sum_{n=0}^{(N-3) / 2} h(n T)\left[e^{-j \omega n T}+e^{-j \omega(N-1-n) T}\right]+h\left[\frac{(N-1) T}{2}\right] e^{-j \omega(N-1) T / 2} \tag{18.18}
\end{equation*}
$$

Factoring $e^{-j \omega(N-1) T / 2}$ in Equation 18.18 and letting $k=(N-1) / 2-n$, Equation 18.18 can be reexpressed as

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=e^{-j \omega(N-1) T / 2}\left\{\sum_{k=1}^{(N-1) / 2} h\left[\left(\frac{N-1}{2}-k\right) T\right]\left(e^{j \omega k T}+e^{-j \omega k T}\right)+h\left[\frac{(N-1) T}{2}\right]\right\} \tag{18.19}
\end{equation*}
$$

Using the property that $e^{j \theta}+e^{-j \theta}=2 \cos \theta$, Equation 18.19 can be simplified to the form

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=e^{-j \omega(N-1) T / 2}\left\{\sum_{k=1}^{(N-1) 2} 2 h\left[\left(\frac{N-1}{2}-k\right) T\right] \cos (\omega k T)+h\left[\frac{(N-1) T}{2}\right]\right\} \tag{18.20}
\end{equation*}
$$

Letting $a(o)=h[(N-1) T / 2]$ and $a(k)=2 h[((N-1) / 2-k) T]$, Equation 18.20 can be simplified further to

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=e^{-j \omega(N-1) T / 2}\left[\sum_{k=0}^{(N-1) / 2} a(k) \cos (\omega k T)\right] \tag{18.21}
\end{equation*}
$$

(2) Symmetric impulse response and $N=$ even. For this case, the frequency response takes the form

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=e^{-j \omega(N-1) T / 2}\left\{\sum_{k=0}^{N / 2-1} 2 h(k T) \cos \left[\omega\left(\frac{N}{2}-k-\frac{1}{2}\right) T\right]\right\} \tag{18.22}
\end{equation*}
$$

Letting $b(k)=2 h[N / 2-k) T], k=1,2, \ldots, N / 2$, Equation 18.22 can be expressed as

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=e^{-j \omega(N-1) T / 2}\left\{\sum_{k=1}^{N / 2} b(k) \cos \left[\omega\left(k-\frac{1}{2}\right) T\right]\right\} \tag{18.23}
\end{equation*}
$$

An interesting feature of this frequency response is that $H\left(e^{j \omega T}\right)$ is always equal to zero for $\omega=\pi$, independent of $b(k)$. This implies that high-pass filter characteristics cannot be realized with this type of filter.
(3) Antisymmetric impulse response and $N=o d d$. For this case, the derivation of the frequency response is the same as that in (1) except that the cosine summations are replaced by the sine summations multiplied by $j$ because of Equation 18.15 . Hence, the frequency response is given by

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=j e^{-j \omega(N-1) T / 2}\left\{\sum_{k=1}^{(N-1) / 2} 2 h\left[\left(\frac{N-1}{2}-k\right) T\right] \sin (\omega k T)+h\left[\frac{(N-1) T}{2}\right]\right\} \tag{18.24}
\end{equation*}
$$

It should be noted that for odd values of $N$, Equation 18.15 requires that $h[(N-1) T / 2]=0$. Letting $c(k)=2 h[((N-1) / 2-k) T], k=1,2, \ldots,(N-1) / 2$, Equation 18.24 becomes

TABLE 18.1 Frequency Response of Linear Phase FIR Filters

| $h(n T)$ | $N$ | $H\left(e^{i_{\omega} T}\right)$ |
| :--- | :--- | :---: |
| Symmetrical | Odd | $e^{-j \omega(N-1) T / 2} \sum_{k=0}^{(N-1) / 2} a(k) \cos (\omega k T)$ |
| Antisymmetrical | Odd | $e^{-j \omega(N-1) T / 2} \sum_{k=1}^{N / 2} b(k) \cos \left[\omega\left(k-\frac{1}{2}\right) T\right]$ |

Where $a(o)=h\left[\frac{(N-1) T}{2}\right], a(k)=c(k)=2 h\left[\left(\frac{N-1}{2}-k\right) T\right], b(k)=d(k)=2 h\left[\left(\frac{N}{2}-k\right) T\right]$.

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=j e^{-j \omega(N-1) T / 2}\left\{\sum_{k=1}^{(N-1) / 2} c(k) \sin (\omega k T)\right\} \tag{18.25}
\end{equation*}
$$

A notable feature of this frequency response is that at frequencies $\omega=0$ and $\omega=\pi$, the frequency response is always zero, independent of $c(k)$.
(4) Antisymmetric impulse response and $N=$ even. For this case, the frequency response is the same as that in (2) except the cosine summations become sine summations multiplied by $j$ as follows:

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=j e^{-j \omega(N-1) T / 2}\left\{\sum_{k=0}^{N / 2-1} 2 h(k T) \sin \left[\omega\left(\frac{N}{2}-k-\frac{1}{2}\right) T\right]\right\} \tag{18.26}
\end{equation*}
$$

Letting $d(k)=2 h[N / 2-k) T], k=1,2, \ldots, N / 2$, Equation 18.26 becomes

$$
\begin{equation*}
H\left(e^{j \omega T}\right)=j e^{-j \omega(N-1) T / 2}\left\{\sum_{k=1}^{N / 2} d(k) \sin \left[\omega\left(k-\frac{1}{2}\right) T\right]\right\} \tag{18.27}
\end{equation*}
$$

In this case, the frequency response is zero at $\omega=0$, independent of $d(k)$.
In summary, the frequency responses of the four possible types of FIR filters with linear phase are given in Table 18.1.

### 18.1.3 Locations of Zeros of Linear Phase FIR Filters

The symmetric and antisymmetric conditions of the impulse response given by Equations 18.13 and 18.15 impose certain constraints on the zeros of the transfer function $H(z)$ [2]. For the case where $N$ is an odd value, $H(z)$ can be written as

$$
\begin{equation*}
H(z)=z^{-(N-1) / 2} \sum_{k=0}^{(N-1) / 2} \frac{a(k)}{2}\left(z^{k} \pm z^{-k}\right) \tag{18.28}
\end{equation*}
$$

where the $\pm$ sign corresponds to symmetry and antisymmetry in the impulse response respectively, and $a(o)$ and $a(k)$ are defined in Table 18.1.


FIGURE 18.1 Typical zero positions of linear phase filters.

Substituting $z^{-1}$ for $z$ in Equation 18.28, one obtains

$$
\begin{equation*}
H\left(z^{-1}\right)=z^{(N-1) / 2} \sum_{k=0}^{(N-1) / 2} \frac{a(k)}{2}\left(z^{-k} \pm z^{k}\right) \tag{18.29}
\end{equation*}
$$

It follows from Equations 18.28 and 18.29 that

$$
\begin{equation*}
H\left(z^{-1}\right)= \pm z^{(N-1)} H(z) \tag{18.30}
\end{equation*}
$$

Equation 18.30 shows that $H(z)$ and $H\left(z^{-1}\right)$ are identical to within a delay of $(N-1)$ samples and a multiplier of $\pm 1$. Thus, the zeros of $H\left(z^{-1}\right)$ are identical to the zeros of $H(z)$. Therefore, if $z_{i}=r_{i} e^{j \phi i}$ is a zero of $H(z)$, then $z_{i}^{-1}=\left(1 / r_{i}\right) e^{-j \phi i}$ must also be a zero of $H(z)$. This has the following implications on the zero locations:

1. If $r_{i}=1$ and $\phi_{i}=0$ or $\pi$, then the zeros lie at either $z=+1$ or $z=-1$. In these cases, the zero is its own complex conjugate.
2. If $r_{i}=1$ and $\phi_{i} \neq 0$ or $\pi$, then the zeros of $H(z)$ that are on the unit circle are also zeros of $H\left(z^{-1}\right)$ that are on the unit circle. Hence, the zeros occur in complex conjugate pairs on the unit circle.
3. If $r_{i} \neq 1$ and $\phi_{i}=0$ or $\pi$, then the zeros are real and occur in reciprocal pairs on the unit circle.
4. If $r_{i} \neq 1$ and $\phi_{i} \neq 0$ or $\pi$, then the zeros occur in quadruplets with complex conjugate reciprocal pairs off the unit circle.

Figure 18.1 shows the possible types of zeros for linear phase FIR filters.

### 18.2 Windowing Techniques

## M.H. Er

Windowing is one of the earliest techniques for designing FIR filters [3,4]. The technique is simple because the filter coefficients can be obtained in closed form without the need for solving complex optimization problems as in some other sophisticated FIR design techniques. Hence, the design time is very short and the technique remains an attractive tool for FIR filter design.

$\omega$

To understand the windowing technique, first consider the process of obtaining a finite-length impulse response by truncating an infiniteduration impulse response sequence. Suppose $H_{\mathrm{d}}\left(e^{j \omega T}\right)$ is an ideal desired low-pass response with cutoff frequency $\omega_{c}$. As the frequency response of an FIR filter is a periodic function, it can be expressed as a Fourier series as

$$
\begin{equation*}
H_{\mathrm{d}}\left(e^{j \omega T}\right)=\sum_{n=-\infty}^{\infty} h_{\mathrm{d}}(n T) e^{-j \omega n T} \tag{18.31}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{\mathrm{d}}(n T)=\frac{T}{2 \pi} \int_{-\pi / T}^{\pi / T} H_{d}\left(e^{j \omega T}\right) e^{j \omega n T} \mathrm{~d} \omega \tag{18.32}
\end{equation*}
$$

In general, $H_{\mathrm{d}}\left(e^{j \omega T}\right)$ is piecewise constant with a certain passband and stopband and with discontinuities at the boundaries between bands. Hence, the impulse sequence $h_{\mathrm{d}}(n T)$ is of infinite duration. For example, for the ideal low-pass response shown in Figure 18.2, the corresponding impulse response sequence is given by

$$
\begin{equation*}
h_{\mathrm{d}}(n T)=\frac{\omega_{\mathrm{c}} T}{\pi}\left(\frac{\sin \omega_{\mathrm{c}} n T}{\omega_{\mathrm{c}} n T}\right), \quad-\infty \leq n \leq \infty \tag{18.33}
\end{equation*}
$$

It is clear that Equation 18.33 is a noncausal IIR filter. Also it is unstable and therefore unrealizable.
The rectangular window. One way to obtain a finite-duration causal impulse response is to simply truncate $h_{\mathrm{d}}(n T)$ and introduce sufficient delay to obtain a causal impulse response, i.e., define

$$
h(n T)= \begin{cases}h_{\mathrm{d}}^{\prime}(n T) & 0 \leq n \leq N-1  \tag{18.34}\\ 0 & \text { elsewhere }\end{cases}
$$

where $h_{\mathrm{d}}^{\prime}(n T)$ is a delay version of $h_{\mathrm{d}}(n T)$.
This can be represented as the product of the desired impulse response and a finite-duration window $w_{\mathrm{r}}(n T)$, i.e.,

$$
\begin{equation*}
h(n T)=h_{\mathrm{d}}^{\prime}(n T) w_{\mathrm{r}}(n T) \tag{18.35}
\end{equation*}
$$

where $w_{\mathrm{r}}(n T)$ is the rectangular window function defined as

$$
w_{\mathrm{r}}(n T)= \begin{cases}1 & 0 \leq n \leq N-1  \tag{18.36}\\ 0 & \text { elsewhere }\end{cases}
$$

Let $\theta=\omega T$ and using the fact that multiplication of two discrete-time sequences corresponds to a convolution of their Fourier transforms. Hence,

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} H_{\mathrm{d}}^{\prime}\left(e^{j \theta}\right) W_{\mathrm{r}}\left(e^{j(\omega-\theta)}\right) \mathrm{d} \theta \tag{18.37}
\end{equation*}
$$

where $W_{\mathrm{r}}\left(e^{j \theta}\right)$ is the spectrum of the rectangular window.
Since the two functions in the integral are periodic, a circular convolution results and the limits of integration are taken over one period. Thus the frequency response $H\left(e^{j \omega}\right)$ will be a "smeared" version of the desired response $H_{\mathrm{d}}^{\prime}\left(e^{j \omega}\right)$ and the discontinuities in the desired frequency response become transition bands of $H\left(e^{j \omega}\right)$. To understand this, it is instructive to examine the frequency response for the causal rectangular window, that is,

$$
\begin{align*}
W_{\mathrm{r}}\left(e^{j \omega T}\right) & =\sum_{n=0}^{N-1} e^{-j \omega n T} \\
& =e^{-j \omega(N-1) T / 2} \frac{\sin (\omega N T / 2)}{\sin (\omega T / 2)} \tag{18.38}
\end{align*}
$$

The spectrum $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ for $N=31$ is shown in Figure 18.3. The spectrum $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ has two features that are worth noting, the mainlobe width and the sidelobe amplitude. The mainlobe width is defined as the distance between the two points closest to $\omega=0$, where $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ is zero. For a rectangular window, the mainlobe width is equal to $4 \pi / N$. The maximum sidelobe amplitude for $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ is equal to approximately -13 dB relative to the maximum value at $\omega=0$.

Figure 18.4 shows the log-magnitude response of applying a 31-point rectangular window to approximate an ideal low-pass filter with a cutoff frequency equal to $\pi / 4$. It can be seen that the sharp transition in the ideal response at $\omega=\omega_{c}$ has been converted into a gradual transition. Also, in the passband a series of overshoots and undershoots occur, and in the stopband, where the desired response is zero, the FIR filter has a nonzero response. These are the results of the convolution between $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ and $H_{\mathrm{d}}\left(e^{j \omega T}\right)$. The mainlobe of $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ causes the smearing of the desired response and the sidelobes of $W_{\mathrm{r}}\left(e^{j \omega T}\right)$ appear as overshoots and undershoots to the desired response. It is interesting to note that there will


FIGURE 18.3 Fourier transform of the rectangular window.


FIGURE 18.4 Magnitude response of low-pass FIR filter design using a 31-point rectangular window.


FIGURE 18.5 Magnitude response of low-pass FIR filter design using a 61-point rectangular window.
always be oscillations in the function $H\left(e^{j \omega T}\right)$ in the vicinity of the steep transitions in $H_{d}^{\prime}\left(e^{j \omega T}\right)$, no matter how large the value of $N$ as shown in Figure 18.5 for $N=61$. This result is known as the Gibbs phenomenon [2] in the theory of Fourier series.

To reduce the oscillations in $H\left(e^{j \omega T}\right)$, other window functions having spectra exhibiting smaller sidelobes must be used. To understand how the form of windows should be selected, it is observed that the sidelobes of the rectangular window represent the high-frequency components and are due to the sharp transitions from one to zero at the edges of the window. Therefore, the amplitudes of these sidelobes can be reduced by replacing the sharp transitions by more gradual ones. Some of the most frequently used window functions are described below.

The Bartlett window. The Bartlett window, also known as the triangular window, is defined as

$$
w_{\mathrm{t}}(n T)= \begin{cases}\frac{2 n}{N-1} & 0 \leq n \leq \frac{N-1}{2}  \tag{18.39}\\ 2-\frac{2 n}{N-1} & \frac{N-1}{2} \leq n \leq N-1 \\ 0 & \text { elsewhere }\end{cases}
$$

The spectrum $W_{\mathrm{t}}\left(e^{j \omega T}\right)$ is shown in Figure 18.6. As expected, the sidelobe level is smaller than that of the rectangular window, being reduced from -13 to -25 dB relative to the maximum. However, the mainlobe width is now $8 \pi / N$, twice that of the rectangular window. Hence, there is a trade-off between mainlobe width and sidelobe level.
Figure 18.7 illustrates the FIR low-pass magnitude response obtained by using the Bartlett window. Comparing Figure 18.7 to Figure 18.4, it is observed that the Bartlett window produces a smoother magnitude response.
The Hanning window. The Hanning window, also known as the raised-cosine window, is given by

$$
w_{\mathrm{c}}(n T)= \begin{cases}\frac{1}{2}\left[1-\cos \left(\frac{2 \pi n}{N-1}\right)\right] & 0 \leq n \leq N-1  \tag{18.40}\\ 0 & \text { elsewhere }\end{cases}
$$

The amplitude spectrum of this window is shown in Figure 18.8 for $N=31$. The magnitude of the first sidelobe level is -31 dB , down with respect to the peak value at $\omega=0$. Comparing to the triangular window, there is an improvement of 6 dB . Since the mainlobe widths of both windows are the same, the Hanning window is preferred over the triangular one.
The amplitude response of the FIR low-pass filter with $\omega_{c}=\pi / 4$ produced by applying the Hanning window with $N=31$ is shown in Figure 18.9. The largest peak in the stopband is now reduced to -44 dB relative to the passband level.


FIGURE 18.6 Fourier transform of the Bartlett window.


FIGURE 18.7 Magnitude response of low-pass FIR filter design using a 31-point Bartlett window.


FIGURE 18.8 Fourier transform of the Hanning window.

The Hamming window. The Hamming window is given by

$$
w_{\mathrm{h}}(n T)= \begin{cases}0.54-0.46 \cos \left(\frac{2 \pi n}{N-1}\right) & 0 \leq n \leq N-1  \tag{18.41}\\ 0 & \text { elsewhere }\end{cases}
$$

Figure 18.10 shows the amplitude spectrum of the Hamming window, The magnitude of the highest sidelobe is about -41 dB , a reduction of 10 dB relative to the Hanning window. This reduction is achieved at the expense of higher sidelobes at the higher frequencies.


FIGURE 18.9 Magnitude response of low-pass FIR filter design using a 31-point Hanning window.


FIGURE 18.10 Fourier transform of the Hamming window.

Figure 18.11 illustrates the amplitude response of the FIR low-pass filter with $\omega_{c}=\pi / 4$ obtained by applying the Hamming window for $N=31$. The first sidelobe peak is $-51 \mathrm{~dB}, \mathrm{a}-7 \mathrm{~dB}$ improvement with respect to that using the Hanning window. However, it is noted that as frequency increases, the stopband attenuation does not increase as much as that produced by using the Hanning window.

The Blackman window. The Blackman window is given by

$$
w_{\mathrm{b}}(n T)= \begin{cases}0.42-0.5 \cos \left(\frac{2 \pi n}{N-1}\right)+0.08 \cos \left(\frac{4 \pi n}{N-1}\right) & 0 \leq n \leq N-1  \tag{18.42}\\ 0 & \text { elsewhere }\end{cases}
$$



FIGURE 18.11 Magnitude response of low-pass FIR filter design using a 31-point Hamming window.


FIGURE 18.12 Fourier transform of the Blackman window.

The amplitude response of the Blackman window is shown in Figure 18.12. It can be seen that it has the highest sidelobe level, down -57 dB from the mainlobe peak. However, the mainlobe width has increased to $12 \pi / \mathrm{N}$.

The amplitude response of the FIR low-pass filter obtained when applying the Blackman window is shown in Figure 18.13. The minimum attenuation in the stopband is about -74 dB , but it occurs for $\omega>\pi / 2$.

The Kaiser window. For the foregoing windows, the width of the mainlobe is inversely proportional to N . However, the minimum stopband attenuation is independent of the window length and is a function of


FIGURE 18.13 Magnitude response of low-pass FIR filter design using a 31-point Blackman window.
the selected window. Hence, to meet a desired stopband attenuation, the designer is forced to select a window that meets the design specifications. It is worth noting that windows with low sidelobe levels have broader mainlobe widths, hence requiring an increase in the order of the filter $N$ to achieve the desired transition width.

In 1974, Kaiser [4] introduced a new window, now known as the Kaiser window, based on discretetime approximations of the prolate spheroidal wave functions. This window has a variable parameter $\beta$, which can be varied to control the sidelobe level with respect to the mainlobe peak. As in other windows,


FIGURE 18.14 Magnitude responses of low-pass FIR filter design using a 31-point Kaiser window with $\beta=1$ (solid line), $\beta=6$ (dash line), and $\beta=10$ (dotted line).

TABLE 18.2 Spectral Properties of $N$-Point Windows

| Window | Mainlobe <br> Width | Peak Amplitude <br> of Sidelobe $(\mathrm{dB})$ |
| :--- | :---: | :---: |
| Rectangular | $4 \pi / N$ | -13 |
| Bartlett | $8 \pi / N$ | -25 |
| Hanning | $8 \pi / N$ | -31 |
| Hamming | $8 \pi / N$ | -41 |
| Blackman | $12 \pi / N$ | -57 |

the mainlobe width can be adjusted by changing the length of the window, which in turn adjusts the transition width of the filter. Therefore, FIR filters can be efficiently designed using the Kaiser window.

The Kaiser windows are defined by

$$
w_{\mathrm{k}}(n T)= \begin{cases}\frac{I_{0}\left(2 \beta \sqrt{\frac{n}{N-1}-\left(\frac{n}{N-1}\right)^{2}}\right)}{I_{0}(\beta)} & 0 \leq n \leq N-1  \tag{18.43}\\ 0 & \text { elsewhere }\end{cases}
$$

where $I_{0}(x)$ is the modified zeroth-order Bessel function of the first kind. Kaiser has shown that these windows are nearly optimum in the sense of having the largest energy in the mainlobe for a given peak sidelobe amplitude.

To give an impression of the results that can be obtained by using Kaiser windows, Figure 18.14 shows the amplitude responses of an FIR low-pass filter design with $N=31$ and $\omega_{c}=\pi / 4$ and with $\beta=1, \beta=6$, and $\beta=10$. As the value of $\beta$ increases, the stopband attenuation of the low-pass filter increases and the transition band widens. Proper choice of $N$ then leads to the final design.

The windows discussed above are compared in terms of their mainlobe width and the maximum sidelobe level in Table 18.2.

## References

1. L. R. Rabiner and B. Gold, Theory and Application of Digital Signal Processing, Englewood Cliffs, NJ: Prentice-Hall, 1975.
2. A. V. Oppenheim and R. W. Schafer, Digital Signal Processing, Englewood Cliffs, NJ: Prentice-Hall, 1975.
3. L. R. Rabiner, Techniques for designing finite duration impulse response digital filters, IEEE Trans. Commun. Technol., COM-19, 188-195, April 1971.
4. J. F. Kaiser, Nonrecursive digital filter design using the $I_{O}$-sinh window function, in Selected Papers in Digital Signal Processing, II, New York: IEEE, 1976.

### 18.3 Design of FIR Filters by Optimization

## Andreas Antoniou

### 18.3.1 Equiripple FIR Filters

The design of FIR filters can be accomplished either through noniterative or iterative methods. Noniterative methods entail the use of a small set of closed-form formulas and are, as a consequence, simple to apply. A frequently used method of this class is through the use of the Fourier series in conjunction
with window functions. Iterative methods are based on the application of optimization techniques. These are characterized by a substantial increase in the computational complexity, but often lead to designs that are optimal in some respect.
This section deals with an iterative method for the design of FIR filters known as the weightedChebyshev method. In this approach, an error function is formulated for the desired filter in terms of a linear combination of cosine functions and is then minimized by using a very efficient multivariable optimization algorithm known as the Remez exchange algorithm. When convergence is achieved, the error function becomes equiripple, as in other Chebyshev solutions. The amplitude of the error in different frequency bands of interest is controlled by applying weighting to the error function.

The weighted-Chebyshev method is very flexible and can be used to obtain optimal solutions for most types of FIR filters, e.g., digital differentiators, Hilbert transformers, and low-pass, high-pass, bandpass, bandstop, and multiband filters with piecewise-constant amplitude responses. Furthermore, it can be used to design filters with arbitrary amplitude responses. Consequently, it is widely used. In common with other optimization methods, the weighted-Chebyshev method requires a large amount of computation; however, as the cost of computation is becoming progressively cheaper with time, this disadvantage is not a serious one.
The underlying principles of the weighted-Chebyshev method were proposed during the early 1970s [1-3] and a series of developments soon after [4-8] led to the well-known computer program of McClellan et al. [9]. Some more recent enhancements to the method are reported in Refs. [10,11]. A detailed treatment of the subject can be found in Ref. [12].

### 18.3.2 Problem Formulation

An FIR filter with a symmetrical impulse response and odd length $N$ can be represented by the transfer function

$$
H(z)=\sum_{n=0}^{N-1} h(n T) z^{-n}
$$

If we assume a sampling rate $\omega_{\mathrm{s}}=2 \pi$, we have $T=2 \pi / \omega_{\mathrm{s}}=1 \mathrm{~s}$, and hence the frequency response of the filter can be expressed as

$$
H\left(e^{j \omega T}\right)=e^{-j c \omega} P_{c}(\omega)
$$

where

$$
\begin{equation*}
P_{c}(\omega)=\sum_{k=0}^{c} a_{k} \cos k \omega \tag{18.44}
\end{equation*}
$$

with

$$
\begin{aligned}
a_{0} & =h(c) \\
a_{k} & =2 h(c-k) \quad \text { for } k=1,2, \ldots, c \\
c & =(N-1) / 2
\end{aligned}
$$

For a desired frequency response $e^{-j \omega \omega} D(\omega)$ and a specified weighting function $W(\omega)$, an error function $E(\omega)$ can be constructed as

$$
\begin{equation*}
E(\omega)=W(\omega)\left[D(\omega)-P_{c}(\omega)\right] \tag{18.45}
\end{equation*}
$$

If it were possible to minimize the magnitude of the above error such that

$$
|E(\omega)| \leq \delta_{\mathrm{p}}
$$

with respect to some compact subset of the frequency interval $[0, \pi]$, say $\Omega$, a filter would be obtained in which

$$
\begin{equation*}
\left|E_{0}(\omega)\right|=\left|D(\omega)-P_{c}(\omega)\right| \leq \frac{\delta_{\mathrm{p}}}{|W(\omega)|} \quad \text { for } \omega \in \Omega \tag{18.46}
\end{equation*}
$$

In an equiripple filter, the magnitude of the error oscillates uniformly between zero and some maximum in each passband and stopband. In a low-pass equiripple filter, the amplitude response assumes the form depicted in Figure 18.15, where $\delta_{p}$ and $\delta_{a}$ are the amplitudes of the passband and stopband ripples, and $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{a}}$ are the passband and stopband edges, respectively. Hence, we require

$$
D(\omega)= \begin{cases}1 & \text { for } 0 \leq \omega \leq \omega_{\mathrm{p}} \\ 0 & \text { for } \omega_{\mathrm{a}} \leq \omega \leq \pi\end{cases}
$$

with

$$
\left|E_{0}(\omega)\right| \leq \begin{cases}\delta_{\mathrm{p}} & \text { for } 0 \leq \omega \leq \omega_{\mathrm{p}}  \tag{18.47}\\ \delta_{\mathrm{a}} & \text { for } \omega_{\mathrm{a}} \leq \omega \leq \pi\end{cases}
$$

Therefore, from Equations 18.46 and 18.47 we deduce

$$
W(\omega)= \begin{cases}1 & \text { for } 0 \leq \omega \leq \omega_{\mathrm{p}} \\ \delta_{\mathrm{p}} / \delta_{\mathrm{a}} & \text { for } \omega_{\mathrm{a}} \leq \omega \leq \pi\end{cases}
$$

Similarly, for high-pass filters, we obtain

$$
D(\omega)= \begin{cases}0 & \text { for } 0 \leq \omega \leq \omega_{\mathrm{a}} \\ 1 & \text { for } \omega_{\mathrm{p}} \leq \omega \leq \pi\end{cases}
$$



FIGURE 18.15 Amplitude response of equiripple low-pass filter. (Reproduced from Antoniou, A. Digital Filters: Analysis, Design, and Applications, McGraw-Hill, New York, 1993. With permission.)
and

$$
W(\omega)= \begin{cases}\delta_{\mathrm{p}} / \delta_{\mathrm{a}} & \text { for } 0 \leq \omega \leq \omega_{\mathrm{a}} \\ 1 & \text { for } \omega_{\mathrm{p}} \leq \omega \leq \pi\end{cases}
$$

Bandpass and bandstop filters. The above formulation can be easily extended to other types of filters. For bandpass filters, we have

$$
D(\omega)= \begin{cases}0 & \text { for } 0 \leq \omega \leq \omega_{\mathrm{a} 1} \\ 1 & \text { for } \omega_{\mathrm{p} 1} \leq \omega \leq \omega_{\mathrm{p} 2} \\ 0 & \text { for } \omega_{\mathrm{a} 2} \leq \omega \leq \pi\end{cases}
$$

and

$$
W(\omega)= \begin{cases}\delta_{\mathrm{p}} / \delta_{\mathrm{a}} & \text { for } 0 \leq \omega \leq \omega_{\mathrm{a} 1} \\ 1 & \text { for } \omega_{\mathrm{p} 1} \leq \omega \leq \omega_{\mathrm{p} 2} \\ \delta_{\mathrm{p}} / \delta_{\mathrm{a}} & \text { for } \omega_{\mathrm{a} 2} \leq \omega \leq \pi\end{cases}
$$

where $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{a}}$ are the amplitudes of the passband and stopband ripples, respectively, $\omega_{\mathrm{p} 1}$ and $\omega_{\mathrm{p} 2}$ are the passband edges, and $\omega_{\mathrm{a} 1}$ and $\omega_{\mathrm{a} 2}$ are the stopband edges, as depicted in Figure 18.16. On the other hand, for bandstop filters

$$
D(\omega)= \begin{cases}1 & \text { for } 0 \leq \omega \leq \omega_{\mathrm{p} 1} \\ 0 & \text { for } \omega_{\mathrm{a} 1} \leq \omega \leq \omega_{\mathrm{a} 2} \\ 1 & \text { for } \omega_{\mathrm{p} 2} \leq \omega \leq \pi\end{cases}
$$

and

$$
W(\omega)= \begin{cases}1 & \text { for } 0 \leq \omega \leq \omega_{\mathrm{p} 1} \\ \delta_{\mathrm{p}} / \delta_{\mathrm{a}} & \text { for } \omega_{\mathrm{a} 1} \leq \omega \leq \omega_{\mathrm{a} 2} \\ 1 & \text { for } \omega_{\mathrm{p} 2} \leq \omega \leq \pi\end{cases}
$$



FIGURE 18.16 Amplitude response of equiripple bandpass filter. (Reproduced from Antoniou, A. Digital Filters: Analysis, Design, and Applications, McGraw-Hill, New York, 1993. With permission.)

The alternation theorem. An effective approach for the design of equiripple filters is to solve the minimax problem

$$
\begin{equation*}
\underset{x}{\operatorname{minimize}}\left\{\max _{\omega}|E(\omega)|\right\} \tag{18.48}
\end{equation*}
$$

where

$$
x=\left[\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{\mathrm{c}}
\end{array}\right]^{\mathrm{T}}
$$

is a column vector whose elements are the coefficients of the transfer function of the filter, which happen to be the values of the impulse response. The solution of this problem exists by virtue of the so-called alternation theorem [13], which is as follows.

## THEOREM 18.1

If $P_{c}(\omega)$ is a linear combination of $r=c+1$ cosine functions of the form

$$
P_{c}(\omega)=\sum_{k=0}^{c} a_{k} \cos k \omega
$$

then a necessary and sufficient condition that $P_{c}(\omega)$ be the unique, best, weighted-Chebyshev approximation to a continuous function $D(\omega)$ on $\Omega$, where $\Omega$ is a compact subset of the frequency interval $[0, \pi]$, is that the weighted error function $E(\omega)$ exhibit at least $r+1$ extremal frequencies in $\Omega$, i.e., there must exist at least $r+1$ points $\hat{\omega}$ in $\Omega$ such that

$$
\begin{aligned}
& \quad \hat{\omega}_{0}<\hat{\omega}_{1}<\cdots<\hat{\omega}_{r} \\
& E\left(\hat{\omega}_{i}\right)=-E\left(\hat{\omega}_{i+1}\right) \quad \text { for } i=0,1, \ldots, r-1
\end{aligned}
$$

and

$$
\left|E\left(\hat{\omega}_{i}\right)\right|=\max _{\omega \in \Omega}|E(\omega)| \quad \text { for } i=0,1, \ldots, r
$$

From the alternation theorem and Equation 18.45 we can write

$$
\begin{equation*}
E\left(\hat{\omega}_{i}\right)=W\left(\hat{\omega}_{i}\right)\left[D\left(\hat{\omega}_{i}\right)-P_{c}\left(\hat{\omega}_{i}\right)\right]=(-1)^{i} \delta \tag{18.49}
\end{equation*}
$$

for $i=0,1, \ldots, r$, where $\delta$ is a constant. This system of equations can be put in matrix form as

$$
\left[\begin{array}{cccccc}
1 & \cos \hat{\omega}_{0} & \cos 2 \hat{\omega}_{0} & \cdots & \cos c \hat{\omega}_{0} & \frac{1}{W\left(\hat{\omega}_{0}\right)}  \tag{18.50}\\
1 & \cos \hat{\omega}_{1} & \cos 2 \hat{\omega}_{1} & \cdots & \cos c \hat{\omega}_{1} & \frac{-1}{W\left(\hat{\omega}_{1}\right)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \cos \hat{\omega}_{r} & \cos 2 \hat{\omega}_{r} & \cdots & \cos c \hat{\omega}_{r} & \frac{(-1)^{r}}{W\left(\hat{\omega}_{r}\right)}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{c} \\
\delta
\end{array}\right]=\left[\begin{array}{c}
D\left(\hat{\omega}_{0}\right) \\
D\left(\hat{\omega}_{1}\right) \\
\vdots \\
D\left(\hat{\omega}_{r}\right)
\end{array}\right]
$$

If the extremal frequencies (or extremals for short) were known, coefficients $a_{k}$ and, in turn, the frequency response of the filter could be computed using Equation 18.44. The solution of this system exists since the above $(r+1) \times(r+1)$ matrix is nonsingular [13].

### 18.3.2.1 Remez Exchange Algorithm

The Remez exchange algorithm is an iterative multivariable algorithm, which is naturally suited for the solution of the minimax problem stated in Equation 18.48. It is based on the second optimization method of Remez [14] and involves the following basic steps.

## ALGORITHM 18.1: Basic Remez Exchange Algorithm

1. Initialize extremals $\hat{\omega}_{0}, \hat{\omega}_{1}, \ldots, \hat{\omega}_{r}$ ensuring that an extremal is assigned at each band edge.
2. Locate the frequencies $\widehat{\omega}_{0}, \hat{\omega}_{1}, \ldots, \widehat{\omega}_{\rho}$ at which $|E(\omega)|$ is maximum and $\left|E\left(\widehat{\omega}_{i}\right)\right| \geq \delta$. These frequencies are potential extremals for the next iteration.
3. Compute the convergence parameter

$$
\mathrm{Q}=\frac{\max \left|E\left(\hat{\omega}_{i}\right)\right|-\min \left|E\left(\hat{\omega}_{i}\right)\right|}{\max \left|E\left(\widehat{\omega}_{i}\right)\right|}
$$

where $i=0,1, \ldots, \rho$.
4. Reject $\rho-r$ superfluous potential extremals $\widehat{\omega}_{i}$ according to an appropriate rejection criterion and renumber the remaining $\widehat{\omega}_{i}$ sequentially; then set $\hat{\omega}_{i}=\widehat{\omega}_{i}$ for $i=0,1, \ldots, r$.
5. If $Q>\varepsilon$, where $\varepsilon$ is a convergence tolerance (say $\varepsilon=0.01$ ), repeat from step 2 ; otherwise continue to step 6.
6. Compute $P_{c}(\omega)$ using the last set of extremals; then deduce $h(n)$, the impulse response of the required filter, and stop.

The amount of computation required by the algorithm tends to depend quite heavily on the initialization scheme used in step 1, on the search method used for the location of the maxima of the error function in step 2 , and on the criterion used to reject superfluous frequencies $\widehat{\omega}_{i}$ in step 4.
Initialization of extremals. The simplest scheme for the initialization of extremals $\hat{\omega}_{i}$ for $i=0,1, \ldots, r$ is to assume that they are uniformly spaced in the frequency bands of interest. If there are $J$ distinct bands in the required filter of widths $B_{1}, B_{2}, \ldots, B_{J}$ and extremals are to be located at the left-hand and right-hand band edges of each band, the sum of these bandwidths should be divided into $r+1-J$ intervals. Thus the average interval between adjacent extremals is

$$
W_{0}=\frac{1}{r+1-J} \sum_{j=1}^{J} B_{j}
$$

Since the quantities $B_{j} / W_{0}$ need not be integers, the use of $W_{0}$ for the generation of the extremals will almost always result in a fractional interval in each band. This problem can be avoided by rounding the number of intervals $B_{j} / W_{0}$ to the nearest integer and then readjusting the frequency interval for the corresponding band accordingly. This can be achieved by letting the number of intervals in bands $j$ and $J$ be

$$
m_{j}=\operatorname{Int}\left(\frac{B_{j}}{W_{0}}+0.5\right) \quad \text { for } j=1,2, \ldots, J-1
$$

and

$$
m_{J}=r-\sum_{j=1}^{J-1}\left(m_{j}+1\right)
$$

respectively, and then recalculating the frequency intervals for the various bands as

$$
W_{j}=\frac{B_{j}}{m_{j}} \quad \text { for } j=1,2, \ldots, J
$$

A more sophisticated initialization scheme, which was found to give good results, is described in Ref. [15].

Location of maxima of the error function. The frequencies, $\hat{\omega}_{i}$, which must include maxima at band edges if $\mid E\left(\bar{\omega}_{i}|\geq|\delta|\right.$, can be located by simply evaluating $| E(\omega) \mid$ over a dense set of frequencies. A reasonable number of frequency points that yield sufficient accuracy in the determination of the frequencies $\widehat{\omega}_{i}$ are $8(N+1)$. This corresponds to about 16 frequency points per ripple of $|E(\omega)|$. A suitable frequency interval for the $j$ th band is $w_{j}=W_{j} / S$ with $S=16$.

The above exhaustive search can be implemented in terms of Algorithm 18.2 below, where $\omega_{\mathrm{L} j}$ and $\omega_{\mathrm{R} j}$ are the left-hand and right-hand edges in band $j ; W_{j}$ is the interval between adjacent extremals and $m_{j}$ is the number of intervals $W_{j}$ in band $j$; $w_{j}$ is the interval between successive samples of $|E(\omega)|$ in interval $W_{j}$ and $S$ is the number of intervals $w_{j}$ in each interval $W_{j} ; N_{j}$ is the total number of intervals $w_{j}$ in band $j$; and $J$ is the number of bands.

## ALGORITHM 18.2: Exhaustive Step-by-Step Search

1. Set $N_{j}=m_{j} S, w_{j}=B_{j} / N_{j}$, and $e=0$.
2. For each of bands $1,2, \ldots, j, \ldots, J$ do the following. For each of frequencies $\omega_{1 j}=\omega_{\mathrm{L} j}, \omega_{2 j}=\omega_{\mathrm{Lj}}+$ $\omega_{j}, \ldots, \omega_{i j}=\omega_{\mathrm{L} J}+(i-1) \omega_{j}, \ldots, \omega_{\left(N_{j}+1\right) j}=\omega_{\mathrm{Rj} j}$, set $\hat{\omega}_{e}=\omega_{i j}$ and $e=e+1$ provided that $\left|E\left(\omega_{i j}\right)\right| \geq|\delta|$ and one of the following conditions holds:
(a) Case $\omega_{i j}=\omega_{\mathrm{L} j ;}$ if $\left|E\left(\omega_{i j}\right)\right|$ is maximum at $\omega_{i j}=\omega_{\mathrm{L} j}$ (i.e., $\left.\left|E\left(\omega_{\mathrm{L} j}\right)\right|>\left|E\left(\omega_{\mathrm{L} j}+\varepsilon\right)\right|\right)$
(b) Case $\omega_{\mathrm{L} j}<\omega_{i j}<\omega_{\mathrm{R} j}$ : if $|E(\omega)|$ is maximum at $\omega=\omega_{i j}$ (i.e., $\left.\left|E\left(\omega_{i j}-\omega_{j}\right)\right|<\left|E\left(\omega_{i j}\right)\right|>\left|E\left(\omega_{i j}+\omega_{j}\right)\right|\right)$
(c) Case $\omega_{i j}=\omega_{\mathrm{R} j}$ : if $\left|E\left(\omega_{i j}\right)\right|$ is maximum at $\omega_{i j}=\omega_{\mathrm{R} j}$ (i.e., $\left.\left|E\left(\omega_{\mathrm{R} j}\right)\right|>\left|E\left(\omega_{\mathrm{R} j}-\varepsilon\right)\right|\right)$

The parameter $\varepsilon$ in steps $2(\mathrm{a})$ and $2(\mathrm{c})$ is a small positive constant and a value $10^{-2} w_{j}$ yields satisfactory results.

In practice, $|E(\omega)|$ is maximum at an interior left-hand band edge* if its first derivative at the band edge is negative, and a mirror-image situation applies at an interior right-hand band edge. In such cases, $|E(\omega)|$ has a zero immediately to the right or left of the band edge and the inequality in step 2(a) or 2(c) may sometimes fail to identify a maximum. However, the problem can be avoided by using the inequality $\left|E\left(\omega_{\mathrm{L} j}-\varepsilon\right)\right|>\left|E\left(\omega_{\mathrm{L} j}\right)\right|$ in step $2(\mathrm{a})$ and $\left|E\left(\omega_{\mathrm{R} j}\right)\right|<\left|E\left(\omega_{\mathrm{R} j}+\varepsilon\right)\right|$ in step 2(c) for interior band edges.
In rare circumstances, a maximum of $|E(\omega)|$ may occur between a band edge and the first sample point. Such a maximum may be missed by Algorithm 18.2, but the problem can be easily identified since the number of potential extremals will then be less than the minimum. The remedy is to check the number of potential extremals at the end of each iteration and if it is found to be less than $r+1$, the density of sample points, i.e., $S$ is doubled and the iteration is repeated. If the problem persists, the process is repeated until the required number of potential extremals is obtained. If a value of $S$ equal to or less than 256 does not resolve the problem, the loss of potential extremals is most likely due to some other reason.

An important precaution in the implementation of the preceding search method is to ensure that extremals belong to the dense set of frequency points to avoid numerical ill-conditioning in the computation of $E(\omega)$ (see Equations 18.49 and 18.51 ). In addition, the condition $\left|E\left(\omega_{i j}\right)\right| \leq|\delta|$ should

[^53]be replaced by $\left|E\left(\omega_{i j}\right)\right|>|\delta|-\varepsilon_{1}$, where $\varepsilon_{1}$ is a small positive constant, say $10^{-6}$, to ensure that no maxima are missed owing to roundoff errors.

The search method is very reliable and its use in Algorithm 18.1 leads to a robust algorithm since the entire frequency axis is searched using a dense set of frequency points. Its disadvantage is that it requires a considerable amount of computation and is, therefore, inefficient.

A more efficient version of Algorithm 18.2 is obtained by maintaining all the interior band edges as extremals throughout the optimization independently of the behavior of the error function at the band edges. However, the algorithm obtained tends to be somewhat less robust, i.e., it tends to fail more frequently than Algorithm 18.2.

Computation of $|E(\omega)|$ and $P_{c}(\omega)$. In steps 2 and 6 of the basic Remez algorithm (Algorithm 18.1), $|E(\omega)|$ and $P_{c}(\omega)$ need to be evaluated. This can be done by determining coefficients $a_{k}$ by inverting the matrix in Equation 18.50. However, this approach is inefficient and may be subject to numerical ill-conditioning, in particular, if $\delta$ is small and $N$ is large. An alternative and more efficient approach is to deduce $\delta$ analytically and then interpolate $P_{c}(\omega)$ on the $r$ frequency points using the barycentric form of the Lagrange interpolation formula. The necessary formulation is as follows.

Parameter $\delta$ can be deduced as

$$
\delta=\frac{\sum_{k=0}^{r} \alpha_{k} D\left(\hat{\omega}_{k}\right)}{\sum_{k=0}^{r} \frac{(-1)^{k} \alpha_{k}}{W\left(\hat{\omega}_{k}\right)}}
$$

and $P_{c}(\omega)$ is given by

$$
P_{c}(\omega)= \begin{cases}C_{k} & \text { for } \omega=\hat{\omega}_{0}, \hat{\omega}_{1}, \ldots, \hat{\omega}_{r-1}  \tag{18.51}\\ \sum_{k=0}^{r-1} \frac{\beta_{k} c_{k}}{x-\beta_{k}} & \text { otherwise } \\ \sum_{k=0}^{r-1} \frac{\beta_{k}}{x-x_{k}} & \end{cases}
$$

where

$$
\begin{aligned}
\alpha_{k} & =\prod_{i=0, i \neq k}^{r} \frac{1}{x_{k}-x_{i}} \\
C_{k} & =D\left(\hat{\omega}_{k}\right)-(-1)^{k} \frac{\delta}{W\left(\hat{\omega}_{k}\right)} \\
\beta_{k} & =\prod_{i=0, i \neq k}^{r-1} \frac{1}{x_{k}-x_{i}}
\end{aligned}
$$

with

$$
x=\cos \omega \quad \text { and } \quad x_{i}=\cos \hat{\omega}_{i} \quad \text { for } i=0,1,2, \ldots, r
$$

In step 2 of the Remez algorithm, $|E(\omega)|$ often needs to be evaluated at a frequency that was an extremal during the previous iteration. For these cases, the magnitude of the error function is simply $|\delta|$ according to Equation 18.49, and need not be evaluated. This would reduce the amount of computation to some extent.

An alternative formulation that simplifies the implementation of the Remez exchange algorithm can be found in Ref. [12].

Rejection of superfluous potential extremals. The solution of Equation 18.50 can be obtained only if precisely $r+1$ extremals are available. By differentiating $E(\omega)$, one can show that in a filter with one frequency band of interest (e.g., a digital differentiator) the number of maxima in $|E(\omega)|$ (potential extremals in step 2 of Algorithm 18.1) can be as high as $r+1$. In the weighted-Chebyshev method, band edges at which $|E(\omega)|$ is maximum or $|E(\omega)| \geq|\delta|$ are treated as potential extremals (see Algorithm 18.2). Therefore, whenever the number of frequency bands is increased by one, the number of potential extremals is increased by 2 , i.e., for a filter with $J$ bands there can be as many as $r+2 J-1$ frequencies $\omega_{i}$ and a maximum of $2 J-2$ superfluous $\hat{\omega}_{i}$ may occur. This problem is overcome by rejecting $\rho-r$ of the potential extremals $\hat{\omega}_{i}$, if $\rho>r$, in step 4 of the algorithm.

A simple rejection scheme is to reject the $\rho-r$ frequencies $\hat{\omega}_{i}$ that yield the lowest $\left|E\left(\hat{\omega}_{i}\right)\right|$ and then renumber the remaining $\omega_{i}$ from 0 to $r$ [8]. This strategy is based on the well-known fact that the magnitude of the error in a given band is inversely related to the density of extremals in that band, i.e., a low density of extremals results in a large error and a high density results in a small error. Conversely, a low band error is indicative of a high density of extremals, and rejecting superfluous $\hat{\omega}_{i}$ in such a band is the appropriate course of action.

A problem with the scheme just described is that whenever a frequency remains an extremal in two successive iterations, $|E(\omega)|$ assumes the value of $|\delta|$ in the second iteration by virtue of Equation 18.49. In practice, there are almost always several frequencies that remain extremals from one iteration to the next, and the value of $|E(\omega)|$ at these frequencies will be the same. Consequently, the rejection of potential extremals on the basis of the magnitude of the error can become arbitrary and may lead to the rejection of potential extremals in bands where the density of extremals is low. This tends to increase the number of iterations, and it may even prevent the algorithm from converging on occasion. This problem can to some extent be alleviated by rejecting only potential extremals that are not band edges.

An alternative rejection scheme based on the aforementioned strategy, which gives excellent results for two-band and three-band filters, involves ranking the frequency bands in the order of lowest average band error, dropping the band with the highest average error from the list, and then rejecting potential extremals, one per band, in a cyclic manner starting with the band with the lowest average error [11]. The steps involved are as follows.

## ALGORITHM 18.3: Rejection of Superfluous Potential Externals

1. Compute the average band errors

$$
E_{j}=\frac{1}{v_{j}} \sum_{\hat{\omega}_{i} \in \Omega_{j}}\left|E\left(\widehat{\omega}_{i}\right)\right| \quad \text { for } j=1,2, \ldots, J
$$

where $\Omega_{j}$ is the set of potential externals in band $j$ given by

$$
\Omega_{j}=\left\{\widehat{\omega}_{j}: \omega_{\mathrm{L} j} \leq \widehat{\omega}_{j} \leq \omega_{\mathrm{R} j}\right\}
$$

$v_{j}$ is the number of potential externals in band $j$, and $J$ is the number of bands.
2. Rank the $J$ bands in the order of lowest average error and let $l_{1}, l_{2}, \ldots, l_{\mathrm{J}}$ be the ranked list obtained, i.e., $l_{1}$ and $l_{\mathrm{J}}$ are the bands with the lowest and highest average errors, respectively.
3. Reject one $\hat{\omega}_{i}$ in each of bands $l_{1}, l_{2}, \ldots, l_{\mathrm{J}-1}, l_{1}, l_{2}, \ldots, l_{1}$ until $\rho-r$ superfluous $\hat{\omega}_{i}$ are rejected. In each case, reject the $\hat{\omega}_{i}$, other than a band edge, that yields the lowest $\left|E\left(\widehat{\omega}_{i}\right)\right|$ in the band.

For example, if $J=3, \rho-r=3$, and the average errors for bands 1,2 , and 3 are, respectively, $0.05,0.08$, and 0.02 , then $\widehat{\omega}_{i}$ are rejected in bands 3,1 , and 3 . Note that potential extremals are not rejected in band 2 , which is the band of highest average error.

Computation of impulse response. The impulse response in step 6 of Algorithm 18.1 can be determined by noting that function $P_{c}(\omega)$ is the frequency response of a noncausal version of the required filter. The impulse response of this filter, represented by $h_{0}(n)$ for $-c \leq n \leq c$, can be determined by computing $P_{c}(k \Omega)$ for $k=0,1,2, \ldots, c$, where $\Omega=2 \pi / N$, and then using the inverse discrete Fourier transform. It can be shown that

$$
h_{0}(n)=h_{0}(-n)=\frac{1}{N}\left[P_{c}(0)+\sum_{k=1}^{c} 2 P_{c}(k \Omega) \cos \left(\frac{2 \pi k n}{N}\right)\right]
$$

for $n=0,1,2, \ldots, c$. Therefore, the impulse response of the required causal filter is given by

$$
h(n)=h_{0}(n-c)
$$

for $n=0,1,2, \ldots, N-1$.

### 18.3.2.2 Improved Search Methods

For a filter of length $N$, with the number of intervals $w_{j}$ in each internal $W_{j}$ equal to $S$, the exhaustive step-by-step search described (Algorithm 18.2) requires about $S \times(N+1) / 2$ function evaluations, where each function evaluation entails $N-1$ additions, $(N+1) / 2$ multiplications, and $(N+1) / 2$ divisions (see Equation 18.51).

A Remez optimization usually requires 4 to 8 iterations for low-pass or high-pass filters, 4 to 10 iterations for bandpass filters, and 4 to 12 iterations for bandstop filters. Further, if prescribed specifications are to be achieved and the appropriate value of $N$ is unknown, typically two to four Remez optimizations have to be performed.* Thus, if $N=101, S=16$, number of Remez optimizations $=4$, iterations per optimization $=6$, the design would entail 24 iterations, 19,200 function evaluations, $1.92 \times 10^{6}$ additions, $0.979 \times 10^{6}$ multiplications, and $0.979 \times 10^{6}$ divisions. This is in addition to the computation required for the evaluation of $\delta$ and coefficients $\alpha_{k}, C_{k}$, and $\beta_{k}$ once per iteration. In effect, the amount of computation required to complete a design is quite substantial.

The bulk of the computation in Algorithm 18.2 is carried out to locate the maxima of $|E(\omega)|$ and the large amount of computation is a consequence of the exhaustive character of the search. Therefore, any attempt to reduce the computational complexity of the Remez exchange algorithm must of necessity involve a more efficient search for the maxima of $|E(\omega)|$.

The error function in the weighted-Chebyshev method is well behaved in practice, and is normally unimodal between successive zeros, as can be seen in Figures 18.15 and 18.16. Hence, the maxima of $|E(\omega)|$ can be located through more sophisticated search methods that utilize gradient information. Two such methods are the so-called selective step-by-step search and cubic-interpolation search reported in Refs. [10,11]. Collectively, the two search methods can reduce the amount of computation to about onefifth the amount required by the exhaustive search.

Selective step-by-step search. The underlying principle in the development of the selective step-by-step search is that normally there is strict alternation between the maxima and the zeros of $|E(\omega)|$. In a given iteration, the maxima of $|E(\omega)|$ are either old maxima from the previous iteration that have moved or new maxima introduced at band edges. New interior maxima may also arise, in theory, but such occurrences are quite rare in practice.

[^54]The selective step-by-step search involves three distinct parts as follows:
(1) Maxima that correspond to previous maxima are located by searching in the neighborhoods of the most recent set of extremals in a step-by-step fashion using the first derivative of $|E(\omega)|$. If the first derivative is positive at an extremal, the search is carried out to the right of the extremal; otherwise, the search is carried out to the left of the extremal.
(2) New maxima at band edges can be located by noting the circumstances under which new maxima can arise. These are as follows:
a. To the right of $\omega=0$ (first band), if there is an extremal and $|E(\omega)|$ has a minimum at $\omega=0$
b. To the left of $\omega=\pi$ (last band), if there is an extremal and $|E(\omega)|$ has a minimum at $\omega=\pi$
c. At $\omega=0$, if there is no extremal at $\omega=0$
d. At $\omega=\pi$, if there is no extremal at $\omega=\pi$
e. To the right of an interior left-hand edge
f. To the left of an interior right-hand edge
g. At $\omega=\omega_{\mathrm{L} j}$, if there is no extremal at $\omega=\omega_{\mathrm{L} j}$
h. At $\omega=\omega_{\mathrm{R} j}$, if there is no extremal at $\omega=\omega_{\mathrm{R} j}$
(3) New interior maxima, which cannot be located by the checks in (1) and (2) can be found by noting the presence of large gaps in the set of potential extremals identified in (1) and (2). If the difference between two consecutive potential extremals exceeds 1.5 to 2 times the initial interval between extremals (i.e., $W_{j}$ ), then the interval is checked for additional maxima.

If a selective step-by-step search based on the above principles is used in Algorithm 18.1, then at the start of the optimization the distance between a typical extremal $\hat{\omega}_{i}$ and the nearby maximum point $\hat{\omega}_{i}$ will be less than half the period of the corresponding ripple of $|E(\omega)|$, owing to the relative symmetry of the ripples of the error function. In effect, during the first iteration less than half of the combined width of the different bands needs to be searched. Thus the number of function evaluations required would be reduced from about 16 to less than 8 per extremal in practice. This will reduce the number of function evaluations by more than $50 \%$ relative to that required by the exhaustive search of Algorithm 18.1 without degrading the accuracy of the optimization in any way. As the optimization progresses and the solution is approached, extremal $\hat{\omega}_{i}$ and maximum point $\hat{\omega}_{i}$ tend to coincide and, therefore, the cumulative length of the frequency range that has to be searched is progressively reduced, thereby resulting in further economies in the number of function evaluations. In the last iteration, only two or three function evaluations are needed (including derivatives) per ripple. As a result, the total number of function evaluations can be reduced by $65 \%-70 \%$ relative to that required by the exhaustive search $[10,11]$.

Cubic-interpolation search. The maxima in item (1) of the above method can also be found through the use of one stage of polynomial interpolation. Either quadratic or cubic interpolation can be used. In these methods, a polynomial approximation is obtained for the magnitude of the error function in the neighborhood of a given extremal and the location of the maximum is determined by finding the point at which the first derivative is zero. Although cubic interpolation entails a more complicated formulation than quadratic interpolation, it leads to improved accuracy, which tends to translate into improved efficiency.

Several choices are possible in setting up a cubic-interpolation search for the problem at hand. One that was found to work well in practice entails evaluating $|E(\omega)|$ at three frequency points and its derivative at one point. Choosing the extremal itself as one of the points reduces the computation further since the value of $|E(\omega)|$ is known to be $|\delta|$ from the previous iteration. Thus this scheme entails three function evaluations per extremal.

The computational complexity of the cubic-interpolation search described remains constant from iteration to iteration since the number of function evaluations required to perform an interpolation is constant. At the start of the optimization, the cubic-interpolation search is more efficient than the selective step-by-step search. However, as the solution is approached the number of function evaluations
required by the selective search is progressively reduced, as was stated earlier, and at some point the selective search becomes more efficient. A prudent strategy under the circumstances is to use the cubicinterpolation search at the start of the optimization and switch over to the selective step-by-step search when some suitable criterion is satisfied. Extensive experimentation has shown that computational advantage can be gained by using the cubic-interpolation search if parameter $Q$ (see Algorithm 18.1) is greater than about 0.65 and the selective search otherwise. The use of the cubic-interpolation search along with the selective step-by-step search of the preceding section can reduce the number of function evaluations by $70 \%-85 \%$ relative to that required by the exhaustive search [10,11].
More information, including the necessary formulation as well as a practical and efficient implementation of the Remez exchange algorithm in terms of the above search methods, can be found in Ref. [12].

## Example 18.1

The Remez algorithm was used with (1) the exhaustive search, (2) the selective step-by-step search, and (3) the selective search in conjunction with the cubic-interpolation search to design an FIR equiripple high-pass filter satisfying the following specifications:

Filter length $N$ : 23
Passband edge $\omega_{\mathrm{p}}$ : $2.0 \mathrm{rad} / \mathrm{s}$
Stopband edge $\omega_{\mathrm{a}}: 1.0 \mathrm{rad} / \mathrm{s}$
Ratio $\delta_{\mathrm{p}} / \delta_{\mathrm{a}}: 15.0$
Sampling frequency $\omega_{\mathrm{s}}: 2 \pi \mathrm{rad} / \mathrm{s}$
The progress of the design is illustrated in Table 18.3. As can be seen, the exhaustive and selective search methods required six iterations each, whereas the selective search in conjunction with cubic interpolation required seven iterations. However, the number of function evaluations (evaluations of $P_{c}(\boldsymbol{\omega})$ using Equation 18.51 plus evaluations of its first or second derivative) decreased from 1013 in the first method to 350 in the second method to 259 in the third method. In the Remez algorithm, approximately $80 \%-90 \%$ of the computational effort involves function evaluations. In effect, relative to that required by the exhaustive search, the use of the selective step-by-step search reduced the amount of computation by about 65.4\%, and the use of the selective step-by-step search in conjunction with the cubic-interpolation search reduced the amount of computation by about 74.4\%.
The three methods resulted in approximately the same impulse responses, as can be seen in Table 18.4 , and the passband ripple and minimum stopband attenuation obtained in each case were 0.043 and 75.7 dB , respectively. The amplitude response of the filter is illustrated in Figure 18.17.

TABLE 18.3 Progress in Design of High-Pass Filter (Example 18.1)

| Iteration <br> Number | Exhaustive Search |  | Selective Search |  | Selective Search with Cubic Interpolation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Q | FEs | Q | FEs | Q | FEs |
| 1 | 0.9912 | 169 | 0.9912 | 93 | 0.9912 | 66 |
| 2 | 0.9207 | 168 | 0.9207 | 86 | 0.9406 | 44 |
| 3 | 0.9480 | 169 | 0.9480 | 55 | 0.8830 | 42 |
|  |  |  | $\hat{\omega}_{32}$ rejec |  |  |  |
| 4 | 0.7249 | 169 | 0.7249 | 62 | 0.6952 | 31 |
| 5 | 0.0923 | 169 | 0.0923 | 31 | 0.1417 | 31 |
| 6 | 0.0017 | 169 | 0.0017 | 23 | 0.0102 | 23 |
| 7 | - | - | - | - | 0.0000 | 22 |
| Total FE's |  | 1013 |  | 350 |  | 259 |

TABLE 18.4 Impulse Response of High-Pass Filter (Example 18.1)

|  | $h_{0}(n)=h_{0}(-n)$ |  |
| :--- | ---: | ---: |
|  | Exhaustive or | Selective Search with |
| $n$ | Selective Search | Cubic Interpolation |
| 0 | $5.034954 \times 10^{-1}$ | $5.035077 \times 10^{-1}$ |
| 1 | $-3.123538 \times 10^{-1}$ | $-3.123535 \times 10^{-1}$ |
| 2 | $-3.085731 \times 10^{-3}$ | $-3.097829 \times 10^{-3}$ |
| 3 | $8.932914 \times 10^{-2}$ | $8.932911 \times 10^{-2}$ |
| 4 | $2.053235 \times 10^{-3}$ | $2.063564 \times 10^{-3}$ |
| 5 | $-3.898118 \times 10^{-2}$ | $-3.898177 \times 10^{-2}$ |
| 6 | $-8.467375 \times 10^{-4}$ | $-8.540079 \times 10^{-4}$ |
| 7 | $1.660800 \times 10^{-2}$ | $1.660858 \times 10^{-2}$ |
| 8 | $5.401585 \times 10^{-5}$ | $5.892008 \times 10^{-5}$ |
| 9 | $-6.100465 \times 10^{-3}$ | $-6.101979 \times 10^{-3}$ |
| 10 | $7.298411 \times 10^{-4}$ | $7.281192 \times 10^{-4}$ |
| 11 | $9.275654 \times 10^{-4}$ | $9.285482 \times 10^{-4}$ |



FIGURE 18.17 Amplitude response of equiripple high-pass filter (Example 18.1): (a) baseband and (b) passband.

## Example 18.2

In this example, the Remez algorithm was used with (1) the exhaustive search, (2) the selective step-bystep search, and (3) the selective step-by-step search in conjunction with the cubic-interpolation search to design an FIR equiripple bandstop filter satisfying the following specifications:

Filter length $N$ : 29
Lower passband edge $\omega_{\mathrm{p} 1}: 0.8 \mathrm{rad} / \mathrm{s}$
Upper passband edge $\omega_{\mathrm{p} 2}: 2.1 \mathrm{rad} / \mathrm{s}$
Lower stopband edge $\omega_{\mathrm{a} 1}: 1.1 \mathrm{rad} / \mathrm{s}$
Upper stopband edge $\omega_{\mathrm{a} 2}: 1.8 \mathrm{rad} / \mathrm{s}$
Ratio $\delta_{\mathrm{p} 1} / \delta_{\mathrm{a}}: 5.0$
Ratio $\delta_{p 1} / \delta_{p 2}: 2.0$
Sampling frequency $\omega_{\mathrm{s}}: 2 \pi \mathrm{rad} / \mathrm{s}$
The progress of the design is illustrated in Table 18.5. In this example, each of the three methods required four iterations. The number of function evaluations decreased from 804 in the first method to 190 in the second method to 131 in the third method. In effect, the use of the selective step-by-step search reduced the amount of computation by about $76.4 \%$, and the use of the

TABLE 18.5 Progress in Design of Bandstop Filter (Example 18.2)

| Iteration Number | Exhaustive Search |  | Selective Search |  | Selective Search with Cubic Interpolation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Q | FEs | Q | FEs | Q | FEs |
| 1 | 0.6836 | 201 | 0.6836 | 79 | 0.6940 | 36 |
| 2 | 0.3138 | 201 | 0.3138 | 51 | 0.2378 | 36 |
| 3 | 0.0804 | 201 | 0.0804 | 34 | 0.0675 | 32 |
| 4 | 0.0000 | 201 | 0.0000 | 26 | 0.0007 | 27 |
| Total FE's |  | 804 |  | 190 |  | 131 |

TABLE 18.6 Impulse Response of Bandstop Filter (Example 18.2)

|  | $h_{0}(n)=h_{0}(-n)$ |  |
| :--- | ---: | ---: |
|  | Exhaustive or | Selective Search with <br> $n$ |
| 0 | Selective Search | $6.656629 \times 10^{-1}$ |
| 1 | $-4.187327 \times 10^{-2}$ | $-4.1856510 \times 10^{-2}$ |
| 2 | $2.635370 \times 10^{-1}$ | $2.635297 \times 10^{-1}$ |
| 3 | $8.005521 \times 10^{-2}$ | $8.005307 \times 10^{-2}$ |
| 4 | $-1.131284 \times 10^{-1}$ | $-1.131056 \times 10^{-1}$ |
| 5 | $-3.691645 \times 10^{-2}$ | $-3.691932 \times 10^{-2}$ |
| 6 | $-9.914085 \times 10^{-4}$ | $-1.013621 \times 10^{-3}$ |
| 7 | $-3.018917 \times 10^{-2}$ | $-3.017017 \times 10^{-2}$ |
| 8 | $2.931776 \times 10^{-2}$ | $2.930006 \times 10^{-2}$ |
| 9 | $5.022490 \times 10^{-2}$ | $5.022450 \times 10^{-2}$ |
| 10 | $-9.715988 \times 10^{-3}$ | $-9.687345 \times 10^{-3}$ |
| 11 | $-2.550790 \times 10^{-2}$ | $-2.553543 \times 10^{-2}$ |
| 12 | $-4.023265 \times 10^{-4}$ | $-3.827029 \times 10^{-4}$ |
| 13 | $-3.410741 \times 10^{-2}$ | $-3.412007 \times 10^{-2}$ |
| 14 | $-1.421939 \times 10^{-2}$ | $-1.424189 \times 10^{-2}$ |

selective step-by-step search in conjunction with the cubic-interpolation search reduced the amount of computation by about $83.7 \%$, relative to that required by the exhaustive search.

The three methods resulted in approximately the same impulse responses, as can be seen in Table 18.6. The amplitude response of the filter is illustrated in Figure 18.18; the passband ripples obtained for the two passbands were 1.78 and 0.89 dB , respectively, and the minimum stopband attenuation was 33.79 dB .


FIGURE 18.18 Amplitude response of equiripple bandstop filter (Example 18.2): (a) baseband, (b) lower passband, and (c) upper passband.

### 18.3.2.3 Prescribed Specifications

Given a filter length $N$, a set of passband and stopband edges, and a ratio $\delta_{\mathrm{p}} / \delta_{\mathrm{a}}$, an FIR filter with approximately piecewise-constant amplitude-response specifications can be readily designed. While the filter obtained will have passband and stopband edges at the correct locations and the ratio $\delta_{\mathrm{p}} / \delta_{\mathrm{a}}$ will be as required, the amplitudes of the passband and stopband ripples are highly unlikely to be precisely as specified. An acceptable design can be obtained by predicting the value of $N$ on the basis of the required specifications and then designing filters for increasing or decreasing values of $N$ until the lowest value of $N$ that satisfies the specifications is found.

A reasonably accurate empirical formula for the prediction of $N$ for the case of low-pass and high-pass filters, due to Hermann et al. [16], is

$$
\begin{equation*}
N=\operatorname{Int}\left[\frac{\left(D-F B^{2}\right)}{B}+1.5\right] \tag{18.52}
\end{equation*}
$$

where

$$
\begin{aligned}
B= & \left|\omega_{\mathrm{a}}-\omega_{\mathrm{p}}\right| / 2 \pi \\
D= & {\left[0.005309\left(\log \delta_{\mathrm{p}}\right)^{2}+0.07114 \log \delta_{\mathrm{p}}-0.4761\right] \log \delta_{\mathrm{a}} } \\
& -\left[0.00266\left(\log \delta_{\mathrm{p}}\right)^{2}+0.5941 \log \delta_{\mathrm{p}}+0.4278\right] \\
F= & 0.51244\left(\log \delta_{\mathrm{p}}-\log \delta_{\mathrm{a}}\right)+11.012
\end{aligned}
$$

Interestingly this formula can also be used to predict the filter length in the design of bandpass, bandstop, and multiband filters in general. In these filters, a value of $N$ is computed for each transition band between a passband and stopband or a stopband and passband using Equation 18.52 and the largest value of $N$ so obtained is taken to be the predicted filter length. Prescribed specifications can be achieved by using the following design algorithm.

## ALGORITHM 18.4: Design of Filters Satisfying Prescribed Specifications

1. Compute $N$ using Equation 18.52 ; if $N$ is even, set $N=N+1$.
2. Design a filter of length $N$ and determine the minimum value of $\delta$, say $\breve{\delta}$.
A. If $\delta>\delta_{p}$, then do the following:
i. Set $N=N+2$, design a filter of length $N$, and find $\breve{\delta}$.
ii. If $\breve{\delta} \leq \delta_{p}$, then go to step 3 ; else, go to step 2(A)(i).
B. If $\breve{\delta}<\delta_{p}$, then do the following:
i. Set $N=N-2$, design a filter of length $N$, and find $\breve{\delta}$.
ii. If $\check{\delta}>\delta_{p}$ then go to step 4 ; else, go to step $2(\mathrm{~B})(\mathrm{i})$.
3. Use the last set of extremals and the corresponding value of $N$ to obtain the impulse response of the required filter and stop.
4. Use the last but one set of extremals and the corresponding value of $N$ to obtain the impulse response of the required filter and stop.

## Example 18.3

Algorithm 18.4 was used to design an FIR equiripple bandpass filter that would satisfy the following specifications:

Odd filter length
Maximum passband ripple $A_{\mathrm{p}}: 0.5 \mathrm{~dB}$
Minimum stopband attenuation $A_{\mathrm{a} 1}: 50.0 \mathrm{~dB}$
Minimum stopband attenuation $A_{\mathrm{a} 2}: 30.0 \mathrm{~dB}$
Lower passband edge $\omega_{\mathrm{p} 1}: 1.2 \mathrm{rad} / \mathrm{s}$
Upper passband edge $\omega_{\mathrm{p} 2}: 1.8 \mathrm{rad} / \mathrm{s}$
Lower stopband edge $\omega_{\mathrm{a} 1}: 0.9 \mathrm{rad} / \mathrm{s}$
Upper stopband edge $\omega_{\mathrm{a} 2}: 2.1 \mathrm{rad} / \mathrm{s}$
Sampling frequency $\omega_{s}: 2 \pi \mathrm{rad} / \mathrm{s}$
The progress of the design is illustrated in Table 18.7. As can be seen, a filter of length 41 was initially predicted, which was found to have a passband ripple of 0.47 dB , a minimum stopband attenuation of 50.4 in the lower stopband, and 30.4 dB in the upper stopband, i.e., the required specifications were satisfied. Then a filter length of 39 was tried and found to violate the specifications. Hence the first design is the required filter. The impulse response is given in Table 18.8. The corresponding amplitude response is depicted in Figure 18.19.

### 18.3.2.4 Generalization

There are four types of constant-delay FIR filters. The impulse response can be symmetrical or antisymmetrical, and the filter length can be odd or even. In the preceding sections, we considered the design of filters with symmetrical impulse response and odd length. In this section, we show that the Remez algorithm can also be applied for the design of other types of filters.

Antisymmetrical impulse response and odd filter length. Assuming that $\omega_{\mathrm{s}}=2 \pi$, the frequency response of an FIR filter with antisymmetrical impulse and odd length can be expressed as

$$
H\left(e^{j \omega T}\right)=e^{-j c \omega} j P_{c}^{\prime}(\omega)
$$

TABLE 18.7 Progress in Design of Bandpass Filter (Example 18.3)

| $n$ | Iterations | FEs | $A_{\mathrm{p}}, \mathrm{dB}$ | $A_{\mathrm{a} 1}, \mathrm{~dB}$ | $A_{\mathrm{a} 2}, \mathrm{~dB}$ |
| :--- | :---: | :---: | :---: | :---: | ---: |
| 41 | 8 | 550 | 0.47 | 50.4 | 30.4 |
| 39 | 7 | 527 | 0.67 | 47.5 | 27.5 |

TABLE 18.8 Impulse Response of Bandpass Filter (Example 18.3)

| $n$ | $h_{0}(n)=h_{0}(-n)$ | $n$ | $h_{0}(n)=h_{0}(-n)$ |
| :--- | ---: | :---: | ---: |
| 0 | $2.761666 \times 10^{-1}$ | 11 | $2.726816 \times 10^{-2}$ |
| 1 | $1.660224 \times 10^{-2}$ | 12 | $-2.663859 \times 10^{-2}$ |
| 2 | $-2.389235 \times 10^{-1}$ | 13 | $-1.318252 \times 10^{-2}$ |
| 3 | $-3.689501 \times 10^{-2}$ | 14 | $6.312944 \times 10^{-3}$ |
| 4 | $1.473038 \times 10^{-1}$ | 15 | $-5.820976 \times 10^{-3}$ |
| 5 | $2.928852 \times 10^{-2}$ | 16 | $5.827957 \times 10^{-3}$ |
| 6 | $-4.770552 \times 10^{-2}$ | 17 | $1.528658 \times 10^{-2}$ |
| 7 | $-2.008131 \times 10^{-3}$ | 18 | $-8.288708 \times 10^{-3}$ |
| 8 | $-1.875082 \times 10^{-2}$ | 19 | $-1.616904 \times 10^{-2}$ |
| 9 | $-2.262965 \times 10^{-2}$ | 20 | $1.092728 \times 10^{-2}$ |
| 10 | $3.860990 \times 10^{-2}$ | - | - |



FIGURE 18.19 Amplitude response of equiripple bandpass filter (Example 18.3): (a) baseband and (b) passband. where

$$
\begin{align*}
P_{c}^{\prime}(\omega) & =\sum_{k=1}^{c} a_{k} \sin k \omega  \tag{18.53}\\
a_{k} & =2 h(c-k) \quad \text { for } k=1,2, \ldots, c \\
c & =(N-1) / 2
\end{align*}
$$

A filter with a desired frequency response $e^{-j c \omega} j D(\omega)$ can be designed by constructing the error function

$$
\begin{equation*}
E(\omega)=W(\omega)\left[D(\omega)-P_{c}^{\prime}(\omega)\right] \tag{18.54}
\end{equation*}
$$

and then minimizing $|E(\omega)|$ with respect to some compact subset of the frequency interval $[0, \pi]$. From Equation 18.53, $P_{c}{ }^{\prime}(\omega)$ can be expressed as [6]

$$
\begin{equation*}
P_{c}^{\prime}(\omega)=(\sin \omega) P_{c-1}(\omega) \tag{18.55}
\end{equation*}
$$

where

$$
P_{c-1}(\omega)=\sum_{k=0}^{c-1} \tilde{c}_{k} \cos k \omega
$$

and

$$
\begin{aligned}
a_{1} & =\tilde{c}_{0}-\frac{1}{2} \tilde{c}_{2} \\
a_{k} & =\frac{1}{2}\left(\tilde{c}_{k-1}-\tilde{c}_{k+1}\right) \quad \text { for } k=2,3, \ldots, c-2 \\
a_{c-1} & =\frac{1}{2} \tilde{c}_{c-2} \\
a_{c} & =\frac{1}{2} \tilde{c}_{c-1}
\end{aligned}
$$

Hence Equation 18.54 can be put in the form

$$
\begin{equation*}
E(\omega)=\tilde{W}(\omega)[\tilde{D}(\omega)-\tilde{P}(\omega)] \tag{18.56}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{W}(\omega) & =Q(\omega) W(\omega) \\
\tilde{D}(\omega) & =D(\omega) / Q(\omega) \\
\tilde{P}(\omega) & =P_{c-1}(\omega) \\
Q(\omega) & =\sin \omega
\end{aligned}
$$

Evidently, Equation 18.56 is of the same form as Equation 18.45, and upon proceeding as in Section 18.3.2, one can obtain the system of equations

$$
\left[\begin{array}{cccccc}
1 & \cos \hat{\omega}_{0} & \cos 2 \hat{\omega}_{0} & \cdots & \cos (c-1) \hat{\omega}_{0} & \frac{1}{\tilde{W}\left(\hat{\omega}_{0}\right)} \\
1 & \cos \hat{\omega}_{1} & \cos 2 \hat{\omega}_{1} & \cdots & \cos (c-1) \hat{\omega}_{1} & \frac{-1}{\tilde{W}\left(\hat{\omega}_{1}\right)} \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
1 & \cos \hat{\omega}_{r} & \cos 2 \hat{\omega}_{r} & \cdots & \cos (c-1) \hat{\omega}_{r} & \frac{(-1)^{r}}{\tilde{W}\left(\hat{\omega}_{r}\right)}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{c-1} \\
\delta
\end{array}\right]=\left[\begin{array}{c}
\tilde{D}\left(\hat{\omega}_{0}\right) \\
\tilde{D}\left(\hat{\omega}_{1}\right) \\
\vdots \\
\tilde{D}\left(\hat{\omega}_{r}\right)
\end{array}\right]
$$

where $r=c$ is the number of cosine functions in $P_{c-1}(\omega)$. The above system is the same as that in Equation 18.50 except that the number of extremals has been reduced from $c+2$ to $c+1$; therefore, the application of the Remez algorithm follows the methodology detailed in Sections 18.3.2 and 18.3.2.1 formulation and the Remez exchange algorithm.

The use of Algorithm 18.1 yields the optimum $P_{c-1}(\omega)$ and from Equation 18.55, the cosine function $P_{c}^{\prime}(\omega)$ can be formed. Now $\mathrm{j} P_{c}^{\prime}(\omega)$ is the frequency response of a noncausal version of the required filter. The impulse response of this filter can be obtained as

$$
h_{0}(n)=-h_{0}(-n)=-\frac{1}{N}\left[\sum_{k=1}^{c} 2 P_{c}^{\prime}(k \Omega) \sin \left(\frac{2 \pi k n}{N}\right)\right]
$$

for $n=0,1,2, \ldots, c$, where $\Omega=2 \pi / N$, by using the inverse discrete Fourier transform. The impulse response of the corresponding causal filter is given by

$$
h(n)=h_{0}(n-c)
$$

for $n=0,1,2, \ldots, N-1$.

The Remez algorithm can also be applied for the design of filters with symmetrical or antisymmetrical impulse response and even $N$. However, these filters are used less frequently. The reader is referred to Refs. $[6,12]$ for more details.

### 18.3.2.5 Digital Differentiators

The Remez algorithm can be easily applied for the design of equiripple digital differentiators. The ideal frequency response of a causal differentiator is of the form $e^{-j c \omega} j D(\omega)$ where

$$
\begin{equation*}
D(\omega)=\omega \quad \text { for } 0<|\omega|<\pi \tag{18.57}
\end{equation*}
$$

and

$$
c=(N-1) / 2
$$

Since the frequency response is antisymmetrical, differentiators can be designed in terms of filters with antisymmetrical impulse response of either odd or even length.

Problem formulation. Assuming odd filter length, Equations 18.54 and 18.57 give the error function

$$
E(\omega)=W(\omega)\left[\omega-P_{c}^{\prime}(\omega)\right] \quad \text { for } 0<\omega \leq \omega_{\mathrm{p}}
$$

where $\omega_{\mathrm{p}}$ is the required bandwidth. Equiripple absolute or relative error may be required, depending on the application at hand. Hence, $W(\omega)$ can be chosen to be either unity or $1 / \omega$. In the latter case, which is the more meaningful of the two in practice, $E(\omega)$ can be expressed as

$$
E(\omega)=1-\frac{1}{\omega} P_{c}^{\prime}(\omega) \quad \text { for } 0<\omega \leq \omega_{\mathrm{p}}
$$

and from Equation 18.55

$$
\begin{equation*}
E(\omega)=1-\frac{\sin \omega}{\omega} P_{c-1}(\omega) \quad \text { for } 0<\omega \leq \omega_{\mathrm{p}} \tag{18.58}
\end{equation*}
$$

Therefore, the error function can be expressed as in Equation 18.56 with

$$
\begin{aligned}
\tilde{W}(\omega) & =\frac{1}{\tilde{D}(\omega)}=\frac{\sin \omega}{\omega} \\
\tilde{P}(\omega) & =P_{c-1}(\omega)
\end{aligned}
$$

Prescribed specifications. A digital differentiator is fully specified by the constraint

$$
|E(\omega)| \leq \delta_{\mathrm{p}} \quad \text { for } 0<\omega \leq \omega_{\mathrm{p}}
$$

where
$\delta_{p}$ is the maximum passband error
$\omega_{\mathrm{p}}$ is the bandwidth of the differentiator

The differentiator length $N$ that will just satisfy the required specifications is not normally known a priori and, although it may be determined on a hit-or-miss basis, a large number of designs may need to be carried out. In filters with approximately piecewise-constant amplitude responses, $N$ can be predicted using the empirical formula of Equation 18.52. In the case of differentiators, $N$ can be predicted by noting
a useful property of digital differentiators. If $\delta$ and $\delta_{1}$ are the maximum passband errors in differentiators of lengths $N$ and $N_{1}$, respectively, then the quantity $\ln \left(\delta / \delta_{1}\right)$ is approximately linear with respect to $N-N_{1}$ for a wide range of values of $N_{1}$ and $\omega_{\mathrm{p}}$. Assuming linearity, we can show that [17]

$$
\begin{equation*}
N=N_{1}+\frac{\ln \left(\delta / \delta_{1}\right)}{\ln \left(\delta_{2} / \delta_{1}\right)}\left(N_{2}-N_{1}\right) \tag{18.59}
\end{equation*}
$$

where $\delta_{2}$ is the maximum passband error in a differentiator of length $N_{2}$.
By designing two low-order differentiators, a fairly accurate prediction of the required value of $N$ can be obtained by using Equation 18.59 . Once a filter order is predicted a series of differentiators can be designed with increasing or decreasing $N$ until a design that just satisfies the specifications is obtained.

## Example 18.4

The selective step-by-step search with cubic interpolation was used in Algorithm 18.4 to design a digital differentiator that should satisfy the following specifications:

Odd differentiator length
Bandwidth $\omega_{\mathrm{p}}: 2.75 \mathrm{rad} / \mathrm{s}$
Maximum passband ripple $\delta_{p}: 1.0 \times 10^{-5}$
Sampling frequency $\omega_{\mathrm{s}}: 2 \pi \mathrm{rad} / \mathrm{s}$
The progress of the design is illustrated in Table 18.9. First, differentiators of lengths 21 and 23 were designed and the required $N$ to satisfy the specifications was predicted to be 55 using Equation 18.59. This differentiator length was found to satisfy the specifications, and a design for length 53 was then carried out. The second design was found to violate the specifications and hence the first design is the required differentiator. The impulse response of this differentiator is given in Table 18.10. The amplitude response and passband relative error of the differentiator are plotted in Figure 18.20a and b.

### 18.3.2.6 Arbitrary Amplitude Responses

Very frequently FIR filters are required whose amplitude responses cannot be described by analytical functions. For example, in the design of two-dimensional filters through the singular-value decomposition [18,19], the required two-dimensional filter is obtained by designing a set of one-dimensional digital filters whose amplitude responses turn out to have arbitrary shapes. In these applications, the desired amplitude response $D(\omega)$ is specified in terms of a table that lists a prescribed set of frequencies and the corresponding values of the required filter gain. Filters of this class can be readily designed by employing some interpolation scheme that can be used to evaluate $D(\omega)$ and its first derivative with respect to $\omega$ at any $\omega$. A suitable scheme is to fit a set of third-order polynomials to the prescribed amplitude response.

### 18.3.2.7 Multiband Filters

The algorithms presented in the previous sections can also be used to design multiband filters. While there is no theoretical upper limit on the number of bands, in practice, the design tends to become more and more difficult as the number of bands is increased. The reason is that the difference between the number of possible maxima in the error function and the number of extremals increases linearly

TABLE 18.9 Progress in Design of Digital Differentiator
(Example 18.4)

| $N$ | Iterations | FE's | $\delta_{\mathrm{p}}$ |
| :--- | :---: | :---: | :---: |
| 21 | 4 | 145 | $1.075 \times 10^{-2}$ |
| 23 | 4 | 162 | $6.950 \times 10^{-3}$ |
| 55 | 7 | 815 | $8.309 \times 10^{-6}$ |
| 53 | 7 | 757 | $1.250 \times 10^{-5}$ |

TABLE 18.10 Impulse Response of Digital Differentiator (Example 18.4)

| $n$ | $h(n)=-h_{0}(-n)$ | $n$ | $h_{0}(n)=-h_{0}(-n)$ |
| :--- | ---: | :---: | ---: |
| 0 | 0.0 | 14 | $1.762268 \times 10^{-2}$ |
| 1 | $-9.933416 \times 10^{-1}$ | 15 | $-1.313097 \times 10^{-2}$ |
| 2 | $4.868036 \times 10^{-1}$ | 16 | $9.615295 \times 10^{-3}$ |
| 3 | $-3.138353 \times 10^{-1}$ | 17 | $-6.902518 \times 10^{-3}$ |
| 4 | $2.245441 \times 10^{-1}$ | 18 | $4.844090 \times 10^{-3}$ |
| 5 | $-1.690252 \times 10^{-1}$ | 19 | $-3.312235 \times 10^{-3}$ |
| 6 | $1.306918 \times 10^{-1}$ | 20 | $2.197502 \times 10^{-3}$ |
| 7 | $-1.024631 \times 10^{-1}$ | 21 | $-1.407064 \times 10^{-3}$ |
| 8 | $8.081083 \times 10^{-2}$ | 22 | $8.632670 \times 10^{-4}$ |
| 9 | $-6.377426 \times 10^{-2}$ | 23 | $-5.023168 \times 10^{-4}$ |
| 10 | $5.016708 \times 10^{-2}$ | 24 | $2.729367 \times 10^{-4}$ |
| 11 | $-3.921782 \times 10^{-2}$ | 25 | $-1.349790 \times 10^{-4}$ |
| 12 | $3.039137 \times 10^{-2}$ | 26 | $5.859128 \times 10^{-5}$ |
| 13 | $-2.329439 \times 10^{-2}$ | 27 | $-1.634535 \times 10^{-5}$ |



FIGURE 18.20 Design of digital differentiator (Example 18.4): (a) amplitude response and (b) passband relative error.
with the number of bands, e.g., if the number of bands is 8 , then the difference is 14 . As a consequence, the number of potential extremals that need to be rejected is large and the available rejection techniques become inefficient. The end result is that the number of iterations is increased quite significantly, and convergence is slow and sometimes impossible.

In mathematical terms, the above difficulty is attributed to the fact that, in the weighted-Chebyshev methods considered here, the approximating polynomial becomes seriously underdetermined if the number of bands exceeds three. The problem can be overcome by using the generalized Remez method described in Ref. [15]. This approach was found to yield better results for filters with more than four or five bands.
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### 18.4 Design of Computationally Efficient FIR Filters Using Periodic Subfilters as Building Blocks

## Tapio Saramäki

For many digital signal processing applications, FIR filters are preferred over their IIR counterparts as the former can be designed with exactly linear phase and they are free of stability problems and limit cycle oscillations. The major drawback of FIR filters is that they require, especially in applications demanding narrow transition bands, considerably more arithmetic operations and hardware components than do comparable IIR filters. Ignoring the correction term for very low-order filters, the minimum order of an optimum linear-phase low-pass FIR filter can be approximated [1] by

$$
\begin{equation*}
N \approx \Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right) /\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right) \tag{18.60a}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right)= & 2 \pi\left[0.005309\left(\log _{10} \delta_{\mathrm{p}}\right)^{2}+0.07114 \log _{10} \delta_{\mathrm{p}}-0.4761\right] \log _{10} \delta_{\mathrm{s}} \\
& -2 \pi\left[0.00266\left(\log _{10} \delta_{\mathrm{p}}\right)^{2}+0.5941 \log _{10} \delta_{\mathrm{p}}+0.4278\right] \tag{18.60b}
\end{align*}
$$

Here, $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}$ are the passband and stopband edge angles, whereas $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{s}}$ are the passband and stopband ripple magnitudes. From the above estimate, it is seen that as the transition bandwidth $\omega_{\mathrm{s}}-\omega_{\mathrm{p}}$ is made smaller, the required filter order increases inversely proportionally to it. Since the direct-form implementation exploiting the coefficient symmetry requires approximately $N / 2$ multipliers, this kind of implementation becomes very costly if the transition bandwidth is small.

The cost of implementation of a narrow transition-band FIR filter can be significantly reduced by using multiplier-efficient realizations, fast convolution algorithms, or multirate filtering. This section considers those multiplier-efficient realizations that use as basic building blocks the transfer functions obtained by replacing each unit delay in a conventional transfer function by multiple delays. We concentrate on the synthesis techniques described in Refs. [2-4,6,8-10].

### 18.4.1 Frequency-Response Masking Approach

A very elegant approach to significantly reducing the implementation cost of an FIR filter has been proposed by Lim [3]. In this approach, the overall transfer function is constructed as

$$
\begin{equation*}
H(z)=F\left(z^{L}\right) G_{1}(z)+\left[z^{-L N_{F} / 2}-F\left(z^{L}\right)\right] G_{2}(z) \tag{18.61a}
\end{equation*}
$$

where

$$
\begin{gather*}
F\left(z^{L}\right)=\sum_{n=0}^{N_{F}} f(n) z^{-n L}, \quad f\left(N_{F}-n\right)=f(n)  \tag{18.61b}\\
G_{1}(z)=z^{-M_{1}} \sum_{n=0}^{N_{1}} g_{1}(n) z^{-n}, \quad g_{1}\left(N_{1}-n\right)=g_{1}(n) \tag{18.61c}
\end{gather*}
$$



FIGURE 18.21 Efficient implementation for a filter synthesized using the frequency-response masking approach.
and

$$
\begin{equation*}
G_{2}(z)=z^{-M_{2}} \sum_{n=0}^{N_{2}} g_{2}(n) z^{-n}, \quad g_{2}\left(N_{2}-n\right)=g_{2}(n) \tag{18.61d}
\end{equation*}
$$

Here, $N_{F}$ is even, whereas both $N_{1}$ and $N_{2}$ are either even or odd. For $N_{1} \leq N_{2}, M_{1}=0$ and $M_{2}=\left(N_{1}-N_{2}\right) / 2$, whereas for $N_{1}<N_{2}, M_{1}=\left(N_{2}-N_{1}\right) / 2$ and $M_{2}=0$. These selections guarantee that the delays of both of the terms of $H(z)$ are equal. An efficient implementation for the overall filter is depicted in Figure 18.21, where the delay term $z^{-L N_{F} / 2}$ is shared with $F\left(z^{\mathrm{L}}\right)$. Also, $G_{1}(z)$ and $G_{2}(z)$ can share their delays if a transposed direct-form implementation (exploiting the coefficient symmetry) is used.

The frequency response of the overall filter can be written as

$$
\begin{equation*}
H\left(e^{j \omega}\right)=H(\omega) e^{-j\left(L N_{F}+\max \left[N_{1}, N_{2}\right]\right) \omega / 2} \tag{18.62}
\end{equation*}
$$

where $H(\omega)$ denotes the zero-phase frequency response of $H(z)$ and can be expressed as

$$
\begin{equation*}
H(\omega)=H_{1}(\omega)+H_{2}(\omega) \tag{18.63a}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{1}(\omega)=F(L \omega) G_{1}(\omega) \tag{18.63b}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{2}(\omega)=[1-F(L \omega)] G_{2}(\omega) \tag{18.63c}
\end{equation*}
$$

with

$$
\begin{equation*}
F(\omega)=f\left(N_{F} / 2\right)+2 \sum_{n=1}^{N_{F} / 2} f\left(N_{F} / 2-n\right) \cos n \omega \tag{18.63d}
\end{equation*}
$$

and

$$
G_{k}(\omega)= \begin{cases}g_{k}\left(N_{k} / 2\right)+2 \sum_{n=1}^{N_{k} / 2} g_{k}\left(N_{k} / 2-n\right) \cos n \omega & N_{k} \text { even }  \tag{18.63e}\\ 2 \sum_{\mathrm{n}=0}^{\left(N_{k}-1\right) / 2} g_{k}\left[\left(N_{k}-1\right) / 2-n\right] \cos [(n+1 / 2) \omega] & N_{k} \text { odd }\end{cases}
$$

for $k=1,2$.
The efficiency as well as the synthesis of $H(z)$ are based on the properties of the pair of transfer functions $F\left(z^{L}\right)$ and $z^{-L N_{F} / 2}-F\left(z^{L}\right)$, which can be generated from the pair of prototype transfer functions

$$
\begin{equation*}
F(z)=\sum_{n=0}^{N_{F}} f(n) z^{-n} \tag{18.64}
\end{equation*}
$$

and $z^{-N_{F} / 2}-F(z)$ by replacing $z^{-1}$ by $z^{-L}$, that is, by substituting for each unit delay $L$ unit delays. The order of the resulting filters is increased to $L N_{F}$, but since only every $L$ th impulse response value is nonzero, the filter complexity (number of adders and multipliers) remains the same. The above prototype pair forms a complementary filter pair since their zero-phase frequency responses, $F(\omega)$ and $1-F(\omega)$ with $F(\omega)$ given by Equation 18.63d, add up to unity. Figure 18.22a illustrates the relations between these responses in the case where $F(z)$ and $z^{-N_{F} / 2}-F(z)$ is a low-pass-high-pass filter pair with edges at $\theta$ and $\phi$.

The substitution $z^{-L} \rightarrow z^{-1}$ preserves the complementary property resulting in the periodic responses $F(L \omega)$ and $1-F(L \omega)$, which are frequency-axis compressed versions of the prototype responses such that the interval $[0, L \pi]$ is shrunk onto $[0, \pi]$ (see Figure 18.22 b ). Since the periodicity of the prototype responses is $2 \pi$, the periodicity of the resulting responses is $2 \pi / L$ and they contain several passband and stopband regions in the interval $[0, \pi]$.

For a low-pass filter $H(z)$, one of the transition bands provided by $F\left(z^{L}\right)$ or $z^{-L N_{F} / 2}-F\left(z^{\mathrm{L}}\right)$ is used as that of the overall filter. In the first case, denoted by Case A, the edges are given by (Figure 18.23)


FIGURE 18.22 Generation of a complementary periodic filter pair by starting with a low-pass-high-pass complementary pair. (a) Prototype filter responses $F(\omega)$ and $1-F(\omega)$. (b) Periodic responses $F(L \omega)$ and $1-F(L \omega)$ for $L=6$.


FIGURE 18.23 Case A design of a low-pass filter using the frequency-response masking technique.

$$
\begin{equation*}
\omega_{\mathrm{p}}=(2 l \pi+\theta) / L \quad \text { and } \quad \omega_{\mathrm{s}}=(2 l \pi+\phi) / L \tag{18.65}
\end{equation*}
$$

where $l$ is a fixed integer, and in the second case, referred to as Case B, by (Figure 18.24)

$$
\begin{equation*}
\omega_{\mathrm{p}}=(2 l \pi-\phi) / L \quad \text { and } \quad \omega_{\mathrm{s}}=(2 l \pi-\theta) / L \tag{18.66}
\end{equation*}
$$

The widths of these transition bands are $(\phi-\theta) / L$, which is only $1 / L$ th of that of the prototype filters. Since the filter order is roughly inversely proportional to the transition bandwidth, this means that the arithmetic complexity of the periodic transfer functions to provide one of the transition bands is only $1 / L$ th of that of a conventional nonperiodic filter. Note that the orders of both the periodic filters and the corresponding nonperiodic filters are approximately the same, but the conventional filter does not contain zero-valued impulse response samples.

In order to exploit the attractive properties of the periodic transfer functions, the two low-order masking filters $G_{1}(z)$ and $G_{2}(z)$ are designed such that the subresponses $H_{1}(\omega)$ and $H_{2}(\omega)$ as given by Equations 18.63 b and c approximate in the passband $F(L \omega)$ and $1-F(L \omega)$, respectively, so that their sum approximates unity, as is desired. In the filter stopband, the role of the masking filters is to attenuate the extra unwanted passbands and transition bands of the periodic responses. In Case $A$, this is achieved by selecting the edges of $G_{1}(z)$ and $G_{2}(z)$ as (see Figure 18.23)

$$
\begin{gather*}
\omega_{\mathrm{p}}^{\left(G_{1}\right)}=\omega_{\mathrm{p}}=[2 l \pi+\theta] / L \quad \text { and } \quad \omega_{\mathrm{s}}^{\left(G_{1}\right)}=[2(l+1) \pi-\phi] / L  \tag{18.67a}\\
\omega_{\mathrm{p}}^{\left(G_{2}\right)}=[2 l \pi-\theta] / L \quad \text { and } \quad \omega_{\mathrm{s}}^{\left(G_{2}\right)}=\omega_{\mathrm{s}}=[2 l \pi+\phi] / L \tag{18.67b}
\end{gather*}
$$

Since $F(L \omega) \approx 0$ on $\left[\omega_{s}, \omega_{\mathrm{s}}^{(G 1)}\right]$, the stopband region of $G_{1}(z)$ can start at $\omega=\omega_{\mathrm{s}}{ }^{(G 1)}$, instead of $\omega=\omega_{\mathrm{s}}$. Similarly, since $H_{1}(\omega) \approx F(L \omega) \approx 1$ and $[1-F(L \omega)] \approx 0$ on $\left[\omega_{\mathrm{p}}^{(G 2)}, \omega_{\mathrm{p}}\right]$, the passband region of $\mathrm{G}_{2}(z)$ can start at $\omega=\omega_{\mathrm{p}}{ }^{(G 2)}$, instead of $\omega=\omega_{\mathrm{p}}$.


FIGURE 18.24 Case B design of a low-pass filter using the frequency-response masking technique.

For Case B designs, the required edges of the two masking filters, $G_{1}(z)$ and $G_{2}(z)$ are (see Figure 18.24)

$$
\begin{gather*}
\omega_{\mathrm{p}}^{\left(G_{1}\right)}=[2(l-1) \pi+\phi] / L \quad \text { and } \quad \omega_{\mathrm{s}}^{\left(G_{1}\right)}=\omega_{\mathrm{s}}=[2 l \pi-\theta] / L  \tag{18.68a}\\
\omega_{\mathrm{p}}^{\left(G_{2}\right)}=\omega_{\mathrm{p}}=[2 l \pi-\phi] / L \quad \text { and } \quad \omega_{\mathrm{s}}^{\left(G_{2}\right)}=[2 l \pi+\theta] / L \tag{18.68b}
\end{gather*}
$$

The effects of the ripples of the subresponses on the ripples of the overall response $H(\omega)$ have been studied carefully in Ref. [3]. Based on these observations, the design of $H(z)$ with passband and stopband ripples of $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{s}}$ can be accomplished for both Case A and Case B in the following two steps:

1. Design $G_{k}(z)$ for $k=1,2$ using either the Remez algorithm or linear programming such that $G_{k}(\omega)$ approximates unity on $\left[0, \omega_{\mathrm{p}}^{(G k)}\right.$ ] with tolerance $0.85 \delta_{\mathrm{p}} \cdots 0.9 \delta_{\mathrm{p}}$ and zero on $\left[\omega_{\mathrm{s}}^{(G k)}, \pi\right]$ with tolerance $0.85 \delta_{\mathrm{s}} \cdots 0.9 \delta_{\mathrm{s}}$.
2. Design $F(L \omega)$ such that the overall response $H(\omega)$ approximates unity on

$$
\Omega_{\mathrm{p}}^{(F)}= \begin{cases}{\left[\omega_{\mathrm{p}}^{\left(G_{2}\right)}, \omega_{\mathrm{p}}\right]=[[2 l \pi-\theta] / L,[2 l \pi+\theta] / L]} & \text { for Case A }  \tag{18.69a}\\ {\left[\omega_{\mathrm{p}}^{\left(G_{1}\right)}, \omega_{\mathrm{p}}\right]=[[2(l-1) \pi+\phi] / L,[2 l \pi-\phi] / L]} & \text { for Case B }\end{cases}
$$

with tolerance $\delta_{\mathrm{p}}$ and approximates zero on

$$
\Omega_{s}^{(F)}= \begin{cases}{\left[\omega_{s}, \omega_{\mathrm{s}}^{\left(G_{1}\right)}\right]=[[2 l \pi+\phi] / L,[2(l+1) \pi-\phi] / L]} & \text { for Case A }  \tag{18.69b}\\ {\left[\omega_{s}, \omega_{\mathrm{s}}^{\left(G_{2}\right)}\right]=[[2 l \pi-\theta] / L,[2 l \pi+\theta] / L]} & \text { for Case B }\end{cases}
$$

with tolerance $\delta_{s}$.

TABLE 18.11 Error Function for Designing $F(\omega)$ Using the Remez
Algorithm
$E_{F}(\omega)=W_{F}(\omega)\left[F(\omega)-D_{F}(\omega)\right]$,
where
$D_{F}(\omega)=[u(\omega)+l(\omega)] / 2, W_{F}(\omega)=2 /[u(\omega)-l(\omega)]$
with
$u(\omega)=\min \left(\Psi_{1}(\omega)+\psi_{1}(\omega), \Psi_{2}(\omega)+\psi_{2}(\omega)\right)$
$l(\omega)=\max \left(\Psi_{1}(\omega)-\psi_{1}(\omega), \Psi_{2}(\omega)-\psi_{2}(\omega)\right)$
$\Psi_{k}(\omega)=\frac{D_{H}\left[h_{k}(\omega)\right]-G_{2}\left[h_{k}(\omega)\right]}{G_{1}\left[h_{k}(\omega)\right]-G_{2}\left[h_{k}(\omega)\right]}, \quad k=1,2$
$\psi_{k}(\omega)=\frac{1 / W_{H}\left[h_{k}(\omega)\right]}{\left|G_{1}\left[h_{k}(\omega)\right]-G_{2}\left[h_{k}(\omega)\right]\right|}, \quad k=1,2$
$\begin{array}{ll}\text { and } \\ h_{1}(\omega)=(2 l \pi+\omega) / L, & h_{2}(\omega)= \begin{cases}(2 l \pi-\omega) / L & \text { for } \omega \in[0, \theta] \\ {[2(l+1) \pi-\omega] / L} & \text { for } \omega \in[\phi, \pi]\end{cases} \end{array}$
for Case A and

for Case B

The design of $F(L \omega)$ can be performed conveniently using linear programming [3]. Another, computationally more efficient, alternative is to use the Remez algorithm [10]. Its use is based on the fact that

$$
\begin{equation*}
\left|E_{\mathrm{H}}(\omega)\right| \leq 1 \text { for } \omega \in \Omega_{\mathrm{p}}^{(\mathrm{F})} \cup \Omega_{\mathrm{s}}^{(F)} \tag{18.70a}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\mathrm{H}}(\omega)=W_{\mathrm{H}}(\omega)\left[H(\omega)-D_{\mathrm{H}}(\omega)\right] \tag{18.70b}
\end{equation*}
$$

is satisfied when $F(\omega)$ is designed such that the maximum absolute value of the error function given in Table 18.11 becomes less than or equal to unity on $[0, \theta] \cup[\phi, \pi]$.

For step 2 of the above algorithm, $D_{\mathrm{H}}(\omega)=1$ and $W_{\mathrm{H}}(\omega)=1 / \delta_{\mathrm{p}}$ on $\Omega_{\mathrm{p}}^{(F)}$, whereas $D_{\mathrm{H}}(\omega)=0$ and $W_{\mathrm{H}}(\omega)=1 / \delta_{s}$ on $\Omega_{\mathrm{s}}^{(F)}$, giving for $k=1,2$

$$
D_{\mathrm{H}}\left[h_{k}(\omega)\right]=\left\{\begin{array}{ll}
1 & \text { for } \omega \in[0, \theta]  \tag{18.71a}\\
0 & \text { for } \omega \in[\phi, \pi]
\end{array} \quad \text { and } \quad W_{\mathrm{H}}\left[h_{k}(\omega)\right]= \begin{cases}1 / \delta_{\mathrm{p}} & \text { for } \omega \in[0, \theta] \\
1 / \delta_{\mathrm{s}} & \text { for } \omega \in[\phi, \pi]\end{cases}\right.
$$

for Case A and

$$
D_{\mathrm{H}}\left[h_{k}(\omega)\right]=\left\{\begin{array}{ll}
1 & \text { for } \omega \in[0, \theta]  \tag{18.71b}\\
0 & \text { for } \omega \in[\phi, \pi]
\end{array} \quad \text { and } \quad W_{\mathrm{H}}\left[h_{k}(\omega)\right]= \begin{cases}1 / \delta_{\mathrm{s}} & \text { for } \omega \in[0, \theta] \\
1 / \delta_{\mathrm{p}} & \text { for } \omega \in[\phi, \pi]\end{cases}\right.
$$

for Case B. Even though the resulting error function looks very complicated, it is straightforward to use the subroutines EFF and WATE in the Remez algorithm described in Ref. [5] for optimally designing $F(z)$.

The order of $G_{1}(z)$ can be considerably reduced by allowing larger ripples on those regions of $G_{1}(z)$ where $F(L \omega)$ has one of its stopbands. As a rule of thumb, the ripples on these regions can be selected to be 10 times larger [3]. Similarly, the order $G_{2}(z)$ can be decreased by allowing (ten times) larger ripples on those regions where $F(L \omega)$ has one of its passbands.

In practical filter synthesis problems, $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}$ are given and $l, L, \theta$, and $\phi$ must be determined. To ensure that Equation 18.65 yields a desired solution with $0 \leq \theta<\phi \leq \pi$, it is required that (see Figure 18.23)

$$
\begin{equation*}
\frac{2 l \pi}{L} \leq \omega_{\mathrm{p}} \quad \text { and } \quad \omega_{\mathrm{s}} \leq \frac{(2 l+1) \pi}{L} \tag{18.72a}
\end{equation*}
$$

for some positive integer $l$, giving

$$
\begin{equation*}
l=\left\lfloor L \omega_{\mathrm{p}} /(2 \pi)\right\rfloor, \quad \theta=L \omega_{\mathrm{p}}-2 l \pi, \quad \text { and } \quad \phi=L \omega_{\mathrm{s}}-2 l \pi \tag{18.72b}
\end{equation*}
$$

where $\lfloor x\rfloor$ stands for the largest integer that is smaller than or equal to $x$. Similarly, to ensure that Equation 18.66 yields a desired solution with $0 \leq \theta<\phi \leq \pi$, it is required that (see Figure 18.23)

$$
\begin{equation*}
\frac{(2 l-1) \pi}{L} \leq \omega_{\mathrm{p}} \quad \text { and } \quad \omega_{\mathrm{s}} \leq \frac{2 l \pi}{L} \tag{18.73a}
\end{equation*}
$$

for some positive integer $l$, giving

$$
\begin{equation*}
l=\left\lceil L \omega_{\mathrm{s}} /(2 \pi)\right\rceil, \quad \theta=2 l \pi-L \omega_{\mathrm{s}}, \quad \text { and } \quad \phi=2 l \pi-L \omega_{\mathrm{p}} \tag{18.73b}
\end{equation*}
$$

where $\lfloor x\rfloor$ stands for the smallest integer that is larger than or equal to $x$. For any set of $\omega_{\mathrm{p}}, \omega_{\mathrm{s}}$, and $L$, either Equation 18.72 b or Equation 18.73 b (not both) will yield the desired $\theta$ and $\phi$, provided that $L$ is not too large. If $\theta=0$ or $\phi=\pi$, then the resulting specifications for $F(\omega)$ are meaningless and the corresponding value of $L$ cannot be used.

The remaining problem is to determine $L$ to minimize the number of multipliers, which is $N_{P} / 2+1+$ $1\left\lfloor\left(N_{1}+2\right) / 2\right\rfloor+\left\lfloor\left(N_{2}+2\right) / 2\right\rfloor$ or $N_{F}+N_{1}+N_{2}+3$ depending on whether the symmetries in the filter coefficients are exploited or not. Hence, in both cases, a good measure of the filter complexity is the sum of the orders of the subfilters. Instead of determining the actual minimum filter orders for various values of $L$, the computational workload can be significantly reduced based on the use of the estimation formula given by Equations 18.60 a and b . Since the widths of transition bands of $F(z), G_{1}(z)$, and $G_{2}(z)$ are $\phi-\theta$, $(2 \pi-\phi-\theta) / L$ and $(\phi+\theta) / L$, respectively, good estimates for the corresponding filter orders are

$$
\begin{equation*}
N_{F} \approx \frac{\Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right)}{\phi-\theta}, \quad N_{1} \approx \frac{L \Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right)}{2 \pi-\phi-\theta}, \quad \text { and } \quad N_{2} \approx \frac{L \Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right)}{\phi+\theta} \tag{18.74}
\end{equation*}
$$

For the optimum nonperiodic direct-form design, the transition bandwidth is $\omega_{\mathrm{s}}-\omega_{\mathrm{p}}=(\phi-\theta) / L$, giving

$$
\begin{equation*}
N_{\mathrm{opt}} \approx \frac{L \Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right)}{\phi-\theta} \tag{18.75}
\end{equation*}
$$

The sum of the subfilter orders can be expressed in terms of $N_{\text {opt }}$ as follows:

$$
\begin{equation*}
N_{\mathrm{ove}}=N_{\mathrm{opt}}\left[\frac{1}{L}+\frac{\phi-\theta}{2 \pi-\phi-\theta}+\frac{\phi-\theta}{\phi+\theta}\right] \tag{18.76}
\end{equation*}
$$

The smallest values of $N_{\text {ove }}$ are typically obtained at those values of $L$ for which $\theta+\phi \approx \pi$ and, correspondingly, $2 \pi-\theta-\phi \approx \pi$. In this case, $N_{1} \approx N_{2}$ and Equation 18.76 reduces, after substituting $\phi-\theta=L\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right)$, to

$$
\begin{equation*}
N_{\mathrm{ove}}=N_{\mathrm{opt}}\left[\frac{1}{L}+2 L\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right) / \pi\right] \tag{18.77}
\end{equation*}
$$

At these values of $L, N_{\mathrm{F}}$ decreases and $N_{1} \approx N_{2}$ increases inversely proportionally to $L$ with the minimum of $N_{\text {ove }}$ given by

$$
\begin{equation*}
N_{\text {ove }}=2 N_{\text {opt }} \sqrt{\frac{2\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right)}{\pi}} \tag{18.78}
\end{equation*}
$$

taking place at

$$
\begin{equation*}
L_{\mathrm{opt}}=1 / \sqrt{\frac{2\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right)}{\pi}} \tag{18.79}
\end{equation*}
$$

If for $L=L_{\mathrm{opt}}, \theta+\phi$ is not approximately equal to $\pi$, then $L$ minimizing the filter complexity can be found in the near vicinity of $L_{\mathrm{opt}}$. The following example illustrates the use of the above estimation formulas.

## Example 18.1

Consider the specifications: $\omega_{\mathrm{p}}=0.4 \pi, \omega_{\mathrm{s}}=0.402 \pi, \delta_{\mathrm{p}}=0.01$, and $\delta_{\mathrm{s}}=0.001$. For the optimum conventional direct-form design, $N_{\text {opt }}=2541$, requiring 1271 multipliers when the coefficient symmetry is exploited. Equation 18.79 gives $L_{\text {opt }}=16$. Table 18.12 shows, for the admissible values of $L$ in the vicinity of this value, $l, \theta, \phi$, the estimated orders for the subfilters, and the sum of the subfilter orders as well as whether the overall filter is a Case A or Case B design. For $N_{F}$, the minimum even order larger than or equal to the estimated order is used, whereas $N_{2}$ is forced to be even (odd) if $N_{1}$ is even (odd).

Also with the estimated filter orders of Table $18.12, \mathrm{~L}=16$ gives the best result. The actual filter orders are $N_{F}=162, N_{1}=70, N_{2}=98$. The responses of the subfilters as well as that of the overall design are depicted in Figure 18.25. The overall number of multipliers and adders for this design are 168 and 330, respectively, which are 13 percent of those required by an equivalent conventional direct-form design (1271 and 2541). The overall filter order is 2690 , which is only 6 percent higher than that of the directform design (2541).

TABLE 18.12 Estimated Filter Orders for the Admissible Values of $L$ in the Vicinity of $L_{\text {opt }}=16$

| $L$ | Case | $l$ | $\theta$ | $\phi$ | $N_{\mathrm{F}}$ | $N_{1}$ | $N_{2}$ | $N_{\mathrm{F}}+N_{1}+N_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | ---: | :--- | :---: |
| 8 | B | 2 | $0.784 \pi$ | $0.8 \pi$ | 318 | 98 | 26 | 442 |
| 9 | B | 2 | $0.382 \pi$ | $0.4 \pi$ | 282 | 38 | 58 | 378 |
| 11 | A | 2 | $0.4 \pi$ | $0.422 \pi$ | 232 | 47 | 69 | 348 |
| 12 | A | 2 | $0.8 \pi$ | $0.824 \pi$ | 212 | 162 | 38 | 412 |
| 13 | B | 3 | $0.774 \pi$ | $0.8 \pi$ | 196 | 155 | 43 | 394 |
| 14 | B | 3 | $0.372 \pi$ | $0.4 \pi$ | 182 | 58 | 92 | 332 |
| 16 | A | 3 | $0.4 \pi$ | $0.432 \pi$ | 160 | 70 | 98 | 328 |
| 17 | A | 3 | $0.8 \pi$ | $0.834 \pi$ | 150 | 236 | 54 | 440 |
| 18 | B | 4 | $0.764 \pi$ | $0.8 \pi$ | 142 | 210 | 58 | 410 |
| 19 | B | 4 | $0.362 \pi$ | $0.4 \pi$ | 134 | 78 | 128 | 340 |
| 21 | A | 4 | $0.4 \pi$ | $0.442 \pi$ | 122 | 92 | 128 | 342 |
| 22 | A | 4 | $0.8 \pi$ | $0.844 \pi$ | 116 | 314 | 68 | 498 |



FIGURE 18.25 Amplitude responses for a filter synthesized using the frequency-response masking approach. (a) Periodic response $F(L \omega)$. (b) Responses $G_{1}(\omega)$ (solid line) and $G_{2}(\omega)$ (dashed line). (c) Overall response.

### 18.4.2 Multistage Frequency-Response Masking Approach

If the order of $F(z)$ is too high, its complexity can be reduced by implementing it using the frequencyresponse masking technique. Extending this to an arbitrary number of stages results in the multistage frequency-response masking approach $[3,4]$, where $H(z)$ is generated iteratively as

$$
\begin{gather*}
H(z) \equiv F^{(0)}(z)=F^{(1)}\left(z^{L_{1}}\right) G_{1}^{(1)}(z)+\left[z^{-L_{1} N_{F}^{(1)} / 2}-F^{(1)}\left(z^{L_{1}}\right)\right] G_{2}^{(1)}(z)  \tag{18.80a}\\
F^{(1)}(z)=F^{(2)}\left(z^{L_{2}}\right) G_{1}^{(2)}(z)+\left[z^{-L_{2} N_{F}^{(2)} / 2}-F^{(2)}\left(z^{L_{2}}\right)\right] G_{2}^{(2)}(z)  \tag{18.80b}\\
\vdots  \tag{18.80c}\\
F^{(R-1)}(z)=F^{(R)}\left(z^{L_{R}}\right) G_{1}^{(R)}(z)+\left[z^{-L_{R} N_{F}^{(R)} / 2}-F^{(R)}\left(z^{L_{R}}\right)\right] G_{2}^{(R)}(z)
\end{gather*}
$$

TABLE 18.13 Implementation Form for the Transfer Function in the Multistage Frequency-Response Masking Approach

$$
\begin{aligned}
& H(z) \equiv F^{(0)}\left(z^{\hat{L}_{0}}\right)=F^{(1)}\left(z^{\hat{L}_{1}}\right) G_{1}^{(1)}\left(z^{\hat{L}_{0}}\right)+\left[z^{-M_{1}}-F^{(1)}\left(z^{\hat{L}_{1}}\right)\right] G_{2}^{(1)}\left(z^{\hat{L}_{0}}\right) \\
& F^{(1)}\left(z^{\hat{L}_{1}}\right)=F^{(2)}\left(z^{\hat{L}_{2}}\right) G_{1}^{(2)}\left(z^{\hat{L}_{1}}\right)+\left[z^{-M_{2}}-F^{(2)}\left(z^{\hat{L}_{2}}\right)\right] G_{2}^{(2)}\left(z^{\hat{L}_{1}}\right) \\
& \quad \vdots \\
& F^{(R-1)}\left(z^{\hat{L}_{R-1}}\right)=F^{(R)}\left(z^{\hat{L}_{R}}\right) G_{1}^{(R)}\left(z^{\hat{L}_{R-1}}\right)+\left[z^{-M_{R}}-F^{(R)}\left(z^{\hat{L}_{R}}\right)\right] G_{2}^{(R)}\left(z^{\hat{L}_{R-1}}\right),
\end{aligned}
$$

where
$\hat{L}_{0}=1, \hat{L}_{r}=\prod_{k=1}^{r} L_{k}, \quad r=1,2, \cdots, R$
$M_{R}=\hat{L}_{R} N_{F}^{(R)} / 2, \quad M_{R-r}=M_{R-r+1}+m_{R-r}, \quad r=1,2, \cdots, R-1$
$m_{R-r}=\hat{L}_{R-r} \max \left\{N_{1}^{(R-r+1)}, N_{2}^{(R-r+1)}\right\} / 2, \quad r=1,2, \cdots, R-1$
$N_{F}^{(R)}$ is the order of $F^{(R)}(z)$
$N_{1}^{(r)}$ and $N_{2}^{(r)}$ are the orders of $G_{1}^{(r)}(z)$ and $G_{2}^{(r)}(z)$, respectively

Here, the $G_{1}^{(r)}(z)^{\prime}$ 's and $G_{2}^{(r)}(z)$ 's for $r=1,2, \ldots, R$ as well as $F^{(R)}(\mathrm{z})$ are the filters to be designed. For implementation purposes, $H(z)$ can be expressed in the form shown in Table 18.13. Figure 18.26 shows an efficient implementation for a three-stage filter, where the delay terms $z^{-M 3}, z^{-m 2}$, and $z^{-m 1}$, can be shared with $F^{(3)}\left(\hat{z}^{L_{3}}\right)$. In order to obtain a desired overall solution, the orders of the $G_{1}{ }^{(r)}(z)$ 's and $G_{2}^{(r)}(z)^{\prime}$ 's for $r=2,3, \ldots, R$, denoted by $N_{1}^{(r)}$ and $N_{2}^{(r)}$ in Table 18.13, have to be even.

Given the filter specifications and the $L_{r}$ 's for $r=1,2, \ldots, R$, the $G_{1}^{(r)}(z)$ 's and $G_{2}^{(r)}(z)^{\prime}$ 's as well as $F^{(R)}(z)$ can be synthesized in the following steps:

1. Set $r=1, L=L_{1}$, and

$$
D_{\mathrm{H}}(\omega)=\left\{\begin{array}{ll}
1 & \text { for } \omega \in\left[0, \omega_{\mathrm{p}}\right]  \tag{18.81}\\
0 & \text { for } \omega \in\left[\omega_{\mathrm{s}}, \pi\right]
\end{array}, \quad W_{\mathrm{H}}(\omega)= \begin{cases}1 / \delta_{\mathrm{p}} & \text { for } \omega \in\left[0, \omega_{\mathrm{p}}\right] \\
1 / \delta_{\mathrm{s}} & \text { for } \omega \in\left[\omega_{\mathrm{s}}, \pi\right]\end{cases}\right.
$$



FIGURE 18.26 An implementation for a filter synthesized using the three-stage frequency-response masking approach.
2. Determine whether $F^{(r-1)}(z)$ is a Case A or Case B design as well as $\theta, \phi$, and $l$ for $F^{(r)}(z)$ according to Equation 18.72 b or Equation 18.73b. Also, determine $\omega_{\mathrm{p}}{ }^{(G k)}$ and $\omega_{\mathrm{s}}{ }^{(G k)}$ for $k=1,2$ from Equations 18.67a and b or Equations 18.68a and b.
3. Design $G_{k}{ }^{(r)}(z)$ for $k=1,2$, using either the Remez algorithm or linear programming, in such a way that

$$
\begin{equation*}
\max _{\omega \in\left[0, \omega_{p}^{\left(G_{k}\right)}\right] \cup\left[\omega_{s}^{\left(G_{k}\right)}, \pi\right]}\left|W_{\mathrm{H}}(\omega)\left[G_{k}^{(r)}(\omega)-D_{\mathrm{H}}(\omega)\right]\right| \leq 0.9 \tag{18.82}
\end{equation*}
$$

4. Determine $W_{\mathrm{F}}(\omega)$ and $D_{\mathrm{F}}(\omega)$ from Table 18.11.
5. If $r=R$, then go to the next step. Otherwise, set $r=r+1, L=L_{\mathrm{r}}, W_{\mathrm{H}}(\omega)=W_{\mathrm{F}}(\omega), D_{\mathrm{H}}(\omega)=D_{\mathrm{F}}(\omega)$, $\omega_{\mathrm{p}}=\theta, \omega_{\mathrm{s}}=\phi$, and go to step 2.
6. Design $F^{(\mathrm{R})}(z)$, using either the Remez algorithm or linear programming, in such a way that

$$
\begin{equation*}
\max _{\omega \in[0, \theta] \cup[\phi, \pi]}\left|W_{\mathrm{F}}(\omega)\left[F^{(R)}(\omega)-D_{\mathrm{F}}(\omega)\right]\right| \leq 1 \tag{18.83}
\end{equation*}
$$

In the above algorithm, $G_{1}^{(1)}(z)$ and $G_{2}^{(1)}(z)$ are determined like in the one-stage frequency-response masking technique. The remaining filter part as given by Equation 18.80b has then to be designed such that the maximum absolute value of the error function given in Table 18.11 becomes less than or equal to unity on $[0, \theta] \cup[\phi, \pi]$. Using the substitutions $\omega_{\mathrm{p}}=\theta$ and $\omega_{\mathrm{s}}=\phi$, the synthesis problem for $F^{(1)}(z)$ becomes the same as for the overall filter with the only exception that the desired function $D_{\mathrm{F}}(\omega)$ and the weighting function $W_{\mathrm{F}}(\omega)$ are not constants in the passband and stopband regions. Therefore, the following $G_{1}^{(r)}(z)$ 's and $G_{2}^{(r)}(z)$ 's can be designed in the same manner. Finally, $F^{(R)}(z)$ is determined at step 6 like $F(z)$ in one-stage designs.

Given the filter specifications, the remaining problem is to select $R$ as well as the $L_{r}$ 's to minimize the filter complexity. This problem has been considered in Ref. [4]. Assuming that for all the selected $L_{r}$ 's, $\theta+\phi \approx \pi$, the sum of the estimated orders of $F^{(R)}(z)$ and the $G_{1}^{(r)}(z)^{\prime}$ s and $G_{2}^{(r)}(z)^{\prime}$ s becomes

$$
\begin{equation*}
N_{\mathrm{ove}}(R)=\left[1 / \prod_{r=1}^{R} L_{r}+\left[2\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right) / \pi\right] \sum_{r=1}^{R} L_{r}\right] N_{\mathrm{opt}} \tag{18.84}
\end{equation*}
$$

The minimum of $N_{\text {ove }}(R)$ taking place at

$$
\begin{equation*}
L_{1}=L_{2}=\cdots=L_{R}=L_{\mathrm{opt}}(R)=\left[\frac{2\left(\omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right)}{\pi}\right]^{-1 /(R+1)} \tag{18.85}
\end{equation*}
$$

is

$$
\begin{equation*}
N_{\mathrm{ove}}(R)=(R+1)\left[\frac{\left(2 \omega_{\mathrm{s}}-\omega_{\mathrm{p}}\right)}{\pi}\right]^{R /(R+1)} N_{\mathrm{opt}} \tag{18.86}
\end{equation*}
$$

The derivation of the above formula is based on the assumption that the orders of all the $G_{1}^{(r)}(z)$ 's and $G_{2}^{(r)}(z)$ 's for $r=1,2, \ldots, R$ are equal, which is seldom true. Therefore, in order to minimize the overall filter complexity, the values of the $L_{r}$ 's should be varied in the vicinity of $L_{\mathrm{opt}}(R)$. Given $\omega_{\mathrm{p}}$, $\omega_{\mathrm{s}}$, and $R$, good values for the $L_{r}$ 's can be obtained by the following procedure:

1. Set $r=1$.
2. Determine $L=L_{\text {opt }}(R+1-r)$ from Equation 18.85 .
3. For values of $\tilde{L}_{r}$ in the vicinity of $L$ determine $\theta\left(\tilde{L}_{r}\right)$ and $\phi\left(\tilde{L}_{r}\right)$.
4. If $r=R$, then go to step 7. Otherwise, go to the next step.
5. Determine $L_{r}=\tilde{L}_{r}$ minimizing

$$
\begin{equation*}
(R+1-r)\left[\frac{2\left[\phi\left(\tilde{L}_{r}\right)-\theta\left(\tilde{L}_{r}\right)\right]}{\pi}\right]^{(R-r) /(R+1-r)}+\frac{\phi\left(\tilde{L}_{r}\right)-\theta\left(\tilde{L}_{r}\right)}{\theta\left(\tilde{L}_{r}\right)+\phi\left(\tilde{L}_{r}\right)}+\frac{\phi\left(\tilde{L}_{r}\right)-\theta\left(\tilde{L}_{r}\right)}{2 \pi-\theta\left(\tilde{L}_{r}\right)-\phi\left(\tilde{L}_{r}\right)} \tag{18.87}
\end{equation*}
$$

6. Set $r=r+1, \omega_{\mathrm{p}}=\theta\left(L_{r}\right), \omega_{\mathrm{s}}=\phi\left(L_{r}\right)$, and go to step 2 .
7. Determine $L_{R}=\tilde{L}_{r}$ minimizing

$$
\begin{equation*}
\frac{1}{\tilde{L}_{R}}+\frac{\phi\left(\tilde{L}_{R}\right)-\theta\left(\tilde{L}_{R}\right)}{\theta\left(\tilde{L}_{R}\right)+\phi\left(\tilde{L}_{R}\right)}+\frac{\phi\left(\tilde{L}_{R}\right)-\theta\left(\tilde{L}_{R}\right)}{2 \pi-\theta\left(\tilde{L}_{R}\right)-\phi\left(\tilde{L}_{R}\right)} \tag{18.88}
\end{equation*}
$$

At the first step in this procedure, $L_{1}$ is determined to minimize the estimated overall complexity of $G_{1}^{(1)}(z)$, $G_{2}^{(1)}(z)$, and the remaining $F_{1}^{(1)}(z)$, which is given by Equation 18.87 as a fraction of $N_{\text {opt }}$. Compared to Equation 18.76 for the one-stage design, $1 / \tilde{L}_{r}$ is replaced in Equation 18.87 by the first term. This term estimates the complexity of $F_{1}^{(1)}(z)$ based on the use of Equation 18.86 with $\omega_{\mathrm{p}}=\theta\left(\tilde{L}_{r}\right)$ and $\omega_{\mathrm{s}}=\phi\left(\tilde{L}_{r}\right)$ and the fact that it is an $R-1$ stage design. Also, $L_{2}$ is redetermined based on the same assumptions and the process is continued in the same manner. Finally, $L_{R}$ is determined to minimize the sum of the estimated orders of $G_{1}^{(R)}(z), G_{2}^{(R)}(z)$, and $F^{(R)}(z)$ like in the one-stage design (cf. Equation 18.76).

## Example 18.2

Consider the specifications of Example 18.1. For a two-stage design, the above procedure gives $L_{1}=L_{2}=6$. For these values, $F^{(0)}(z)+H(z)$ and $F^{(1)}(z)$ are Case A designs $(I=1)$ with $\theta=0.4 \pi$ and $\phi=0.412 \pi$; and $\theta=0.4 \pi$ and $\phi=0.472 \pi$, respectively. The minimum orders of $G_{1}^{(1)}(z), G_{2}^{(1)}(z), G_{1}^{(2)}(z)$, $G_{2}^{(2)}(z)$, and $F^{(2)}(z)$ are $26,40,28,36$, and 74 , respectively. Compared with the conventional direct-form FIR filter of order 2541 , the number of multipliers and adders required by this design ( 107 and 204) are only 8 percent at the expense of a 15 percent increase in the overall filter order (to 2920). For a three-stage design, we get $L_{1}=L_{2}=L_{3}=4$. In this case, $F^{(0)}(z), F^{(1)}(z)$, and $F^{(2)}(z)$ are Case B designs $(I=1)$ with $\theta=0.392 \pi$ and $\phi=0.4 \pi$; $\theta=0.4 \pi$ and $\phi=0.432 \pi$; and $\theta=0.272 \pi$ and $\phi=0.4 \pi$, respectively. The minimum orders of $G_{1}^{(1)}(z), G_{2}^{(1)}(z)$, $G_{1}^{(2)}(z), G_{2}^{(2)}(z), G_{1}^{(3)}(z), G_{2}^{(3)}(z)$, and $F^{(3)}(z)$ are $16,28,18,24,16,32$, and 40 , respectively. The number of multipliers and adders ( 94 and 174) are only 7 percent of those required by the direct-form equivalent at the expense of a 26 percent increase in the overall filter order (to 3196). The amplitude responses of the resulting two-stage and three-stage designs are depicted in Figure 18.27.

### 18.4.3 Design of Narrowband Filters

Another general approach for designing multiplier-efficient FIR filters has been proposed by Jing and Fam [2]. This design technique is based on iteratively using the fact that there exist efficient implementation forms for filters with $\omega_{\mathrm{s}}<\pi / 2$ and for filters with $\omega_{\mathrm{p}}>\pi / 2$. A filter with $\omega_{\mathrm{s}}<\pi / 2$ is called a narrowband filter while that with $\omega_{\mathrm{p}}>\pi / 2$ is called a wideband filter. This section considers the design of narrowband filters, whereas Section 18.4 .4 is devoted to the design of wideband filters. Finally, these techniques are combined, resulting in the Jing-Fam approach.

When the stopband edge of $H(z)$ is less than $\pi / 2$, the first transition band of $F\left(z^{L}\right)$ can be used as that of $H(z)$ (Figure 18.28), that is,

$$
\begin{equation*}
\omega_{\mathrm{p}}=\theta / L \quad \text { and } \quad \omega_{\mathrm{s}}=\phi / L \tag{18.89}
\end{equation*}
$$



FIGURE 18.27 Amplitude responses for filters synthesized using the multistage frequency-response masking approach. (a) Two-stage filter. (b) Three-stage filter.


FIGURE 18.28 Synthesis of a narrowband filter as a cascade of a periodic and a nonperiodic filter.

In this case, the overall transfer function can be written in the following simplified form [6,8]:

$$
\begin{equation*}
H(z)=F\left(z^{L}\right) G(z) \tag{18.90}
\end{equation*}
$$

where the orders of both $F(z)$ and $G(z)$ can be freely selected to be either even or odd. As shown in Figure 18.28, the role of $G(z)$ is to provide the desired attenuation on those regions where $F\left(z^{L}\right)$ has extra unwanted passband and transition band regions, that is, on

$$
\begin{equation*}
\Omega_{\mathrm{s}}\left(L, \omega_{\mathrm{s}}\right)=\bigcup_{k=1}^{\lfloor L / 2\rfloor}\left[k \frac{2 \pi}{L}-\omega_{\mathrm{s}}, \min \left(k \frac{2 \pi}{L}+\omega_{\mathrm{s}}, \pi\right)\right] \tag{18.91}
\end{equation*}
$$

There exist two ways of designing the subfilters $F\left(z^{L}\right)$ and $G(z)$. In the first case, they are determined, by means of the Remez algorithm, to satisfy

$$
\begin{align*}
1-\delta_{\mathrm{p}}^{(F)} & \leq F(\omega) \leq 1+\delta_{\mathrm{p}}^{(F)} \quad \text { for } \omega \in\left[0, L \omega_{\mathrm{p}}\right]  \tag{18.92a}\\
-\delta_{\mathrm{s}} & \leq F(\omega) \leq \delta_{\mathrm{s}} \quad \text { for } \omega \in\left[L \omega_{\mathrm{s}}, \pi\right]  \tag{18.92b}\\
1-\delta_{\mathrm{p}}^{(G)} & \leq G(\omega) \leq 1+\delta_{\mathrm{p}}^{(G)} \quad \text { for } \omega \in\left[0, \omega_{\mathrm{p}}\right]  \tag{18.92c}\\
-\delta_{\mathrm{s}} & \leq G(\omega) \leq \delta_{\mathrm{s}} \quad \text { for } \omega \in \Omega_{\mathrm{s}}\left(L, \omega_{\mathrm{s}}\right) \tag{18.92d}
\end{align*}
$$

where

$$
\begin{equation*}
\delta_{p}^{(G)}+\delta_{p}^{(F)}=\delta_{p} \tag{18.92e}
\end{equation*}
$$

The ripples $\delta_{\mathrm{p}}^{(F)}$ and $\delta_{\mathrm{p}}^{(G)}$ can be selected, e.g., to be half the overall ripple $\delta_{\mathrm{p}}$. In the above specifications, both $F\left(z^{L}\right)$ and $G(z)$ have $\left[0, \omega_{\mathrm{p}}\right]$ as a passband region.

Another approach, leading to a considerable reduction in the order of $G(z)$, is to design simultaneously $F(\omega)$ to satisfy

$$
\begin{gather*}
1-\delta_{\mathrm{p}} \leq F(\omega) G(\omega / L) \leq 1+\delta_{\mathrm{p}} \quad \text { for } \omega \in\left[0, L \omega_{\mathrm{p}}\right]  \tag{18.93a}\\
-\delta_{\mathrm{s}} \leq F(\omega) G(\omega / L) \leq \delta_{\mathrm{s}} \quad \text { for } \omega \in\left[L \omega_{\mathrm{s}}, \pi\right] \tag{18.93b}
\end{gather*}
$$

and $G(\omega)$ to satisfy

$$
\begin{align*}
& G(0)=1  \tag{18.94a}\\
& -\delta_{\mathrm{s}} \mid l e F(L \omega) G(\omega) \leq \delta_{\mathrm{s}} \text { for } \omega \in \Omega_{\mathrm{s}}\left(L, \omega_{\mathrm{s}}\right) \tag{18.94b}
\end{align*}
$$

The desired overall solution can be obtained by iteratively determining, by means of the Remez algorithm, $F(z)$ to meet the criteria of Equations 18.93 a and b and $G(z)$ to meet the criteria of Equations 18.94 a and b . Typically, only three to five designs of both of the subfilters are required to arrive at a solution that does not change if further iterations are used. For more details, see Ref. [8] or [10]. Figure 18.29 shows typical responses for $G(z)$ and $F\left(z^{L}\right)$ and for the overall optimized design. As seen in this figure, $G(z)$ has all its zeros on the unit circle concentrating on providing the desired attenuation for the overall response on $\Omega_{s}\left(L, \omega_{s}\right)$, whereas $F\left(z^{L}\right)$ makes the overall response equiripple in the passband and in the stopband portion $\left[\omega_{s}, \pi / L\right]$.


FIGURE 18.29 Typical amplitude responses for a filter of the form $H(z)=F\left(z^{L}\right) G(z) . L=8, \omega_{\mathrm{p}}=0.025 \pi$, $\omega_{\mathrm{s}}=0.05 \pi, \delta_{\mathrm{p}}=0.01$, and $\delta_{\mathrm{s}}=0.001$. (a) $F\left(z^{L}\right)$ of order 26 in $z^{L}$. (b) $G(z)$ of order 19. (c) Overall filter.

For the order of $F(z)$, a good estimate is

$$
\begin{equation*}
N_{F} \approx \frac{\Phi\left(\delta_{\mathrm{p}}, \delta_{\mathrm{s}}\right) / L}{\omega_{\mathrm{s}}-\omega_{\mathrm{p}}} \tag{18.95}
\end{equation*}
$$

so that it is $1 / L$ th of that of an optimum conventional nonperiodic filter meeting the given overall criteria. The order of $G(z)$, in turn, can be estimated accurately by [10]

$$
\begin{equation*}
N_{G}=\cosh ^{-1}\left(1 / \delta_{\mathrm{s}}\right)\left[\frac{1}{X\left(\omega_{\mathrm{p}}, \frac{2 \pi}{L}-\frac{\omega_{\mathrm{p}}+2 \omega_{\mathrm{s}}}{3}\right)}+\frac{L / 2}{X\left(\frac{L \omega_{\mathrm{p}}}{2}, \pi-\frac{L\left(\omega_{\mathrm{p}}+2 \omega_{\mathrm{s}}\right)}{6}\right)}\right] \tag{18.96a}
\end{equation*}
$$

where

$$
\begin{equation*}
X\left(\omega_{1}, \omega_{2}\right)=\cosh ^{-1}\left[\left(2 \cos \omega_{1}-\cos \omega_{2}+1\right) /\left(1+\cos \omega_{2}\right)\right] \tag{18.96b}
\end{equation*}
$$

The minimization of the number of multipliers, $\left[\left(N_{F}+2\right) / 2\right]+\left[\left(N_{G}+2\right) / 2\right]$, with respect to $L$ can be performed conveniently by evaluating the sum of the above estimated orders for the admissible values of $L$,


FIGURE 18.30 Estimated and actual subfilter orders as well as the sum of the subfilter orders vs. $L$ in a typical narrowband case.
$2 \leq L<\pi / \omega_{\mathrm{s}}$. The upper limit is a consequence of the fact that the stopband edge angle of $F(z), \phi=L \omega_{\mathrm{s}}$, must be less than $\pi$. The following example illustrates the minimization of the filter complexity.

## Example 18.3

The narrowband specifications are $\omega_{\mathrm{p}}=0.025 \pi, \omega_{\mathrm{s}}=0.05 \pi, \delta_{\mathrm{p}}=0.01$, and $\delta_{\mathrm{s}}=0.001$. Figure 18.30a shows the estimated $N_{F}, N_{G}$ and $N_{F}+N_{G}$ as functions of $L$, whereas Figure 18.30b shows the corresponding actual minimum orders. It is seen that the estimated orders are so close to the actual ones that the minimization of the filter complexity can be accomplished based on the use of the above estimation formulas. It is also observed that $N_{F}+N_{G}$ is a unimodal function of $L$. With the estimates, $L=8$ gives the best result. The estimated orders are $N_{F}=25$ and $N_{G}=19$, whereas the actual orders are $N_{F}=26$ and $N_{G}=19$. The amplitude responses for the subfilters and for the overall filter are depicted in Figure 18.29. This design requires 24 multipliers and 45 adders. The minimum order of a conventional direct-form design is 216 , requiring 109 multipliers and 216 adders. The price paid for these $80 \%$ reductions in the filter complexity is a 5 percent increase in the overall filter order (from 216 to 227).
In the cases where $L$ can be factored into the product

$$
\begin{equation*}
L=\prod_{r=1}^{R} L_{r} \tag{18.97}
\end{equation*}
$$

where the $L_{r}$ 's are integers, further savings in the filter complexity can be achieved by designing $G(z)$ in the following multistage form [8]:

$$
\begin{equation*}
G(z)=G_{1}(z) G_{2}\left(z^{L_{1}}\right) G_{3}\left(z^{L_{1} L_{2}}\right) \cdots G_{R}\left(z^{L_{1} L_{2} \cdots L_{R-1}}\right) \tag{18.98}
\end{equation*}
$$

Another alternative to reduce the number of adders and multipliers is to use special structures for implementing $G(z)$ [8-10].

### 18.4.4 Design of Wideband Filters

The synthesis of a wideband filter $H(z)$ can be converted into the design of a narrowband filter based on the following fact. If $\hat{H}(z)$ of even order $2 M$ is a low-pass design with the following edges and ripples:

$$
\begin{equation*}
\hat{\omega}_{\mathrm{p}}=\pi-\omega_{\mathrm{s}}, \quad \hat{\omega}_{\mathrm{s}}=\pi-\omega_{\mathrm{p}}, \quad \hat{\delta}_{\mathrm{p}}=\delta_{\mathrm{s}}, \quad \hat{\delta}_{\mathrm{s}}=\delta_{\mathrm{p}} \tag{18.99}
\end{equation*}
$$

then

$$
\begin{equation*}
H(z)=z^{-M}-(-1)^{M} \hat{H}(-z) \tag{18.100}
\end{equation*}
$$

is a low-pass filter having the passband and stopband edge angles at $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}$ and the passband and stopband ripples of $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{s}}$. Hence, if $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}$ of $H(z)$ are larger than $\pi / 2$, then $\hat{\omega}_{\mathrm{p}}$ and $\hat{\omega}_{\mathrm{s}}$ of $\hat{H}(z)$ are smaller than $\pi / 2$ [10]. This enables us to design $\hat{H}(z)$ in the form

$$
\begin{equation*}
\hat{H}(z)=F\left(z^{L}\right) G(z) \tag{18.101}
\end{equation*}
$$

using the techniques of Section 18.4.3, yielding

$$
\begin{equation*}
H(z)=z^{-M}-(-1)^{M} F\left[(-z)^{L}\right] G(-z) \tag{18.102a}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\left(L N_{F}+N_{G}\right) / 2 \tag{18.102b}
\end{equation*}
$$

is half the order of $F\left(z^{L}\right) G(z)$. For implementation purposes, $H(z)$ is expressed as

$$
\begin{equation*}
H(z)=z^{-M}-\hat{F}\left(z^{L}\right) \hat{G}(z), \quad \hat{F}\left(z^{L}\right)=(-1)^{M} F\left[(-z)^{L}\right], \quad \hat{G}(z)=G(-z) \tag{18.103}
\end{equation*}
$$

An implementation of this transfer function is shown in Figure 18.31, where the delay term $z^{-M}$ can be shared with $\hat{F}\left(z^{L}\right)$. To avoid half-sample delays, the order of $\hat{F}\left(z^{L}\right) \hat{G}(z)$ has to be even.

## Example 18.4

The wideband specifications are $\omega_{\mathrm{p}}=0.95 \pi, \omega_{\mathrm{s}}=0.975 \pi, \delta_{\mathrm{p}}=0.001$, and $\delta_{s}=0.01$. From Equation 18.99, the specifications of $\hat{H}(z)$ become $\omega_{p}=0.025 \pi, \hat{\omega}_{5}=0.05 \pi, \hat{\delta}_{p}=0.01$, and $\hat{\delta}_{s}=0.001$. These are the narrowband specifications of Example 18.3. The desired wideband design is thus obtained by using the subfilters $F\left(z^{L}\right)$ and $G(z)$ of Figure $18.29\left(L=8, N_{F}=26\right.$, and $\left.N_{G}=19\right)$. However, the overall order is odd (227). A solution with even order is achieved by increasing the order of $G(z)$ by one ( $N_{G}=20$ ). Figure 18.32 shows the amplitude response of the resulting filter, requiring 25 multipliers, 46 adders, and 228 delay elements. The corresponding numbers for a conventional direct-form equivalent of order 216 are 109, 216, and 216, respectively.


FIGURE 18.31 Implementation for a wideband filter in the form $H(z)=z^{-M}-(-1)^{M} F\left[\left(-z^{L}\right) G(-z) . \hat{F}\left(z^{L}\right)=\right.$ $(-1)^{M} \cdot F\left[(-z)^{L}\right]$ and $\hat{G}(z)=G(-z)$.


FIGURE 18.32 Amplitude response for a wideband filter implemented as shown in Figure 18.38.

### 18.4.5 Generalized Designs

The Jing-Fam approach [2] is based on iteratively using the facts that a narrowband filter can be implemented effectively as $H(z)=F\left(z^{L}\right) G(z)$ and a wideband filter in the form of Equations 18.102a and $b$. In this approach, a narrowband filter is generated [9] as

$$
\begin{equation*}
H(z) \equiv \hat{H}_{1}(z)=G_{1}(z) F_{1}\left(z^{L_{1}}\right) \tag{18.104a}
\end{equation*}
$$

where

$$
\begin{gather*}
F_{1}(z)=z^{-M_{1}}-(-1)^{M_{1}} \hat{H}_{2}(-z) \quad \hat{H}_{2}(z)=G_{2}(z) F_{2}\left(z^{L_{2}}\right)  \tag{18.104b}\\
F_{2}(z)=z^{-M_{2}}-(-1)^{M_{2}} \hat{H}_{3}(-z) \quad \hat{H}_{3}(z)=G_{3}(z) F_{3}\left(z^{L_{3}}\right) \\
\vdots  \tag{18.104c}\\
F_{R-2}(z)=z^{-M_{R-2}}-(-1)^{M_{R-2}} \hat{H}_{R-1}(-z) \quad \hat{H}_{R-1}(z)=G_{R-1}(z) F_{R-1}\left(z^{L_{R-1}}\right)  \tag{18.104~d}\\
F_{R-1}(z)=z^{-M_{R-1}}-(-1)^{M_{R-1}} \hat{H}_{R}(-z) \quad \hat{H}_{R}(z)=G_{R}(z) \tag{18.104e}
\end{gather*}
$$

with $M_{r}$ for $r=1,2, \ldots, R-1$ being half the order of $\hat{H}_{r+1}(z)$. Here, the basic idea is to convert iteratively the design of the narrowband overall filter into the designs of narrowband transfer function $\hat{H}_{r}(z)$ for $r=2,3, \ldots, R$ until the transition bandwidth of the remaining $\tilde{H}_{r}(z)=G_{R}(z)$ becomes large enough and, correspondingly, its complexity (the number of multipliers) is low enough. The desired conversion is performed by properly selecting the $L_{r}$ 's and designing the lower-order filters $G_{r}(z)$ for $r=1,2, \ldots, R-1$.

In order to determine the conditions for the $L_{r}$ 's as well as the design criteria for the $G_{r}(z)$ 's, we consider the $r$ th iteration, where

$$
\begin{equation*}
\hat{H}_{r}(z)=G_{r}(z) F_{r}\left(z^{L_{r}}\right) \tag{18.105a}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{r}(z)=z^{-M_{r}}-(-1)^{M_{r}} \hat{H}_{r+1}(-z) \tag{18.105b}
\end{equation*}
$$

Let the ripples of $\hat{H}_{r}(z)$ be $\hat{\delta}_{\mathrm{p}}^{(r)}$ and $\hat{\delta}_{\mathrm{s}}^{(r)}$ and the edges be located at $\omega_{\mathrm{p}}^{(r)}<\pi / 2$ and $\omega_{\mathrm{s}}^{(r)}<\pi / 2$. Since $F_{r}(z)$ is implemented in the form of Equation 18.105b, it cannot alone take care of shaping the passband response of $\hat{H}_{r}(z)$. Therefore, the simultaneous criteria for $G_{r}(z)$ and $F_{r}(z)$ are stated according to Equations 18.92 a through e so that the passband and stopband regions of $G_{r}(z)$ are, respectively, $\left[0, \omega_{\mathrm{p}}^{(r)}\right]$ and $\left.\Omega_{\mathrm{s}} L_{r} \omega_{\mathrm{s}}^{(r)}\right)$ with $\Omega_{\mathrm{s}}\left(L, \omega_{\mathrm{s}}\right)$ given by Equation 18.91. $L_{r}$ has to be determined such that the edges of $F_{r}(z), L_{r \omega p}^{(r)}$ and $L_{r \omega s}^{(r)}$, become larger than $\pi / 2$ and, correspondingly, the edges of $\hat{H}_{r+1}(z)$, $\omega_{\mathrm{p}}^{(r+1)}=\pi-L_{r \omega s}^{(r)}$ and $\omega_{\mathrm{s}}^{(r+1)}=\pi-L_{r \omega p}^{(r)}$, become less than $\pi / 2$.
In the case of the specifications of Equations 18.92a through e, the stopband ripple of $G_{r}(z)$, denoted for later use by $\delta_{s}^{(r)}$, and that of $F_{r}(z)$ are equal to $\hat{\delta}_{s}^{(r)}$, whereas the sum of the passband ripples is equal to $\hat{\delta}_{\mathrm{p}}^{(r)}$. Denoting by $\hat{\delta}_{\mathrm{p}}^{(r)}$ the passband ripple selected for $G_{r}(z)$, the corresponding ripple of $F_{r}(z)$ is $\hat{\delta}_{\mathrm{p}}^{(r)}-\delta_{\mathrm{p}}^{(r)}$. Since $F_{r}(z)$ and $\hat{H}_{(r+1)}(z)$ interchange the ripples, the ripple requirements for $\hat{H}_{r+1}(z)$ are $\hat{\delta}_{\mathrm{p}}^{(r+1)}=\hat{\delta}_{\mathrm{s}}^{(r)}$ and $\hat{\delta}_{\mathrm{s}}^{(r+1)}=\hat{\delta}_{\mathrm{p}}^{(r)}-\delta_{\mathrm{p}}^{(r)}$.

The criteria for the $G_{r}(z)$ 's for $r=1,2, \ldots, R$ can thus be stated as

$$
\begin{gather*}
1-\delta_{\mathrm{p}}^{(r)} \leq G_{r}(\omega) \leq 1+\delta_{\mathrm{p}}^{(r)} \quad \text { for } \omega \in\left[0, \omega_{\mathrm{p}}^{(r)}\right]  \tag{18.106a}\\
-\delta_{\mathrm{s}}^{(r)} \leq G_{r}(\omega) \leq \delta_{\mathrm{s}}^{(r)} \quad \text { for } \omega \in \Omega_{\mathrm{s}}^{(r)} \tag{18.106b}
\end{gather*}
$$

where

$$
\Omega_{\mathrm{s}}^{(r)}= \begin{cases}\bigcup_{k=1}^{\left\lfloor L_{r} / 2\right\rfloor}\left[k \frac{2 \pi}{L_{r}}-\omega_{\mathrm{s}}^{(r)}, \min \left(k \frac{2 \pi}{L_{r}}+\omega_{\mathrm{s}}^{(r)}, \pi\right)\right] & \text { for } r<R  \tag{18.106c}\\ {\left[\omega_{\mathrm{s}}^{(R)}, \pi\right]} & \text { for } r=R\end{cases}
$$

Here, the $\omega_{\mathrm{p}}^{(r)}$ 's and $\omega_{\mathrm{s}}^{(r)}$ 's for $R=2,3, \ldots, R$ are determined iteratively as

$$
\begin{equation*}
\omega_{\mathrm{p}}^{(r)}=\pi-L_{r-1} \omega_{\mathrm{s}}^{(r-1)}, \quad \omega_{\mathrm{s}}^{(r)}=\pi-L_{r-1} \omega_{\mathrm{p}}^{(r-1)} \tag{18.106d}
\end{equation*}
$$

where $\omega_{\mathrm{p}}^{(1)}=\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}^{(1)}=\omega_{\mathrm{s}}$ are the edges of the overall design, and the $\delta_{\mathrm{s}}^{(r)}$ 's as

$$
\delta_{\mathrm{s}}^{(r)}= \begin{cases}\delta_{\mathrm{p}}-\sum_{\substack{k=1 \\ k \text { odd }}}^{r-1} \delta_{\mathrm{p}}^{(k)} & \text { for } r \text { even }  \tag{18.106e}\\ \delta_{\mathrm{s}}-\sum_{\substack{k=2 \\ k-1}}^{\substack{r \text { even }}} \delta_{\mathrm{p}}^{(k)} & \text { for } r \text { odd }\end{cases}
$$

where $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{s}}$ are the ripple values of the overall filter and $\delta_{\mathrm{p}}^{(r)}$ is the passband ripple selected for $G_{r}(z)$. In order for the overall filter to meet the given ripple requirements, $\delta_{\mathrm{s}}^{(R)}$ and the $\delta_{\mathrm{p}}^{(r)}$ 's have to satisfy for $R$ even

$$
\begin{equation*}
\sum_{\substack{k=2 \\ k \text { even }}}^{R} \delta_{\mathrm{p}}^{(k)}=\delta_{\mathrm{s}}, \quad \delta_{\mathrm{s}}^{(R)}+\sum_{\substack{k=1 \\ k \text { odd }}}^{R-1} \delta_{\mathrm{p}}^{(k)}=\delta_{\mathrm{p}} \tag{18.107a}
\end{equation*}
$$

or for $R$ odd

$$
\begin{equation*}
\sum_{\substack{k=1 \\ k \text { odd }}}^{R} \delta_{\mathrm{p}}^{(k)}=\delta_{\mathrm{p}}, \quad \delta_{\mathrm{s}}^{(R)}+\sum_{\substack{k=2 \\ k \text { even }}}^{R-1} \delta_{\mathrm{p}}^{(k)}=\delta_{\mathrm{s}} \tag{18.107b}
\end{equation*}
$$

In the above, the $L_{r}$ 's have to be determined such that the $\omega_{\mathrm{s}}^{(r)}$ 's for $r<R$ become smaller than $\pi / 2$. It is also desired that for the last filter stage $G_{R}(z), \omega_{\mathrm{s}}^{(R)}$ is smaller than $\pi / 2$.

If $2 \pi / L_{r}-\omega_{\mathrm{s}}^{(r)}<\pi / 2$ for $r<R$ or $\omega_{\mathrm{s}}^{(R)}<\pi / 2$, then the arithmetic complexity of $G_{r}(z)$ can be reduced by designing it, using the techniques of previous sections, in the form

$$
\begin{equation*}
G_{r}(z)=G_{r}^{(1)}\left(z^{K_{r}}\right) G_{r}^{(2)}(z) \tag{18.108}
\end{equation*}
$$

It is preferred to design the subfilters of $G_{r}(z)$ in such a way that the passband shaping is done entirely by $G_{r}^{(1)}\left(z^{K_{r}}\right)$. The number of multipliers in the $G_{r}(z)$ 's for $r=1,2, \ldots, R-1$ can be reduced by the experimentally observed fact that the overall filter still meets the given criteria when the stopband regions of these filters are decreased by using in Equation 18.106 c the substitution

$$
\begin{equation*}
\left(2 \omega_{\mathrm{s}}^{(r)}+\omega_{\mathrm{p}}^{(r)}\right) / 3 \mapsto \omega_{\mathrm{s}}^{(r)} \tag{18.109}
\end{equation*}
$$

After some manipulations, $H(z)$ as given by Equation 18.104a through e and Equation 18.106 can be rewritten in the explicit form shown in Table 18.14. If $G_{r}(z)$ is a single-stage design, then $G_{r}^{(1)}\left(z^{K_{r}}\right)+1$. In order to obtain the desired overall solution, the overall order of $G_{r}(z)$ for $r \geq 2$, denoted by $N_{r}$ in Table 18.14, has to be even. Realizations for the overall transfer function are given in Figure 18.33, where

$$
\begin{equation*}
m_{r}=\hat{M}_{r}-\hat{M}_{r+1}=\frac{1}{2} \hat{L}_{r} N_{r}, \quad r=2,3, \ldots, R-1, \quad m_{R}=\hat{M}_{R} \tag{18.110}
\end{equation*}
$$

The structure of Figure 18.33 b is preferred since the delay terms $z^{-m_{r}}$ can be shared with $H_{R}{ }^{(1)}\left(z^{K_{R} \hat{L}_{R}}\right)$ or, if this filter stage is not present, with $H_{R}^{(2)}\left(z^{K_{R} \hat{L}_{R}}\right)$. This is because the overall order of this filter stage is usually larger than the sum of the $m_{r}$ 's.

If the edges $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{s}}$ of the overall filter are larger than $\pi / 2$, then we set $H(z)+F_{1}(z)$ in Equation 18.104a. In this case, $\delta_{\mathrm{p}}^{(1)}+0, L_{1}+1$, and $G_{1}(z),, \omega_{\mathrm{p}}^{(1)}$ and $\omega_{\mathrm{s}}^{(1)}$ are absent. Furthermore, $\omega_{\mathrm{p}}^{(2)}=\pi-\omega_{\mathrm{s}}$, and $\omega_{\mathrm{s}}^{(2)}=\pi-\omega_{\mathrm{p}}$, and $H_{1}(z)$ is absent in Figure 18.33 and in Table 18.14.

TABLE 18.14 Explicit Form for the Transfer Function in the Jing-Fam Approach

$$
\begin{aligned}
& \hline H(z)=H_{1}\left(z^{\hat{L}_{1}}\right)\left\{I_{2} z^{-\hat{M}_{2}}+H_{2}\left(z^{\hat{L}_{2}}\right)\left[I_{3} z^{-\hat{M}_{3}}+H_{3}\left(z^{\hat{L}_{3}}\right)(\cdots)\right.\right. \\
& \left.\left.\left.\quad\left\{I_{R-1} z^{-\hat{M}_{R-1}}+H_{R-1}\left(z^{\hat{L}_{R-1}}\right)\left[I_{R} z^{-\hat{M}_{R}}+H_{R}\left(z^{\hat{L}_{R}}\right)\right]\right\} \ldots\right)\right]\right\}, \\
& \text { where } \\
& H_{r}\left(z_{r}^{\hat{L}_{r}}\right)=H_{r}^{(1)}\left(z^{K_{r} \hat{L}_{r}}\right) H_{r}^{(2)}\left(z^{\hat{L}_{r}}\right) \\
& H_{r}^{(1)}(z)=G_{r}^{(1)}\left(J_{r}^{(1)} z\right), \quad H_{r}^{(2)}(z)=S_{r} G_{r}^{(2)}\left(J_{r}^{(2)} z\right) \\
& S_{1}=1, \quad S_{r}=-(-1)^{\hat{M}_{r} / \hat{L}_{r}}, \quad r=2,3, \ldots, R \\
& J_{1}^{(2)}=1, \quad J_{2}^{(2)}=-1, \quad J_{r}^{(2)}=-\left[J_{r-1}^{(2)}\right]_{r-1}^{L_{r-1}}, \quad r=3,4, \ldots, R \\
& J_{r}^{(1)}=\left[J_{r}^{(2)}\right]_{r}^{K_{r}} \\
& \hat{L}_{1}=1, \quad \hat{L}_{r}=\prod_{k=1}^{r-1} L_{k}, \quad r=2,3, \ldots, R \\
& \hat{M}_{R}=\frac{1}{2} \hat{L}_{R} N_{R}, \quad \hat{M}_{R-r}=\hat{M}_{R-r+1}+\frac{1}{2} \hat{L}_{R-r} N_{R-r}, \quad r=1,2, \ldots, R-2 \\
& I_{2}=1, \quad I_{r}=\left[J_{r-1}^{(2)}\right]^{\hat{M}_{r} / \hat{L}_{r-1}}, \quad r=3,4, \ldots, R \\
& N_{r}=K_{r} N_{r}^{(1)}+N_{r}^{(2)} \\
& N_{r}^{(1)} \text { and } N_{r}^{(2)} \text { are the orders of } G_{r}^{(1)}(z) \text { and } G_{r}^{(2)}(z), \text { respectively } \\
& \hline
\end{aligned}
$$



FIGURE 18.33 Implementations for a filter synthesized using the Jing-Fam approach. (a) Basic structure. (b) Transposed structure. (c) Structure for the subfilter $H_{r}\left(z^{\mathrm{O}_{r r}}\right)$.

The remaining problem is to select $R$, the $L_{r}$ 's, the $K_{r}$ 's, and the ripple values such that the filter complexity is minimized. The following example illustrates this.

## Example 18.5

Consider the specifications of Example 18.1, that is, $\omega_{\mathrm{P}}=0.4 \pi, \omega_{\mathrm{s}}=0.402 \pi, \delta_{\mathrm{P}}=0.01$, and $\delta_{\mathrm{s}}=0.001$. In this case, the only alternative is to select $L_{1}=2$. The resulting passband and stopband regions for $G_{1}(z)$ are (the substitution of Equation 18.109 is used)

$$
\Omega_{\mathrm{p}}^{(1)}=[0,0.4 \pi] \text { and } \Omega_{\mathrm{s}}^{(1)}=[0.5987 \pi, \pi]
$$

For $\hat{H}_{2}(z)$, the edges become $\omega_{\rho}^{(2)}=\pi-L_{1 \omega s}=0.196 \pi$ and $\omega_{s}^{(2)}=\pi-L_{1 \omega \rho}=0.2 \pi$. For $L_{2}$, there are two alternatives to make the edges of $\hat{H}_{3}(z), \omega_{\rho}^{(3)}=\pi-L_{2 \omega s}^{(2)}$ and $\omega_{\mathrm{s}}^{(3)}=\pi-L_{2 \omega \rho,}^{(2)}$, less than $\pi / 2$. These are $L_{2}=3$ and $L_{2}=4$. For $R=5$ stages, there are the following four alternatives to make all the $\omega_{\mathrm{s}}^{(1) \prime} \mathrm{s}$ smaller than $\pi / 2$ :

$$
\begin{array}{lll}
L_{1}=2, & L_{2}=4, & L_{3}=3, \\
L_{1}=2, & L_{2}=4, & L_{3}=4, \\
L_{4}=4 \\
L_{1}=2, & L_{2}=3, & L_{3}=2, \\
L_{4}=4 \\
L_{1}=2, & L_{2}=3, & L_{3}=2,
\end{array} L_{4}=3
$$

Among these alternatives, the first one results in an overall filter with the minimum complexity. In this case, the edges of $\hat{H}_{3}(z), \hat{H}_{4}(z)$, and $\hat{H}_{5}(z)+G_{5}(z)$ become as shown in Table 18.15. The corresponding passband and stopband regions for $G_{2}(z), G_{3}(z), G_{4}(z)$, and $G_{5}(z)$ are

TABLE 18.15 Data for a Filter Designed Using the Jing-Fam Approach

|  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega \mathrm{p}^{(r)}$ | $0.4 \pi$ | $0.196 \pi$ | $0.2 \pi$ | $0.352 \pi$ | $0.2 \pi$ |
| $\omega \mathrm{s}^{(r)}$ | $0.402 \pi$ | $0.2 \pi$ | $0.216 \pi$ | $0.4 \pi$ | $0.296 \pi$ |
| $\delta \mathrm{p}^{(r)}$ | $\frac{1}{3} \times 10^{-2}$ | $\frac{1}{3} \times 10^{-3}$ | $\frac{1}{3} \times 10^{-2}$ | $\frac{1}{3} \times 10^{-3}$ | $\frac{1}{3} \times 10^{-2}$ |
| $\delta s^{(r)}$ | $10^{-3}$ | $\frac{2}{3} \times 10^{-2}$ | $\frac{2}{3} \times 10^{-3}$ | $\frac{1}{3} \times 10^{-2}$ | $\frac{1}{3} \times 10^{-3}$ |
| $L_{r}$ | 2 | 4 | 3 | 2 | - |
| $K_{r}$ | - | 3 | 2 | - | 3 |
| $N_{r}{ }^{(1)}$ | - | 20 | 11 | - | 22 |
| $N_{r}{ }^{(2)}$ | 31 | 10 | 8 | 26 | 14 |
| $N_{r}$ | 31 | 70 | 30 | 26 | 80 |
| $\hat{L}_{r}$ | 1 | 2 | 8 | 24 | 48 |
| $J_{r}^{(1)}$ | - | -1 | 1 | - | -1 |
| $J_{r}^{(2)}$ | 1 | -1 | -1 | 1 | -1 |
| $\hat{M}_{r}$ | - | 2422 | 2352 | 2232 | 1920 |
| $I_{r}$ | - | 1 | 1 | -1 | 1 |
| $S_{r}$ | 1 | 1 | -1 | 1 | -1 |
| $m_{r}$ | - | 70 | 120 | 312 | 1920 |

$$
\begin{array}{ll}
\Omega_{\mathrm{p}}^{(2)}=[0,0.196 \pi], & \Omega_{\mathrm{s}}^{(2)}=[0.3013 \pi, 0.6987 \pi] \cup[0.8013 \pi, \pi] \\
\Omega_{\mathrm{p}}^{(3)}=[0,0.2 \pi], & \Omega_{\mathrm{s}}^{(3)}=[0.4560 \pi, 0.8773 \pi] \\
\Omega_{\mathrm{p}}^{(4)}=[0,0.352 \pi], & \Omega_{\mathrm{s}}^{(4)}=[0.616 \pi, \pi] \\
\Omega_{\mathrm{p}}^{(5)}=[0,0.2 \pi], & \Omega_{\mathrm{s}}^{(5)}=[0.296 \pi, \pi]
\end{array}
$$

What remains is to determine the ripple requirements. From Equation 18.107b, it follows for $R=5$, $\delta_{p}^{(1)}+\delta_{p}^{(3)}+\delta_{p}^{(5)}=\delta_{p}$ and $\delta_{p}^{(2)}+\delta_{p}^{(4)}+\delta_{p}^{(6)}=\delta_{s}$. By simply selecting the ripple values in these summations to be equal, the required ripples for the $G_{r}(z)$ 's become as shown in Table 18.15.

The first and fourth subfilter are single-stage filters since their stopband edges are larger than $\pi / 2$, whereas the remaining three filters are two-stage designs. The parameters describing the overall filter are shown in Table 18.15, whereas Figure 18.34a depicts the response of this filter. The number of multipliers and the order of this design are 78 and 4875 , whereas the corresponding numbers for the direct-form equivalent are 1271 and 2541. The number of multipliers required by the proposed design is thus only 6 percent of that of the direct-form filter. Since the complexity of $H_{5}\left(z^{\hat{L}_{5}}\right)$ is similar to those of the earlier filter stages, $R=5$ is a good selection in this example.

The overall filter order as well as the number of multipliers can be decreased by selecting smaller ripple values for the first stages, thereby allowing larger ripples for the last stages. Proper selections for the ripple requirements and filter orders are shown in Table 18.16. The first four filters have been optimized such that their passband variations are minimized. The first criteria are met by a half-band filter of order 34 , having the passband and stopband edges at $0.4013 \pi$ and $0.5987 \pi$. Since every second impulse response coefficient of this filter is zero-valued except for the central coefficient with an easily

TABLE 18.16 Data for Another Filter Designed Using the Jing-Fam Approach

| $\delta \mathrm{p}^{(r)}$ | $7.3 \times 10^{-4}$ | $7.1 \times 10^{-5}$ | $3.5 \times 10^{-4}$ | $12.1 \times 10^{-5}$ | $89.2 \times 10^{-4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\delta \mathrm{~s}^{(r)}$ | $10^{-3}$ | $92.7 \times 10^{-4}$ | $92.9 \times 10^{-5}$ | $89.2 \times 10^{-4}$ | $80.8 \times 10^{-5}$ |
| $K_{r}$ | - | 3 | 2 | - | 2 |
| $N_{r}^{(1)}$ | - | 22 | 13 | - | 27 |
| $N_{r}^{(2)}$ | 34 | 10 | 8 | 24 | 6 |



FIGURE 18.34 Amplitude responses for filters synthesized using the Jin-Fam approach.
implementable value of $1 / 2$, this filter requires only nine multipliers. For the last stage, $K_{5}$ is reduced to 2 to decrease the overall filter order. The order of the resulting overall filter [see Figure 18.34b] is 3914, which is 54 percent higher than that of the direct-form equivalent. The number of multipliers is reduced to 70 .
The Jing-Fam approach cannot be applied directly for synthesizing filters whose edges are very close to $\pi / 2$. This problem can, however, be overcome by slightly changing the sampling rate or, if this is not possible, by shifting the edges by a factor $3 / 2$ by using decimation by this factor at the filter input and interpolation by the same factor at the filter output [2]. One attractive feature of the Jing-Fam approach is that it can be combined with multirate filtering to reduce the filter complexity even further [7].

When comparing the above designs with the filters synthesized using the multistage frequencyresponse masking technique (Example 18.2), it is observed that the above designs require slightly fewer multipliers at the expense of an increased overall filter order. Both of these general approaches are applicable to those specifications that are not very narrowband or very wideband. For most very narrowband and wideband cases, filters synthesized in the simplified forms $H(z)=F\left(z^{\perp}\right) G(z)$ and $H(z)=z^{-M}-(-1)^{M} F\left[(-z)^{L}\right] G(-z)$, respectively, give the best results (see Examples 18.3 and 18.4).
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### 19.1 Properties of IIR Filters

## Sawasd Tantaratana

### 19.1.1 System Function and Impulse Response

A digital filter with impulse response having infinite length (i.e., its values outside a finite interval cannot all be zero) is termed infinite impulse response (IIR) filter. The most important class of IIR filters can be described by the difference equation

$$
\begin{align*}
y(n)= & b_{0} x(n)+b_{1} x(n-1)+\cdots+b_{M} x(n-M) \\
& -a_{1} y(n-1)-a_{2} y(n-2)-\cdots-a_{N} y(n-N) \tag{19.1}
\end{align*}
$$

where
$x(n)$ is the input
$y(n)$ is the output of the filter
$\left\{a_{1}, a_{2}, \ldots, a_{N}\right\}$ and $\left\{b_{0}, b_{1}, \ldots, b_{M}\right\}$ are constant coefficients
We assume that $a_{N} \neq 0$. The impulse response is the output of the system when it is driven by a unit impulse at $n=0$, with the system being initially at rest, i.e., the output being zero prior to applying the input. We denote the impulse response by $h(n)$. With $x(0)=1, x(n)=0$ for $n \neq 0$, and $y(n)=0$ for
$n<0$, we can compute $h(n)$, $n \geq 0$, from Equation 19.1 in a recursive manner. Taking the $z$-transform of Equation 19.1, we obtain the system function

$$
\begin{equation*}
H(z)=\frac{Y(z)}{X(z)}=\frac{b_{0}+b_{1} z^{-1}+\cdots+b_{M} z^{-M}}{1+a_{1} z^{-1}+\cdots+a_{N} z^{-N}} \tag{19.2}
\end{equation*}
$$

where $N$ is the order of the filter. The system function and the impulse response are related through the $z$-transform and its inverse, i.e.,

$$
\begin{equation*}
H(z)=\sum_{n=-\infty}^{\infty} h(n) z^{-1} \quad h(n)=\frac{1}{2 \pi j} \oint_{C} H(z) z^{n-1} \mathrm{~d} z \tag{19.3}
\end{equation*}
$$

where $C$ is a closed counterclockwise contour in the region of convergence. See Chapter 5 of Fundamentals of Circuits and Filters for a discussion of $z$-transform. We assume that $M \leq N$. Otherwise, the system function can be written as

$$
\begin{equation*}
H(z)=\left[c_{0}+c_{1} z^{-1}+\cdots+c_{M-N} z^{-(M-N)}\right]+\left[\frac{b_{0}^{\prime}+b_{1}^{\prime} z^{-1}+\cdots+b_{M}^{\prime} z^{-M}}{1+a_{1} z^{-1}+\cdots+a_{N} z^{-N}}\right] \tag{19.4}
\end{equation*}
$$

which is a finite impulse response (FIR) filter in parallel with an IIR filter, or as

$$
\begin{equation*}
H(z)=\left[c_{0}^{\prime}+c_{1}^{\prime} z^{-1}+\cdots+c_{M-N}^{\prime} z^{-(M-N)}\right]\left[\frac{b_{0}^{\prime \prime}+b_{1}^{\prime \prime} z^{-1}+\cdots+b_{M}^{\prime \prime} z^{-M}}{1+a_{1} z^{-1}+\cdots+a_{N} z^{-N}}\right] \tag{19.5}
\end{equation*}
$$

which is an FIR filter in cascade with an IIR filter. FIR filters are covered in Chapter 18. This chapter covers IIR filters.

For ease of implementation, it is desirable that the coefficients $\left\{a_{1}, a_{2}, \ldots, a_{N}\right\}$ and $\left\{b_{0}, b_{1}, \ldots, b_{M}\right\}$ be real numbers (as opposed to complex numbers), which is another assumption that we make, unless specified otherwise.

### 19.1.2 Causality (Physical Realizability)

A causal (physically realizable) filter is one whose output value does not depend on the future input values. A noncausal filter cannot be realized in real time since some future inputs are needed in computing the current output value. The difference equation in Equation 19.1 can represent a causal system or a noncausal system. If the output $y(n)$ is calculated, for an increasing value of $n$, from $x(n), x(n-1), \ldots, x(n-M)$, $y(n-1), \ldots, y(n-N)$, according to the right-hand side of Equation 19.1 then the difference equation represents a causal system. On the other hand, we can rewrite Equation 19.1 as

$$
\begin{align*}
y(n-N)= & \frac{1}{a_{N}}\left[b_{0} x(n)+b_{1} x(n-1)+\cdots+b_{M} x(n-M)\right. \\
& \left.-y(n)-a_{1} y(n-1)-\cdots-a_{N-1} y(n-N+1)\right] \tag{19.6}
\end{align*}
$$

If the system calculates $y(n-N)$, for a decreasing due of $n$, using the right-hand side of Equation 19.6, then the system is noncausal since $y(n-N)$ depends on $x(n), \ldots, x(n-M)$, which are future input values. We shall assume that the IIR filter represented by Equation 19.1 is causal. It follows from this assumption that $h(n)=0$ for $n<0$ and that the convergence region of $H(z)$ is of the form: $|z|>r_{0}$, where $r_{0}$, is a nonnegative constant.

Noncausal filters are useful in practical application where the output need not be calculated in real time or where the variable $n$ does not represent time, such as in image processing where $n$ is a spatial variable. Generally, a noncausal filter can be modified to be causal by adding sufficient delay at the output.

### 19.1.3 Poles and Zeros

Rewriting Equation 19.2 we have

$$
\begin{equation*}
H(z)=z^{N-M} \frac{b_{0} z^{M}+b_{1} z^{M-1}+\cdots+b_{M-1} z+b_{M}}{z^{N}+a_{1} z^{N-1}+\cdots+a_{N-1} z^{-N}} \tag{19.7}
\end{equation*}
$$

Assuming $b_{0}, b_{M} \neq 0$, then there are $N$ poles given by the roots of the denominator polynomial and $M$ zeros given by the roots of the numerator polynomial. In addition, there are $N-M$ zeros at the origin on the complex plane. The locations of the poles and zeros can be plotted on the complex $z$ plane. Denoting the poles by $p_{1}, p_{2}, \ldots, p_{N}$, and the nonzero zeros by $q_{1}, q_{2}, \ldots, q_{M}$, we can write

$$
\begin{equation*}
H(z)=b_{0} z^{N-M} \frac{\left(z-q_{1}\right)\left(z-q_{2}\right) \cdots\left(z-q_{M}\right)}{\left(z-p_{1}\right)\left(z-p_{2}\right) \cdots\left(z-p_{N}\right)} \tag{19.8}
\end{equation*}
$$

Since we assume that the coefficients $\left\{a_{1}, a_{2}, \ldots, a_{N}\right\}$ and $\left\{b_{0}, b_{1}, \ldots, b_{M}\right\}$ are each complex-valued pole (i.e., pole off the real axis on the $z$ plane), there must be another pole that is the complex conjugate of the first. Similarly, complex-valued zeros must exist in complex-conjugate pairs. The combination of a complex-conjugate pole pair (or zero pair) yields a second-order polynomial with real coefficients. Real-valued pole (or zero) can appear single in Equation 19.8.

It is clear from Equation 19.8 that knowing all the pole and zero locations, we can write the system function to within a constant factor. Since the constant factor is only a gain, which can be adjusted as desired, specifying the locations of the poles and zeros essentially specifies the system function of the IIR filter.

### 19.1.4 Stability

A causal IIR filter is stable (in the sense that a bounded input gives rise to a bounded output) if all the poles lie inside the unit circle. If there are one or more simple poles on the unit circle (and all the others lie inside the unit circle), then the filter is marginally stable, giving a sustained oscillation. If there are multiple poles (more than one pole at the same location) on the unit circle or if there is at least one pole outside the unit circle, a slight input will give rise to an output with increasing magnitude. For most practical filters, all the poles are designed to lie inside the unit circle. In some special systems (such as oscillators), poles are placed on the unit circle to obtain the desired result.

Given the system function in the form of Equation 19.2 or Equation 19.7, the stability can be verified by finding all the poles of the filters and checking to see if all of them are inside the unit circle. Equivalently, stability can be verified directly from the coefficients $\left\{a_{i}\right\}$, using the Schür-Cohn algorithm [1]. For a second-order system, if the coefficient $a_{1}$, and $a_{2}$, lie inside the triangle in Figure 19.1, then the system is stable.

### 19.1.5 Frequency Response

The frequency response of the IIR filter is the due of the system function evaluated on the unit circle on the complex plane, i.e., with $z=e^{j 2 \pi f}$, where $f$ varies from 0 to 1 , or from $-1 / 2$ to $1 / 2$. The variable $f$ represents the digital frequency. For simplicity, we write $H(f)$ for $\left.H(z)\right|_{z=\exp (j 2 \pi f)}$. Therefore,


FIGURE 19.1 Region for the coefficients $a_{1}$ and $a_{2}$ that yield a stable second-order IIR filter.

$$
\begin{equation*}
H(f)=b_{0} e^{j 2 \pi(M-N) f} \frac{\left(e^{j 2 \pi f}-q_{1}\right)\left(e^{j 2 \pi f}-q_{2}\right) \cdots\left(e^{j 2 \pi f}-q_{M}\right)}{\left(e^{j 2 \pi f}-p_{1}\right)\left(e^{j 2 \pi f}-p_{2}\right) \cdots\left(e^{j 2 \pi f}-p_{N}\right)} \tag{19.9}
\end{equation*}
$$

$H(f)$ is generally a complex function of $f$, consisting of the real part $H_{\mathrm{R}}(f)$ and the imaginary part $H_{\mathrm{I}}(f)$. It can also be expressed in terms of the magnitude $|H(f)|$ and the phase $\theta(f)$

$$
\begin{equation*}
H(f)=H_{\mathrm{R}}(f)+j H_{\mathrm{I}}(f)=|H(f)| e^{j \theta(f)} \tag{19.10}
\end{equation*}
$$

From Equation 19.9 we see that the magnitude response $|H(f)|$ equals the product of the magnitudes of the individual factors in the numerator, divided by the product of the magnitudes of the individual factors in the denominator. The magnitude square can be written as

$$
\begin{equation*}
|H(f)|^{2}=H(f) H^{\star}(f)=\left[H_{\mathrm{R}}(f)\right]^{2}+\left[H_{\mathrm{I}}(f)\right]^{2} \tag{19.11}
\end{equation*}
$$

Since $H^{\star}(f)=\left.H^{\star}\left(1 / z^{\star}\right)\right|_{z=\exp (j 2 \pi f)}$ and $H^{\star}\left(1 / z^{\star}\right)=H\left(z^{-1}\right)$ when all the coefficients of $H(z)$ are real, we have

$$
\begin{equation*}
|H(f)|^{2}=\left.H(z) \cdot H\left(z^{-1}\right)\right|_{z=\exp (j 2 \pi f)} \tag{19.12}
\end{equation*}
$$

Using Equation 19.12, the magnitude square can be put in the form

$$
\begin{equation*}
|H(f)|^{2}=\frac{\sum_{k=0}^{M} \tilde{b}_{k} \cos (2 \pi k f)}{\sum_{k=0}^{N} \tilde{a}_{k} \cos (2 \pi k f)} \tag{19.13}
\end{equation*}
$$

where the coefficients are given by

$$
\begin{array}{ll}
\tilde{b}_{0}=\sum_{j=0}^{M} b_{j}^{2} & \tilde{b}_{k}=2 \sum_{j=k}^{M} b_{j} b_{j-k}
\end{array} \quad k=1, \ldots, M,
$$

with the understanding that $a_{0}=1$. Given $\left\{\tilde{b}_{0}, \tilde{b}_{1}, \ldots, \tilde{b}_{M}\right\}$ we can find $\left\{b_{0}, b_{1}, \ldots, b_{M}\right\}$ and vice versa. Similarly, $\left\{\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{N}\right\}$ and $\left\{a_{1}, a_{2}, \ldots, a_{N}\right\}$ can be computed from each other. The form in Equation 19.13 is useful in computer-aided design of IIR filters using linear programming [2].

We see from Equation 19.9 that the phase response $\theta(f)$ equals the sum of the phases of the individual factors in the numerator minus the sum of the phases of the individual factors in the denominator. The phase can be written in terms of the real and imaginary parts of $H(f)$ as

$$
\begin{equation*}
\theta(f)=\arctan \left[\frac{H_{\mathrm{I}}(f)}{H_{\mathrm{R}}(f)}\right] \tag{19.15}
\end{equation*}
$$

A filter having linear phase in a frequency band (e.g., in the passband) means that there is no phase distortion in that band.

The group delay is defined as

$$
\begin{equation*}
\tau(f)=-\frac{1}{2 \pi} \frac{\mathrm{~d}}{\mathrm{~d} f} \theta(f) \tag{19.16}
\end{equation*}
$$

The group delay corresponds to the delay, from the input to the output, of the envelope of a narrowband signal [3]. A linear phase gives rise to a constant group delay. Nonlinearity in the phase appears as deviation of the group delay from a constant value.

The magnitude response of IIR filter does not change, except for a constant factor, if a zero is replaced by the reciprocal of its complex conjugate, i.e., if $(z-q)$ is replaced with $\left(z-1 / q^{*}\right)$. This can be seen as follows. Letting $\tilde{H}(z)$ be the system function without the factor $(z-q)$, we have

$$
\begin{aligned}
|H(f)|^{2} & =\left.H(z) H^{\star}\left(1 / z^{*}\right)\right|_{z=\exp (2 \pi f)} \\
& =\left.\hat{H}(z) \hat{H}^{\star}\left(1 / z^{\star}\right) \frac{(z-q)\left(z^{-1}-q^{*}\right)}{\left(z-1 / q^{*}\right)\left(z^{-1}-1 / q\right)}\right|_{z=\exp (2 j \pi f)} \\
& =|q|^{2}
\end{aligned}
$$

Similarly, replacing the pole at $p$ with a pole at $1 / p^{*}$ will not alter the magnitude of the response except for a constant factor. This property is useful in changing an unstable IIR filter to a stable one without altering the magnitude response.

Compared to an FIR filter, an IIR filter requires a much lower order to achieve the same requirement of the magnitude response. However, the phase of a stable casual IIR filter cannot be made linear. This is the major reason not to use an IIR filter in applications where linear phase is essential. Nevertheless, using phase compensation such as allpass filters (see Section 19.1.8), the phase of an IIR filter can be adjusted close to linear. This process increases the order of the overall system, however. Note that if causality is not required, then a linear-phase IIR filter can be obtained using a time-reversal filter [2].

### 19.1.6 Realizations

A realization of an IIR filter according to Equation 19.1 is shown in Figure 19.2a, which is called Direct Form I. By rearranging the structure, we can obtain Direct Form II, as shown in Figure 19.2b. Through transposition, we can obtain Transposed Direct Form I and Transposed Direct Form II as shown in Figure 19.2c and d.

The system function can be put in the form

$$
\begin{equation*}
H(z)=\prod_{i=1}^{K} \frac{b_{i 0}+b_{i 1} z^{-1}+b_{i 2} z^{-2}}{1+a_{i 1} z^{-1}+a_{i 2} z^{-2}} \tag{19.17}
\end{equation*}
$$



FIGURE 19.2 Direct form realizations of IIR filters.
by factoring the numerators and denominators into second-order factors, or in the form

$$
\begin{equation*}
H(z)=\frac{b_{N}}{a_{N}}+\sum_{i=1}^{K} \frac{b_{i 0}+b_{i 1} z^{-1}}{1+a_{i 1} z^{-1}+a_{i 2} z^{-2}} \tag{19.18}
\end{equation*}
$$

by partial fraction expansion. The value of $K$ is $N / 2$ when $N$ is even and is $(N+1) / 2$ when $N$ is odd. When $N$ is odd, one of $a_{i 2}$ must be zero, as well as one of $b_{i 2}$, in Equation 19.17 and one of $b_{i 1}$ in Equation 19.18. All the coefficients in Equations 19.17 and 19.18 are real numbers. According to Equation 19.17, the IIR filter can be realized by $K$ second-order IIR filters in cascade, as shown in Figure 19.3a. According


FIGURE 19.3 Cascade (a) and parallel (b) realizations of IIR filters.
to Equation 19.18, the IIR filter is realized by $K$ second-order IIR filters and one scaler (i.e., $b_{N} / a_{N}$ ) in parallel, as depicted in Figure 19.3b. Each second-order subsystem can use any of the structures given in Figure 19.2.

There are many other realizations for IIR filters, such as state-space structures [4], wave structures, and lattice structures (Section 19.3).

Actual implementation of IIR filters requires that the signals and the coefficients be represented in a finite number of bits (or digits). Quantization of the coefficients to a finite number of bits essentially changes the filter coefficients, hence the frequency response changes. Coefficient quantization of a stable IIR filter may yield an unstable filter. For example, consider a second-order IIR filter with $a_{1}=1.26$ and $a_{2}=0.3$, which correspond to pole locations of -0.9413 and -0.3187 , respectively. Suppose that we quantize these coefficients to two bits after the decimal point, yielding a quantized $a_{1}$ of 1.01 in binary or
1.25 and a quantized $a_{2}$ of 0.01 in binary or 0.25 . This pair corresponds to pole locations at -1.0 and -0.25 , respectively. Since one pole is on the unit circle, the IIR filter with quantized coefficients produces an oscillation. In this example, the quantization is equivalent to moving a point inside the triangle in Figure 19.1 to a point on the edge of the triangle. Different realizations are affected differently by coefficient quantization. Chapter 20 investigates coefficient quantization and roundoff noise in detail.

### 19.1.7 Minimum Phase

An IIR filter is a minimum-phase filter if all the zeros and poles are inside the unit circle. A minimumphase filter introduces the smallest group delay among all filters that have the same magnitude response. A minimum-phase IIR filter can be constructed from a nonminimum-phase filter by replacing each zero (or pole) outside the unit circle with a zero (or pole) that is the reciprocal of its complex conjugate, as illustrated in Figure 19.4. This process moves all zeros and poles outside the unit circle to the inside. The magnitude response does not change, except for a constant factor, which is easily adjusted. Given an IIR filter $H(z)$ with input $x(n)$ and output $y(n)$, the inverse filter $1 / H(z)$ can reconstruct $x(n)$ from $y(n)$ by feeding $y(n)$ to the input of $1 / H(z)$. Assuming that both the filter and the inverse filter are causal, both of them can be stable only if $H(z)$ is a minimum-phase filter.

### 19.1.8 Allpass Filters

An allpass filter has a magnitude response of unity (or constant). An Nth-order IIR allpass filter with real coefficients has a system function given by

$$
\begin{align*}
H(z) & =z^{-N} \frac{D(z)}{D\left(z^{-1}\right)}=z^{-N} \frac{a_{N} z^{N}+\cdots+a_{2} z^{2}+a_{1} z+1}{1+a_{1} z^{-1}+a_{2} z^{-2}+\cdots+a_{N} z^{-N}}  \tag{19.19}\\
& =z^{-N} \frac{\left(1-p_{1} z\right)\left(1-p_{2} z\right) \cdots\left(1-p_{N} z\right)}{\left(1-p_{1} z^{-1}\right)\left(1-p_{2} z^{-1}\right) \cdots\left(1-p_{N} z^{-1}\right)} \tag{19.20}
\end{align*}
$$

Since $H(z)\left(z^{-1}\right)=1$, it follows that $|H(f)|^{2}=1$. The factor $z^{-N}$ is included so that the filter is causal. Equation 19.20 implies that zeros and poles come in reciprocal pairs: if there is a pole at $z=p$, then there is a zero at $z=1 / p$, as illustrated in Figure 19.5.

Since the coefficients are real, poles and zeros off the real axis must exist in quadruplets: poles at $p$ and $p^{*}$ and zeros at $1 / p$ and $1 / p^{*}$, where $|p|<1$ for stability. For poles and zeros on the real axis, they exist in reciprocal pairs: pole at $p$ and zero at $1 / p$, where $p$ is real and $|p|<1$ for stability. Since the numerator and the denominator in (19.19) share the same set of coefficients, we need only $N$ multiplications in


FIGURE 19.4 Changing a zero location to obtain a minimum-phase filter.


FIGURE 19.5 Pole-zero reciprocal pair in an allpass IIR filter.
realizing an $N$ th-order allpass filter. The system function in Equation 19.19 can be written as the product (or sum) of first- and second-order allpass filters. The system function and the phase response of a firstorder allpass filter is given by

$$
\begin{align*}
H(z) & =\frac{a_{1} z+1}{z+a_{1}}  \tag{19.21}\\
\theta(f) & =\arctan \left[\frac{\left(a_{1}^{2}-1\right) \sin (\omega)}{2 a_{1}+\left(a_{1}^{2}+1\right) \cos (\omega)}\right] \tag{19.22}
\end{align*}
$$

where $\omega=2 \pi f$. For a second-order allpass filter, these are

$$
\begin{align*}
& H(z)=\frac{a_{2} z^{2}+a_{1} z+1}{z^{2}+a_{1} z+a_{2}}  \tag{19.23}\\
& \theta(f)=\arctan \left[\frac{2 a_{1}\left(a_{2}-1\right) \sin (\omega)+\left(a_{2}^{2}-1\right) \sin (2 \omega)}{2 a_{2}+a_{1}^{2}+2 a_{1}\left(a_{2}+1\right) \cos (\omega)+\left(a_{2}^{2}+1\right) \cos (2 \omega)}\right] \tag{19.24}
\end{align*}
$$

The group delay $\tau(f)$ of an allpass filter is always $\geq 0$. The output signal energy of an allpass filter is the same as the input signal energy, i.e., $\sum_{n=-\infty}^{\infty}|y(n)|^{2}=\sum_{n=-\infty}^{\infty}|x(n)|^{2}$, which means that the allpass filter is a lossless system. Note that if we attempt to find a minimum-phase filter from a stable allpass filter, by moving all the zeros inside the unit circle, all poles and zeros would cancel out, yielding the trivial filter with a system function of unity.

A more general form of Equation 19.19, allowing the coefficients to be complex, is Nth-order allpass filer with system function

$$
\begin{align*}
H(z) & =z^{-N} \frac{D^{\star}\left(z^{\star}\right)}{D\left(z^{-1}\right)}=z^{-N} \frac{a_{N}^{\star}+\cdots+a_{2}^{\star} z^{2}+a_{1}^{\star} z+1}{1+a_{1} z^{-1}+a_{2} z^{-2}+\cdots+a_{N} z^{-N}}  \tag{19.25}\\
& =z^{-N} \frac{\left(1-p_{1}^{\star} z\right)\left(1-p_{2}^{\star} z\right) \cdots\left(1-p_{N}^{\star} z\right)}{\left(1-p_{1} z^{-1}\right)\left(1-p_{2} z^{-1}\right) \cdots\left(1-p_{N} z^{-1}\right)} \tag{19.26}
\end{align*}
$$

Therefore, for a pole at $z=p$ there is a zero at $z=1 / p^{*}$, i.e., poles and zeros exist in reciprocalconjugate pairs.

Allpass filters have been used as building blocks for various applications [5]. Particularly, an allpass filter can be designed to approximate a desired phase response. Therefore, an allpass filter in cascade with an IIR filter can be used to compensate the nonlinear phase of the IIR filter. Such a cascade filter has


FIGURE 19.6 Block diagram of an IIR filter, using allpass filters.
system function of the form $H(z)=H_{\text {IIR }}(z) H_{\text {ap }}(z)$, where $H_{\text {IIR }}(z)$ is an IIR filter satisfying some magnitude response and $H_{\text {ap }}(z)$ is an allpass filter that compensates for the nonlinearity of the phase response of $H_{\text {IIR }}(z)$. Allpass filters in parallel connection can be used to approximate a desired magnitude response. For this, the system function is in the form $H(z)=\sum_{i=1}^{K} c_{i} H_{\mathrm{ap}, i}(z)$, where $H_{\mathrm{ap}, i}(z)$ is an allpass filter and $c_{i}$ is a coefficient. A block diagram is shown in Figure 19.6.
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### 19.2 Design of IIR Filters

## Sawasd Tantaratana, Chalie Charoenlarpnopparut, and Phakphoom Boonyanant

### 19.2.1 Introduction

A filter is generally designed to satisfy a frequency response specification. IIR filter design normally focuses on satisfying a magnitude response specification. If the phase response is essential, it is usually satisfied by a phase compensation filter, such as an allpass filter (see Section 19.1.8). We will adopt a magnitude specification that is normalized so that the maximum magnitude is 1 . The magnitude square in the passband must be at least $1 /\left(1+\varepsilon^{2}\right)$ and at most 1 ; while it must be no larger than $\delta^{2}$ in the stopband, where $\varepsilon$ and $\delta$ are normally small. The passband edge is denoted by $f_{\mathrm{p}}$ and the stopband edge by $f_{s}$. Figure 19.7 a shows such a specification for a low-pass filter (LPF). The region between the passband and the stopband is the transition band. There is no constraint on the response in the transition band. Another specification that is often used is shown in Figure 19.7 b using $\delta_{1}$, and $\delta_{2}$, to specify the acceptable magnitude. Given $\delta_{1}$, and $\delta_{2}$, they can be converted to $\varepsilon$ and $\delta$ using $\varepsilon=2 \delta_{1}^{0.5} /\left(1-\delta_{1}\right)$ and $\delta=\delta_{2} /\left(1+\delta_{1}\right)$. The magnitude is often specified in decibels, which is $20 \log _{10}|H(f)|$. Specifications for other types of filters (high-pass, bandpass, and bandstop) are similar.


FIGURE 19.7 Specifications for a digital LPF. (a) Specification using $\varepsilon$ and $\delta$; (b) specification using $\delta_{1}$ and $\delta_{2}$.

We can classify various IIR filter design methods into three categories: the design using analog prototype filter, the design using digital frequency transformation, and computer-aided design. In the first category, an analog filter is designed to the (analog) specification and the analog filter transfer function is transformed to digital system function using some kind of transformation. The second category assumes that a digital LPF can be designed. The desired digital filter is obtained from the digital LPF by a digital frequency transformation. The last category uses some algorithm to choose the coefficients so that the response is as close (in some sense) as possible to the desired filter. Design methods in the first two categories are simple to do, requiring only a handheld calculator. Computer-aided design requires some computer programming, but it can be used to design nonstandard filters.

### 19.2.2 Analog Filters

Here, we describe four basic types of analog LPFs that can be used as prototype for designing IIR filters. For each type, we give the transfer function, its magnitude response, and the order $N$ needed to satisfy the (analog) specification. We will use $H_{\mathrm{a}}(s)$ for the transfer function of an analog filter, where $s$ is the variable in the Laplace transform. Each of these filters have all its poles on the left-half $s$ plane, so that it is stable. We will use the variable $\lambda$ to represent the analog frequency in radians/second. The frequency response $H_{\mathrm{a}}(\lambda)$ is the transfer function evaluated at $s=j \lambda$. The analog LPF specification is given by

$$
\begin{align*}
\left(1+\varepsilon^{2}\right)^{-1} & \leq\left|H_{\mathrm{a}}(\lambda)\right|^{2} \leq 1 \quad \text { for } 0 \leq(\lambda / 2 \pi) \leq\left(\lambda_{\mathrm{p}} / 2 \pi\right)  \tag{19.27}\\
0 & \leq\left|H_{\mathrm{a}}(\lambda)\right|^{2} \leq \delta^{2} \quad \text { for }\left(\lambda_{s} / 2 \pi\right) \leq(\lambda / 2 \pi) \leq \infty
\end{align*}
$$

where $\lambda_{\mathrm{p}}$ and $\lambda_{s}$ are the passband edge and stopband edge, respectively. The specification is sketched in Figure 19.8.

### 19.2.2.1 Butterworth Filters

The transfer function of an Nth-order Butterworth filter is given by

$$
H_{\mathrm{a}}(s)= \begin{cases}\prod_{i=1}^{N / 2} \frac{1}{\left(s / \lambda_{c}\right)^{2}-2 \operatorname{Re}\left(s_{i}\right)\left(s / \lambda_{c}\right)+1} & N=\text { even }  \tag{19.28}\\ \frac{1}{\left(s / \lambda_{c}\right)+1} \prod_{i=1}^{(N-1) / 2} \frac{1}{\left(s / \lambda_{c}\right)^{2}-\operatorname{Re}\left(s_{i}\right)\left(s / \lambda_{c}\right)+1} & N=\text { odd }\end{cases}
$$



FIGURE 19.8 Specification for an analog LPF.


FIGURE 19.9 Magnitude responses of Butterworth filters.
where $\lambda_{\mathrm{p}} \leq \lambda_{\mathrm{c}} \leq \lambda_{\mathrm{s}}$ and $s_{i}=\exp \{j[1+(2 i-1) / N] \pi / 2\}$. The magnitude response square is

$$
\begin{equation*}
\left|H_{\mathrm{a}}(\lambda)\right|^{2}=\frac{1}{1+\left(\lambda / \lambda_{\mathrm{c}}\right)^{2 N}} \tag{19.29}
\end{equation*}
$$

Figure 19.9 shows the magnitude response $\left|H_{\mathrm{a}}(\lambda)\right|$, with $\lambda_{\mathrm{c}}=1$. Note that a Butterworth filter is an allpole (no zero) filter, with the poles being at $s=\lambda_{c} s_{i}$ and $s=\lambda_{c} s_{i}^{\star}, i=1, \ldots, N / 2$ if $N$ is even or $i=1, \ldots,(N-1) / 2$ if $N$ is odd, where $x^{*}$ denotes the complex conjugate of $x$. When $N$ is odd, there

TABLE 19.1 Factorized, Normalized, Butterworth Polynomial $B_{N}(s)$

| $N$ |  |
| :--- | :--- |
| 1 | $(s+1)$ |
| 2 | $\left(s^{2}+\sqrt{2} s+1\right)$ |
| 3 | $(s+1)\left(s^{2}+s+1\right)$ |
| 4 | $\left(s^{2}+\sqrt{2-\sqrt{2}} s+1\right)\left(s^{2}+\sqrt{2+\sqrt{2}} s+1\right)$ |
| 5 | $(s+1)\left(s^{2}+\left(\frac{\sqrt{5}-1}{2}\right) s+1\right)\left(s^{2}+\left(\frac{\sqrt{5}+1}{2}\right) s+1\right)$ |
| 6 | $\left(s^{2}+\left(\frac{\sqrt{3}-1}{\sqrt{2}}\right) s+1\right)\left(s^{2}+\sqrt{2} s+1\right)\left(s^{2}+\left(\frac{\sqrt{3}+1}{\sqrt{2}}\right) s+1\right)$ |
| 7 | $(s+1)\left(s^{2}+0.4450 s+1\right)\left(s^{2}+1.2470 s+1\right)\left(s^{2}+1.8019 s+1\right)$ |
| 8 | $\left(s^{2}+0.3902 s+1\right)\left(s^{2}+1.1111 s+1\right)\left(s^{2}+1.6629 s+1\right)\left(s^{2}+1.9616 s+1\right)$ |
| 9 | $(s+1)^{2}\left(s^{2}+0.3473 s+1\right)\left(s^{2}+1.5321 s+1\right)\left(s^{2}+1.8794 s+1\right)$ |
| 10 | $\left(s^{2}+0.3219 s+1\right)\left(s^{2}+0.9080 s+1\right)\left(s^{2}+1.4142 s+1\right)\left(s^{2}+1.7820 s+1\right)\left(s^{2}+1.9754 s+1\right)$ |

is another pole at $s=-\lambda_{c}$. All $N$ poles are on the left-half $s$ plane, located on the circle with radius $\lambda_{c}$. Therefore, the filter in Equation 19.28 is stable.

To satisfy the specification in Equation 19.27, the filter order can be calculated from

$$
\begin{equation*}
N=\text { integer } \geq \frac{\log \left[\varepsilon /\left(\delta^{-2}-1\right)^{1 / 2}\right]}{\log \left[\lambda_{\mathrm{p}} / \lambda_{s}\right]} \tag{19.30}
\end{equation*}
$$

The value of $\lambda_{c}$ can be chosen as any value in the following range:

$$
\begin{equation*}
\lambda_{\mathrm{p}} \varepsilon^{-1 / N} \leq \lambda_{\mathrm{c}} \leq \lambda_{\mathrm{s}}\left(\delta^{-2}-1\right)^{-1 /(2 N)} \tag{19.31}
\end{equation*}
$$

If we choose $\lambda_{c}=\lambda_{p} \varepsilon^{-1 / N}$, then the magnitude response square passes through $1 /\left(1+\varepsilon^{2}\right)$ at $\lambda=\lambda_{p}$. If we choose $\lambda_{c}=\lambda_{s}\left(\delta^{-2}-1\right)^{-1 /(2 N)}$, then the magnitude response square passes through $\delta^{2}$ at $\lambda=\lambda_{s}$. If $\lambda_{c}$ is between these two values, then the magnitude square will be $\geq 1 /\left(1+\varepsilon^{2}\right)$ at $\lambda=\lambda_{p}$ and $\leq \delta^{2}$ at $\lambda=\lambda_{s}$.

For the sake of convenience, the transfer function of the $N$ th-order Butterworth filter with $\lambda_{c}=1$ can be found by

$$
H_{\mathrm{a}}(s)=\frac{1}{B_{N}(s)}
$$

where $B_{N}(s)$ is the normalized Butterworth polynomial of order $N$ shown in Table 19.1. For other values of $\lambda_{c}^{\prime}$, the transfer function can be computed similarly by analog-analog frequency transformation, i.e., replacing $s$ in $H_{\mathrm{a}}(s)$ with $s / \lambda_{\mathrm{c}}^{\prime}$.

### 19.2.2.2 Chebyshev Filters (Type-I Chebyshev Filters)

A Chebyshev filter is also an all-pole filter. The Nth-order Chebyshev filter has a transfer function given by

$$
\begin{equation*}
H_{\mathrm{a}}(s)=C \prod_{i=1}^{N} \frac{1}{\left(s-p_{i}\right)} \tag{19.32}
\end{equation*}
$$

where

$$
\begin{align*}
& C= \begin{cases}-\prod_{i=1}^{N} p_{i} & N \text { is odd } \\
\left(1+\varepsilon^{2}\right)^{-1 / 2} \prod_{i=1}^{N} p_{i} & N \text { is even }\end{cases}  \tag{19.33}\\
& p_{i}=-\lambda_{\mathrm{p}} \sinh (\phi) \sin \left(\frac{2 i-1}{2 N} \pi\right)+j \lambda_{\mathrm{p}} \cosh (\phi) \cos \left(\frac{2 i-1}{2 N} \pi\right)  \tag{19.34}\\
& \phi=\frac{1}{N} \ln \left[\frac{1+\left(1+\varepsilon^{2}\right)^{1 / 2}}{\varepsilon}\right] \tag{19.35}
\end{align*}
$$

The value of $C$ normalizes the magnitude so that the maximum magnitude is 1 . Note that $C$ is always a positive constant. The poles are on the left-half $s$ plane, lying on an ellipse centered at the origin with a minor radius of $\lambda_{\mathrm{p}} \sinh (\phi)$ and major radius of $\lambda_{\mathrm{p}} \cosh (\phi)$. Except for one pole when $N$ is odd, all the poles have a complex-conjugate pair. Specifically, $p_{i}=p_{N-i+1}^{*}, i=1,2, \cdots, N / 2$ or $(N-1) / 2$. Combining each complex-conjugate pair in Equation 19.32 yields a second-order factor with real coefficients. The magnitude response can be computed from Equations 19.33 through 19.35 with $s=j \lambda$. Its square can also be written as

$$
\begin{equation*}
\left|H_{\mathrm{a}}(\lambda)\right|^{2}=\frac{1}{1+\varepsilon^{2} T_{N}^{2}\left(\lambda / \lambda_{\mathrm{p}}\right)} \tag{19.36}
\end{equation*}
$$

where $T_{N}(x)$ is the $N$ th degree Chebyshev polynomial of the first kind, which is shown in Table 19.2 and also given recursively by

$$
\begin{align*}
T_{0}(x) & =1 \quad T_{1}(x)=x  \tag{19.37}\\
T_{n+1}(x) & =2 x T^{n}(x)-T_{n-1}(x) \quad n \geq 1
\end{align*}
$$

Notice that $T_{N}^{2}( \pm 1)=1$. Therefore, we have from Equation 19.36 that the magnitude square passes through $1 /\left(1+\varepsilon^{2}\right)$ at $\lambda=\lambda_{p}$, i.e., $\left|H_{\mathrm{a}}\left(\lambda_{\mathrm{p}}\right)\right|^{2}=1 /\left(1+\varepsilon^{2}\right)$. Note also that $T_{N}(0)=(-1)^{N / 2}$ for even $N$ and it is 0 for odd $N$. Therefore, $\left|H_{a}(0)\right|^{2}$ equals $1 /\left(1+\varepsilon^{2}\right)$ for even $N$ and it equals 1 for odd $N$. Figure 19.10 shows some examples of magnitude response square.

TABLE 19.2 Coefficients of Chebyshev Polynomials $T_{n}(x)$ of the First Kind, of Order $n$, in Ascending Powers of Variable $x$

| $n$ | Coefficients of $T_{n}(x)$ |
| :--- | :--- |
| 1 | 0,1 |
| 2 | $-1,0,2$ |
| 3 | $0,-3,0,4$ |
| 4 | $1,0,-8,0,8$ |
| 5 | $0,5,0,-20,0,16$ |
| 6 | $-1,0,18,0,-48,0,32$ |
| 7 | $0,-7,0,56,0,-112,0,64$ |
| 8 | $1,0,-32,0,160,0,-256,0,128$ |
| 9 | $0,9,0,-120,0,432,0,-576,0,256$ |
| 10 | $-1,0,50,0,-400,0,1120,0,-1280,0,512$ |



FIGURE 19.10 Magnitude responses of Chebyshev filters.

The filter order required to satisfy the specification in Equation 19.27 is

$$
\begin{align*}
N & \geq \frac{\cosh ^{-1}\left[\left(\delta^{-2}-1\right)^{1 / 2} / \varepsilon\right]}{\cosh ^{-1}\left(\lambda_{s} / \lambda_{p}\right)} \\
& =\frac{\log \left\{\left[\left(\delta^{-2}-1\right)^{1 / 2} / \varepsilon\right]+\left[\left(\delta^{-2}-1\right) / \varepsilon^{2}-1\right]^{1 / 2}\right\}}{\log \left\{\left(\lambda_{s} / \lambda_{\mathrm{p}}\right)+\left[\left(\lambda_{s} / \lambda_{\mathrm{p}}\right)^{2}-1\right]^{1 / 2}\right\}} \tag{19.38}
\end{align*}
$$

which can be computed knowing $\varepsilon, \delta, \lambda_{p}$, and $\lambda_{s}$.
Table 19.3 shows the normalized Chebyshev polynomials $C_{N}(s)$ for different values of $N$ and passband ripples. The transfer function of a unity dc gain, unity cutoff frequency Chebyshev Type-I filter is given by

$$
H_{\mathrm{a}}(s)=\frac{1}{C_{N}(s)}
$$

### 19.2.2.3 Inverse Chebyshev Filters (Type-II Chebyshev Filters)

Notice from Figure 19.10 that the Chebyshev filter has magnitude response containing equiripples in the passband. The equiripples can be arranged to go inside the stopband, for which case we obtain inverse Chebyshev filters. The magnitude response square of the inverse Chebyshev filter is

TABLE 19.3 Normalized Chebyshev Polynomials $C_{N}(s)$ for Passband Ripple $=0.5,1$, and 3 dB

| $N$ | $C_{N}(s)$ for Passband Ripple 0.5 dB |
| :---: | :---: |
| 1 | $0.3493 s+1$ |
| 2 | $0.6595 s^{2}+0.9403 s+1$ |
| 3 | $1.3972 s^{3}+1.7506 s^{2}+2.1446 s+1$ |
| 4 | $2.6382 s^{4}+3.1589 s^{3}+4.5294 s^{2}+2.7053 s+1$ |
| 5 | $5.589 s^{5}+6.5530 s^{4}+10.8279 s^{3}+7.3192 s^{2}+4.2058 s+1$ |
| 6 | $10.5527 s^{6}+12.2324 s^{5}+22.9188 s^{4}+16.7763 s^{3}+12.3663 s^{2}+4.5626 s+1$ |
| $N$ | $C_{N}(s)$ for Passband Ripple 1 dB |
| 1 | $0.5088 s+1$ |
| 2 | $0.9070 s^{2}+0.9957 s+1$ |
| 3 | $2.0354 s^{3}+2.0117 s^{2}+2.5206 s+1$ |
| 4 | $3.6281 s^{4}+3.4569 s^{3}+5.2750 s^{2}+2.6943 s+1$ |
| 5 | $8.1416 s^{5}+7.6272 s^{4}+13.7496 s^{3}+7.9331 s^{2}+4.7265 s+1$ |
| 6 | $14.5123 s^{6}+13.4711 s^{5}+28.0208 s^{4}+17.4459 s^{3}+13.6321 s^{2}+4.4565 s+1$ |
| $N$ | $C_{N}(s)$ for Passband Ripple 3 dB |
| 1 | $0.9976 s+1$ |
| 2 | $1.4125 s^{2}+0.9109 s+1$ |
| 3 | $3.9905 s^{3}+2.3833 s^{2}+3.7046 s+1$ |
| 4 | $5.6501 s^{4}+3.2860 s^{3}+6.6057 s^{2}+2.287 s+1$ |
| 5 | $15.9621 s^{5}+9.1702 s^{4}+22.5867 s^{3}+8.7622 s^{2}+6.5120 s+1$ |
| 6 | $22.6005 s^{6}+12.8981 s^{5}+37.5813 s^{4}+15.6082 s^{3}+15.8000 s^{2}+3.6936 s+1$ |

$$
\begin{equation*}
\left|H_{\mathrm{a}}(\lambda)\right|^{2}=\frac{1}{1+\frac{\left(\delta^{-2}-1\right)}{T_{N}^{2}\left(\lambda_{s} / \lambda\right)}} \tag{19.39}
\end{equation*}
$$

Since $T_{N}^{2}( \pm 1)=1$, Equation 19.39 gives $\left|H_{\mathrm{a}}\left(\lambda_{s}\right)\right|^{2}=\delta^{2}$. Figure 19.11 depicts some examples of Equation 19.38. Note that $\left|H_{\mathrm{a}}(\infty)\right|$ equals 0 if $N$ is odd and it equals $\delta$ if $N$ is even.

The transfer function giving rise to Equation 19.39 is given by

$$
H_{\mathrm{a}}(s)=\left\{\begin{array}{lll}
C \prod_{i=1}^{N} \frac{\left(s-q_{i}\right)}{\left(s-p_{i}\right)} & & N=\text { even }  \tag{19.40}\\
\frac{C}{\left(s-p_{(N+1) / 2}\right)} & \prod_{i=1, i \neq(N+1) / 2}^{N} \frac{\left(s-q_{i}\right)}{\left(s-p_{i}\right)} & N=\text { odd }
\end{array}\right.
$$

where

$$
\begin{align*}
& C= \begin{cases}\prod_{i=1}^{N} \frac{p_{i}}{q_{i}} & N \text { is even } \\
-p_{(N+1) / 2} \prod_{i=1, i \neq(N+1) / 2}^{N} \frac{p_{i}}{q_{i}} & N \text { is odd }\end{cases}  \tag{19.41}\\
& p_{i}=\frac{\lambda_{s}}{\alpha_{i}^{2}+\beta_{i}^{2}}\left(\alpha_{i}-j \beta_{i}\right) \quad q_{i}=j \frac{\lambda_{s}}{\cos \left(\frac{2 i-1}{2 N} \pi\right)}  \tag{19.42}\\
& \phi=\frac{1}{N} \cosh ^{-1}\left(\delta^{-1}\right)=\frac{1}{N} \ln \left[\delta^{-1}+\left(\delta^{-2}-1\right)^{1 / 2}\right] \tag{19.43}
\end{align*}
$$



FIGURE 19.11 Magnitude responses of inverse Chebyshev filters.

Note that the zeros are on the imaginary axis on the $s$ plane. The filter order $N$ required to satisfy the specification in Equation 19.27 is the same as the order for the Chebyshev filter, given by Equation 19.38.

Another form for the inverse Chebyshev filter has magnitude response square given by

$$
\begin{equation*}
\left|H_{\mathrm{a}}(\lambda)\right|^{2}=\frac{1}{1+\varepsilon^{2} \frac{T_{N}^{2}\left(\lambda_{s} / \lambda_{\mathrm{p}}\right)}{T_{\mathrm{N}}^{2}\left(\lambda_{s} / \lambda\right)}} \tag{19.44}
\end{equation*}
$$

which passes through $1 /\left(1+\varepsilon^{2}\right)$ at $\lambda=\lambda_{\mathrm{p}}$. For further details of this form see Ref. [1].

### 19.2.2.4 Elliptic Filters (Cauer Filters)

Elliptic filters have equiripples in both the passband and the stopband. We summarize the magnitude response and the transfer function of an elliptic filter as follows. Detail of derivation can be found in Refs. [2,3].

The magnitude response square is given by

$$
\begin{equation*}
\left|H_{\mathrm{a}}(\lambda)\right|^{2}=\frac{1}{1+\varepsilon^{2} R_{N}^{2}(\lambda)} \tag{19.45}
\end{equation*}
$$

where $R_{N}(\lambda)$ is the Chebyshev rational function given by

Here, $\lambda_{\mathrm{r}}=\lambda_{\mathrm{p}} / \lambda_{\mathrm{s}}, K(t)$ is the complete elliptic integral of the first kind given by

$$
\begin{equation*}
K(t)=\int_{0}^{\pi / 2} \frac{\mathrm{~d} \theta}{\left(1-t^{2} \sin ^{2} \theta\right)^{1 / 2}}=\int_{0}^{1} \frac{\mathrm{~d} x}{\left[\left(1-x^{2}\right)\left(1-t^{2} x^{2}\right)\right]^{1 / 2}} \tag{19.47}
\end{equation*}
$$

The Jacobian elliptic sine function $\operatorname{sn}[u, t]$ is defined as

$$
\begin{equation*}
\operatorname{sn}[u, t]=\sin \phi \quad \text { if } u=\int_{0}^{\phi} \frac{\mathrm{d} \theta}{\left(1-t^{2} \sin ^{2} \theta\right)^{1 / 2}} \tag{19.48}
\end{equation*}
$$

The integral

$$
\begin{equation*}
F(\phi, t)=\int_{0}^{\phi} \frac{\mathrm{d} \theta}{\left(1-t^{2} \sin ^{2} \theta\right)^{1 / 2}}=\int_{0}^{\sin \phi} \frac{\mathrm{d} x}{\left[\left(1-x^{2}\right)\left(1-t^{2} x^{2}\right)\right]^{1 / 2}} \tag{19.49}
\end{equation*}
$$

is called the elliptic integral of the first kind. Note that $K(t)=F(\pi / 2, t)$.
The transfer function corresponding to the magnitude response in Equation 19.45 is

$$
\begin{align*}
H_{\mathrm{a}}(s) & = \begin{cases}\frac{C}{\left(s+p_{0}\right)} \prod_{i=1}^{(N-1) / 2} \frac{\left(s^{2}+B_{i}\right)}{\left(s^{2}+A_{i 1} s+A_{i n}\right)} & N \text { odd } \\
C \prod_{i=1}^{N / 2} \frac{\left(s^{2}+B_{i}\right)}{\left(s^{2}+A_{i j} s+A_{i 2}\right)} & N \text { even }\end{cases}  \tag{19.50}\\
C & = \begin{cases}p_{0} \prod_{i=1}^{(N-1) / 2} \frac{A_{i n}}{B_{i}} & N \text { odd } \\
\frac{1}{\left(1+\varepsilon^{2}\right)^{1 / 2}} \prod_{i=1}^{N / 2} \frac{A_{i n}}{B_{i}} & N \text { even }\end{cases} \tag{19.51}
\end{align*}
$$

The pole $p_{0}$ and the coefficients $B_{i}, A_{i 1}$ are calculated as follows:

$$
\begin{gather*}
\lambda_{\mathrm{r}}=\frac{\lambda_{\mathrm{p}}}{\lambda_{\mathrm{s}}} \quad \lambda_{\mathrm{c}}=\sqrt{\lambda_{\mathrm{p}} \lambda_{\mathrm{s}}} \quad \alpha=0.5 \frac{1-\left(1-\lambda_{\mathrm{r}}^{2}\right)^{1 / 4}}{1+\left(1-\lambda_{\mathrm{r}}^{2}\right)^{1 / 4}}  \tag{19.52}\\
\beta=e^{-\pi K\left[\left(1-\lambda_{\mathrm{r}}^{2}\right)^{1 / 2}\right] / K\left(\lambda_{\mathrm{r}}\right)} \approx \alpha+2 \alpha^{5}+15 \alpha^{9}+150 \alpha^{13}  \tag{19.53}\\
\gamma=\frac{1}{2 N} \ln \left[\frac{\left(1+\varepsilon^{2}\right)^{1 / 2}+1}{\left(1+\varepsilon^{2}\right)^{1 / 2}-1}\right]  \tag{19.54}\\
\sigma=\left|\frac{2 \beta^{1 / 4} \prod_{k=0}^{\infty}(-1)^{k} \beta^{k(k+1)} \sinh [(2 k+1) \gamma]}{1+2 \prod_{k=1}^{\infty}(-1)^{k} \beta^{k^{2}} \cosh [2 k \gamma]}\right| \tag{19.55}
\end{gather*}
$$



FIGURE 19.12 Magnitude response of elliptic filter.

$$
\begin{gather*}
\zeta=\left(1+\lambda_{\mathrm{r}} \sigma^{2}\right)\left(1+\frac{\sigma^{2}}{\lambda_{\mathrm{r}}}\right) \quad \eta= \begin{cases}i & N \text { odd } \\
i-0.5 & N \text { even }\end{cases}  \tag{19.56}\\
\psi_{i}=\frac{2 \beta^{1 / 4} \sum_{k=0}^{\infty}(-1)^{k} \beta^{k(k+1)} \sin [(2 k+1) \pi \eta / N]}{1+2 \sum_{k=1}^{\infty}(-1)^{k} \beta^{k^{2}} \cos [2 k \pi \eta / N]}  \tag{19.57}\\
\mu_{i}=\left[\left(1-\lambda_{\mathrm{r}} \psi_{i}^{2}\right)\left(1-\frac{\psi_{i}^{2}}{\lambda_{\mathrm{r}}}\right)\right]^{1 / 2}  \tag{19.58}\\
p_{0}=\lambda_{\mathrm{c}} \sigma \quad B_{i}=\frac{\lambda_{\mathrm{c}}^{2}}{\psi_{i}^{2}} \quad A_{i 1}=\frac{2 \lambda_{\mathrm{c}} \sigma \mu_{i}}{1+\sigma^{2} \psi_{i}^{2}} \quad A_{\mathrm{i} 2}=\lambda_{\mathrm{c}}^{2} \frac{\sigma^{2} \mu_{i}^{2}+\zeta \psi_{i}^{2}}{\left[1+\sigma^{2} \psi_{i}^{2}\right]^{2}} \tag{19.59}
\end{gather*}
$$

The infinite summations above converge very quickly, so that only a few terms are needed in actual calculation. A simple program can be written to compute the values in Equations 19.52 through 19.59.

The filter order required to satisfy Equation 19.27 is calculated from

$$
\begin{equation*}
N \geq \frac{1}{\log (\beta)} \log \left[\frac{\varepsilon^{2}}{16\left(\sigma^{-2}-1\right)}\right] \tag{19.60}
\end{equation*}
$$

where $\beta$ is given by Equation 19.53. An example of the magnitude response is plotted in Figure 19.12. We see that there are ripples in both the passband and the stopband.

### 19.2.2.5 Comparison

In comparing the filters given above, the Butterworth filter requires the highest order and the elliptic filter requires the smallest order to satisfy the same passband and stopband specifications. The Butterworth filter and the inverse Chebyshev filter have nicer (closer to linear) phase characteristics in the passband
than Chebyshev and elliptic filters. The magnitude responses of the Butterworth and Chebyshev filters decrease monotonically in the stopband to zero, which reduces the aliasing caused by some analog-to-digital transformation.

### 19.2.3 Design Using Analog Prototype Filters

In this subsection, we consider designing IIR filters using analog prototype filters. This method is suitable for designing the standard types of filters: low-pass filter (LPF), high-pass filter (HPF), bandpass filter (BPF), and bandstop filter (BSF). The basic idea is to transform the digital specification to analog specification, design an analog flter, and then transform the analog filter transfer function to digital filter system function. Several types of transformation have been studied.

The design steps are outlined in Figure 19.13. Given the desired magnitude response $\left|H^{x}(f)\right|$ of digital LPF, HPF, BPF, or BSF, it is transformed to analog magnitude specification (of the corresponding type: LPF, HPF, BPF, or BSF) $\left|H_{\mathrm{a}}^{x}(\lambda)\right|$. The analog magnitude specification is then transformed to analog LPF magnitude specification $\left|H_{\mathrm{a}}(\lambda)\right|$. We then design an analog prototype filter as discussed in Section 19.2.2, obtaining analog LPF transfer function $H_{\mathrm{a}}(s)$. Next, the analog LPF transfer function is transformed to analog transfer function $H_{\mathrm{a}}^{x}(s)$ of the desired type (LPF, HPF, BPF, or BSF), followed by a transformation to digital filter system function $H^{x}(z)$. By combining the appropriate steps, we can obtain transformations to go directly from $\left|H^{x}(f)\right|$ to $\left|H_{\mathrm{a}}(\lambda)\right|$ and directly from $H_{\mathrm{a}}(s)$ to $H(z)$, as indicated by the dotted lines in Figure 19.13. Note that for designing digital LPF, the middle steps involving $\left|H_{\mathrm{a}}^{x}(\lambda)\right|$ and $H_{\mathrm{a}}^{x}(s)$ are not applicable.

### 19.2.3.1 Transformations

There are several types of transformations. They arise from approximating continuous-time signals and systems by discrete-time signals and system. Table 19.4 shows several transformations, with their advantages and disadvantages. The constant $T$ is the sampling interval. The resulting mapping is used for transforming $H_{\mathrm{a}}(s)$ to $H(z)$. For example, in the backward difference approximation we obtain $H(z)$ by replacing the variable $s$ with $\left(1-z^{-1}\right) / T$ in $H_{\mathrm{a}}(s)$, i.e., $H(z)=\left.H_{\mathrm{a}}(s)\right|_{s=1-z^{-1} / T}$. The bilinear


FIGURE 19.13 Diagram outlining the steps involved in designing IIR filter using analog prototype filter.
TABLE 19.4 Various Types of Analog-to-Digital Transformation

| Type of <br> Transformation |  |  |
| :--- | :--- | :--- |
| Backward <br> difference <br> approximation | $\frac{\mathrm{d} y}{\mathrm{~d} t} \approx \frac{y(n)-y(n-1)}{T}$ | Principle |

TABLE 19.4 (continued) Various Types of Analog-to-Digital Transformation

| Type of Transformation | Principle | Resulting Mapping | Advantages | Disadvantages |
| :---: | :---: | :---: | :---: | :---: |
| Bilinear transformation |  |  |  | Frequency warping nonlinear relation between analog frequency and digital frequency |
|  | Approximation | $s=\frac{2}{T}\left(\frac{1-z^{-1}}{1+z^{-1}}\right), \quad z=\frac{(2 / T)+s}{(2 / T)-s}$ | Stable analog filter yields stable digital filter |  |
|  | $\begin{gathered} y(t)=\int_{t-T}^{t} y^{\prime}(\tau) \mathrm{d} \tau+y(t-T) \text { by } \\ y(n)=\frac{T}{2}\left[y^{\prime}(n)+y^{\prime}(n-1)+\right. \\ y(n-1)] \end{gathered}$ |  | Left-half $s$ plane is mapped onto unit circle $z$ plane, on a one-to-one mapping |  |
| Matched $z$ transformation | Map zero on $s$ plane directly to pole and zero on $z$ plane | Transform $H_{\mathrm{a}}(s)=\sum_{i=1}^{N} \frac{s-q_{i}}{s-p_{i}}$ to $H(z)=\sum_{i=1}^{N} \frac{\left[1-z^{-1} \exp \left(q_{i} T\right)\right]}{\left[1-z^{-1} \exp \left(p_{i} T\right)\right]}$ | Stable analog filter yields stable digital filter | Aliasing in the frequency domain (due to many-to-one mapping from $s$ to $z$ plane) |
|  |  | splane $\quad z$ plane |  |  |
|  |  |  <br> Mapping of pole and zero locations |  |  |

transformation is the best all-around method, followed by the impulse invariant method. Therefore, we describe these two transformations in more detail.

### 19.2.3.1.1 Bilinear Transformations

Using this transformation, the analog filter is converted to digital filter by replacing $s$ in the analog filter transfer function with $(2 / T)\left(1-z^{-1}\right) /\left(1+z^{-1}\right)$, i.e.,

$$
\begin{equation*}
H(z)=\left.H_{\mathrm{a}}(s)\right|_{s=(2 / T)\left(1-z^{-1}\right) /\left(1+z^{-1}\right)} \tag{19.61}
\end{equation*}
$$

From the mapping, we can show as follows that the imaginary axis on the $s$ plane is mapped to the unit circle on the $z$ plane. Letting $s=j \lambda$, we have

$$
\begin{align*}
z & =\frac{(2 / T)+s}{(2 / T)-s}=\frac{(2 / T)+j \lambda}{(2 / T)-j \lambda} \\
& =\frac{\sqrt{(2 / T)^{2}+(\lambda)^{2}} e^{j \arctan (\lambda /(2 / T))}}{\sqrt{(2 / T)^{2}+(\lambda)^{2}} e^{j \arctan (-\lambda /(2 / T))}} \tag{19.62}
\end{align*}
$$

which is the unit circle on the $z$ plane as $\lambda$ goes from $-\infty$ to $\infty$. Writing $z=e^{j 2 \pi f}$ in Equation 19.62, we obtain the relation between the analog frequency $\lambda$ and the digital frequency $f$ :

$$
\begin{equation*}
f=\frac{1}{\pi} \arctan \left(\frac{\lambda T}{2}\right) \quad \lambda=\frac{2}{T} \tan (\pi f) \tag{19.63}
\end{equation*}
$$

which is plotted in Figure 19.14. Equation 19.63 is used for converting digital specification to analog specification, i.e., $\lambda_{s}=(2 / T) \tan \left(\pi f_{\mathrm{s}}\right)$ and $\lambda_{\mathrm{p}}=(2 / T) \tan \left(\pi f_{\mathrm{p}}\right)$. In a complete design process, starting from the digital specification and ending at the digital filter system function, as outlined in Figure 19.13, the sampling interval $T$ is canceled out in the process. Hence, it has no effect and any convenient value (such as 1 or 2 ) can be used.

### 19.2.3.1.2 Impulse Invariance Method

This method approximates the analog filter impulse response $h_{\mathrm{a}}(t)$ by its samples separated by $T$ seconds. The result is the impulse response $h(n)$ of the digital filter, i.e., $h(n)=h_{\mathrm{a}}(n T)$. From this relation, it can be shown that


FIGURE 19.14 Relation between $\lambda$ and $f$ for bilinear transformation.

$$
\begin{equation*}
H(f)=\left.\frac{1}{T} \sum_{k=-\infty}^{\infty} H_{\mathrm{a}}(\lambda)\right|_{\lambda=2 \pi(f+k) / T}=\frac{1}{T} \sum_{k=-\infty}^{\infty} H_{\mathrm{a}}\left(2 \pi \frac{f+k}{T}\right) \tag{19.64}
\end{equation*}
$$

The analog and digital frequencies are related by

$$
\begin{equation*}
f=\frac{\lambda T}{\pi}, \quad|f| \leq 0.5 \tag{19.65}
\end{equation*}
$$

From Equation 19.64, the digital filter frequency response is the sum of shifted versions of the analog filter frequency response. There is aliasing if $H_{\mathrm{a}}(\lambda)$ is not zero for $|\lambda / 2 \pi|>1 /(2 T)$. Therefore, the analog filter used in this method should have a frequency response that goes to zero quickly as $\lambda$ goes to $\infty$. Because of the aliasing, this method cannot be used for designing a HPF. Writing the analog filter transfer function in the form

$$
\begin{equation*}
H_{\mathrm{a}}(s)=\sum_{i=1}^{N} \frac{b_{i}}{\left(s-p_{i}\right)} \tag{19.66}
\end{equation*}
$$

it follows that the analog impulse response is given by $h_{\mathrm{a}}(t)=\sum_{i=1}^{N} b_{i} e^{P_{i} t}$ and the digital filter can be obtained as

$$
\begin{align*}
H(z) & =\sum_{n=0}^{\infty} h(n) z^{-n}=\sum_{n=0}^{\infty} h(n T) z^{-n} \\
& =\sum_{i=1}^{N} b_{i} \sum_{n=0}^{\infty}\left(e^{p_{i} T} z^{-1}\right)^{n}=\sum_{i=1}^{N} \frac{b_{i}}{1-e^{p_{i} T} z^{-1}} \tag{19.67}
\end{align*}
$$

Therefore, an analog filter transfer function $H_{\mathrm{a}}(s)=\sum_{i=1}^{N} b_{i} /\left(s-p_{i}\right)$ gets transformed to a digital filter system function $H(z)=\sum_{i=1}^{N} b_{i} /\left(1-e^{p_{i} T} z^{-1}\right)$, as shown in Table 19.4. Similar to the bilinear transformation, in a complete design process the choice of $T$ has no effect (except for the final magnitude scaling factor).

### 19.2.3.2 Low-Pass Filters

We give one example in designing an LPF using the impulse invariant method and one example using the bilinear transformation. In this example, suppose that we wish to design a digital filter using an analog Butterworth prototype filter. The digital filter specification is

$$
\begin{aligned}
& 20 \log |H(f)| \geq-2 \mathrm{~dB} \quad \text { for } 0 \leq f \leq 0.11 \\
& 20 \log |H(f)| \leq-10 \mathrm{~dB} \quad \text { for } 0.2 \leq f \leq 0.5
\end{aligned}
$$

where the $\log$ is of base 10 . Therefore, we have $\varepsilon=0.7648, \delta=0.3162, f_{\mathrm{p}}=0.11$, and $f_{\mathrm{s}}=0.2$. Let us use the impulse invariant method. Therefore, the analog passband edge and stopband edge are $\lambda_{p}=0.22 \pi / T$ and $\lambda_{s}=0.4 \pi / T$, respectively. We use the same ripple requirements: $\varepsilon=0.7648$ and $\delta=0.3162$. Using these values, a Butterworth filter order is calculated from Equation 19.30, yielding $N \geq 2.3$. So, we choose $N=3$. With $\lambda_{c}=\lambda_{\mathrm{p}} \varepsilon^{-1 / N}=0.2406 \pi / T$, we find the analog filter transfer function to be

$$
\begin{aligned}
H_{\mathrm{a}}(s) & =\frac{\lambda_{\mathrm{c}}^{3}}{\left(s+\lambda_{\mathrm{c}}\right)\left(s^{2}+\lambda_{\mathrm{c}} s+\lambda_{\mathrm{c}}^{2}\right)} \\
& =\lambda_{\mathrm{c}}\left[\frac{1}{s+\lambda_{\mathrm{c}}}+\frac{-0.5-j 0.5 / \sqrt{3}}{s+0.5(1-j \sqrt{3}) \lambda_{\mathrm{c}}}+\frac{-0.5+j 0.5 / \sqrt{3}}{s+0.5(1+j \sqrt{3}) \lambda_{\mathrm{c}}}\right] \\
& =\frac{0.7559}{T}\left[\frac{1}{s+0.7559 / T}+\frac{-0.5-j 0.5 / \sqrt{3}}{s+0.3779(1-j \sqrt{3}) / T}+\frac{-0.5+j 0.5 / \sqrt{3}}{s+0.3779(1+j \sqrt{3}) / T}\right]
\end{aligned}
$$

Using Equations 19.66 and 19.67 we obtain the digital filter system function:

$$
\begin{aligned}
H(z) & =\frac{0.7559}{T}\left[\frac{1}{1-e^{-0.7559} z^{-1}}+\frac{-0.5-j 0.5 / \sqrt{3}}{1-e^{-0.3779(1-j \sqrt{3})} z^{-1}}+\frac{-0.5+j 0.5 / \sqrt{3}}{1-e^{-0.3779(1-j \sqrt{3})} z^{-1}}\right] \\
& =\frac{0.7559}{T}\left[\frac{1}{1-0.4696 z^{-1}}-\frac{1-0.7846 z^{-1}}{1-1.0873 z^{-1}+0.4696 z^{-2}}\right]
\end{aligned}
$$

Due to aliasing, the maximum value of the resulting magnitude response (which is at $f=0$ or $z=1$ ) is no longer equal to 1 , although the analog filter has maximum magnitude (at $\lambda=0$ or $s=0$ ) of 1 . Note that the choice of $T$ affects only the scaling factor, which is only a constant gain factor. If we adjust the system function so that the maximum magnitude is 1 , that is, $|H(f)|=1$, we have

$$
H(z)=\frac{0.7565}{T}\left[\frac{1}{1-0.4696 z^{-1}}-\frac{1-0.7846 z^{-1}}{1-1.0873 z^{-1}+0.4696 z^{-2}}\right]
$$

The magnitude response in decibels and the phase response in degrees are plotted in Figure 19.15. From the result, $|H(f)|=-1.97 \mathrm{~dB}$ at $f=0.11$ and $|H(f)|=-13.42 \mathrm{~dB}$ at $f=0.2$; both satisfy the desired specification. The aliasing in this example is small enough that the resulting response still meets the specification. It is possible that the aliasing is large enough that the designed filter does not meet the specification. To compensate for the unknown aliasing, we may want to use smaller $\varepsilon$ and $\delta$ in designing the analog prototype filter.


FIGURE 19.15 Frequency response of the LPF designed using impulse invariant method.

In this next example, we demonstrate the design method using bilinear transformation, with an analog elliptic prototype filter. Let the desired filter specification be

$$
\begin{aligned}
& |H(f)|^{2} \geq 0.8 \text { (or }-0.97 \mathrm{~dB} \text { ) for } 0 \leq f \leq 0.1125 \\
& |H(f)|^{2} \leq 2.5 \times 10^{-5} \text { (or }-46.02 \mathrm{~dB} \text { ) for } 0.15 \leq f \leq 0.5
\end{aligned}
$$

which means $\varepsilon=0.5, \delta=0.005, f_{\mathrm{p}}=0.1125$, and $f_{\mathrm{s}}=0.15$. For bilinear transformation, we calculate the analog passband and stopband edges as $\lambda_{\mathrm{p}}=(2 / T) \tan \left(\pi f_{\mathrm{p}}\right)=0.7378 / T$ and $\lambda_{\mathrm{s}}=(2 / T) \tan \left(\pi f_{\mathrm{s}}\right)=$ $1.0190 / T$, respectively. Therefore, $\lambda_{\mathrm{p}} / \lambda_{\mathrm{s}}=0.7240$. From Equation 19.60 , we obtain the order $N \geq 4.8$. So, we use $N=5$. The analog elliptic filter transfer function is calculated from Equations 19.50 through 19.59 to be

$$
H_{\mathrm{a}}(s)=\frac{7.8726 \times 10^{-3}\left[\left(\frac{s T}{2}\right)^{2}+0.6006\right]\left[\left(\frac{s T}{2}\right)^{2}+0.2782\right]}{\left[\left(\frac{s T}{2}\right)+0.1311\right]\left[\left(\frac{s T}{2}\right)^{2}+0.1689\left(\frac{s T}{2}\right)+0.0739\right]\left[\left(\frac{s T}{2}\right)^{2}-0.0457\left(\frac{s T}{2}\right)+0.1358\right]}
$$

To convert to digital filter system function, we replace $s$ with $(2 / T)\left(1-z^{-1}\right) /\left(1+z^{-1}\right)$. Equivalently, we replace $s T / 2$ with $\left(1-z^{-1}\right) /\left(1+z^{-1}\right)$, yielding

$$
H(z)=\frac{1.0511 \times 10^{-2}\left(1+z^{-1}\right)\left(1-0.4991 Z^{-1}+z^{-2}\right)\left(1-1.1294 z^{-1}+z^{-2}\right)}{\left(1-0.7682 z^{-1}\right)\left(1-1.4903 z^{-1}+0.7282 z^{-2}\right)\left(1-1.5855 z^{-1}+1.0838 z^{-2}\right)}
$$

Note that the choice of $T$ has no effect on the resulting system function. The magnitude response in decibels and the phase response are plotted in Figure 19.16, which satisfies the desired magnitude specification. Note the equiripples in both the passband and the stopband.


FIGURE 19.16 Frequency response of the LPF designed using bilinear transformation.

### 19.2.3.3 High-Pass Filters

As mentioned above, the impulse invariant method is not suitable for HPFs due to aliasing. Therefore, we only discuss the bilinear transformation. In addition to the procedure used with designing an LPF, we need to transform the analog high-pass specification to analog low-pass specification and transform the resulting analog LPF to analog HPF. There is a simple transformation for this job: replacing $s$ in the analog LPF transfer function with $1 / s$. In terms of the frequency, $j \lambda$ becomes $1 / j \lambda=j(-1 / \lambda)$, i.e., a low frequency is changed to a (negative) high frequency. Therefore, an analog LPF becomes an analog HPF. When combined with the bilinear transformation, this process gives the transformation

$$
\begin{equation*}
s=\frac{T}{2} \frac{\left(1+z^{-1}\right)}{\left(1-z^{-1}\right)} \quad \text { or } \quad z=\frac{s+(T / 2)}{s-(T / 2)} \tag{19.68}
\end{equation*}
$$

Writing $s=j \lambda$, we can show that $z=\exp \{j[2 \arctan (2 \lambda / T)-\pi]\}$. With $z=\exp (j 2 \pi f)$, we have

$$
\begin{equation*}
\lambda=\frac{T}{2} \tan [\pi(f+0.5)] \tag{19.69}
\end{equation*}
$$

To write $f$ in terms of $\lambda$, we can show that, after adjusting the range of $f$ to $[-1 / 2,1 / 2]$,

$$
f= \begin{cases}-\frac{1}{2}+\frac{1}{\pi} \arctan (2 \lambda / T) & \lambda>0  \tag{19.70}\\ +\frac{1}{2}+\frac{1}{\pi} \arctan (2 \lambda / T) & \lambda<0\end{cases}
$$

Equations 19.69 and 19.70 give the relation between the digital frequency and the analog frequency, corresponding to the transformation in Equation 19.68. This relation is plotted in Figure 19.17, from which we see that a low digital frequency corresponds to a high analog frequency and vice versa.

We can summarize the design steps as follows. Given a digital HPF specification as in Figure 19.18, it is converted to an analog LPF specification using Equation 19.70 to obtain the passband and stopband edges $\lambda_{\mathrm{p}}$ and $\lambda_{s}$, from $f_{\mathrm{p}}$ and $f_{\mathrm{s}}$, respectively. With $\lambda_{\mathrm{p}}, \lambda_{\mathrm{s}}, \varepsilon$, and $\delta$, we design the low-pass analog prototype filter. Let the transfer function be $H_{\mathrm{a}}(s)$. This transfer function is then converted to digital HPF system function by replacing $s$ with $(T / 2)\left(1+z^{-1}\right) /\left(1-z^{-1}\right)$.

Note that this corresponds to the procedure in Figure 19.13, with the bypass of the "analog specification" block and the "transform to analog filter" block, as indicated by the dotted lines in Figure 19.13.


FIGURE 19.17 The relation for designing an HPF.


FIGURE 19.18 Digital HPF specification.

As an example, consider designing a digital HPF with the following specification:

$$
\begin{aligned}
& \left|H^{\mathrm{HP}}(f)\right|^{2} \geq 0.8(\text { or }-0.97 \mathrm{~dB}) \quad \text { for } 0.4 \leq f \leq 0.5 \\
& \left|H^{\mathrm{HP}}(f)\right|^{2} \leq 2.5 \times 10^{-5}(\text { or }-46.02 \mathrm{~dB}) \quad \text { for } 0 \leq f \leq 0.3
\end{aligned}
$$

Since $T$ does not affect the result, we let $T=2$ for convenience. We calculate the analog LPF passband and stopband edges as $\lambda_{\mathrm{p}}=\tan \left[\pi\left(0.5+f_{\mathrm{p}}\right)\right]=-0.3249 \mathrm{rad} / \mathrm{s}$ and $\lambda_{\mathrm{s}}=\tan \left[\pi\left(0.5+f_{\mathrm{s}}\right)\right]=-0.7265 \mathrm{rad} / \mathrm{s}$. Since the magnitude response is in symmetry with respect to $\lambda=0$, we use $\lambda_{\mathrm{p}}=0.3249 \mathrm{rad} / \mathrm{s}$ and $\lambda_{s}=0.7265 \mathrm{rad} / \mathrm{s}$. Therefore, $\lambda_{\mathrm{s}} / \lambda_{\mathrm{p}}=2.2361$. Suppose that we choose the inverse Chebyshev filter as the analog prototype filter. From Equation 19.37, we obtain the order $N \geq 4.6$. So, we use $N=5$. From Equation 19.40, the low-pass analog inverse Chebyshev filter transfer function is

$$
H_{\mathrm{a}}(s)=\frac{1.8160 \times 10^{-2}\left(s^{2}+0.5835\right)\left(s^{2}+1.5276\right)}{(s+0.4822)\left(s^{2}+0.6772 s+0.2018\right)\left(s^{2}-0.2131 s+0.1663\right)}
$$

To convert to digital filter system function, we replace $s$ with $\left(1+z^{-1}\right) /\left(1-z^{-1}\right)$, yielding

$$
H^{\mathrm{HP}}(s)=\frac{1.8160 \times 10^{-2}\left(1-z^{-1}\right)\left(1+0.5261 z^{-1}+z^{-2}\right)\left(1-0.4175 z^{-1}+z^{-2}\right)}{\left(1+0.3493 z^{-1}\right)\left(1+0.8498 z^{-1}+0.2792 z^{-2}\right)\left(1+1.2088 z^{-1}+0.6910 z^{-2}\right)}
$$

The magnitude response and the phase response are plotted in Figure 19.19.

### 19.2.3.4 Bandpass Filters

A magnitude response specification for a digital BPF is depicted in Figure 19.20a. Note that there are two passband edges $\left(f_{\mathrm{p} 1}\right.$ and $\left.f_{\mathrm{p} 2}\right)$ and two stopband edges $\left(f_{\mathrm{s} 1}\right.$ and $\left.f_{\mathrm{s} 2}\right)$. For the bilinear transformation $s=(2 / T)\left(1-z^{-1}\right) /\left(1-z^{-1}\right)$ we can transform the digital BPF specification to an analog BPF specification by letting


FIGURE 19.19 Frequency response of the HPF designed using bilinear transformation.


FIGURE 19.20 Magnitude specifications for digital BPF and BSF: (a) digital BPF specification and (b) digital BSF specification.

$$
\begin{array}{ll}
\lambda_{\mathrm{p} 1}=2 T \tan \left(\pi f_{\mathrm{p} 1}\right) & \lambda_{\mathrm{p} 2}=2 T \tan \left(\pi f_{\mathrm{p} 2}\right) \\
\lambda_{\mathrm{s} 1}=2 T \tan \left(\pi f_{\mathrm{s} 1}\right) & \lambda_{\mathrm{s} 2}=2 T \tan \left(\pi f_{\mathrm{s} 2}\right) \tag{19.71}
\end{array}
$$

and keeping the same $\varepsilon$ and $\delta$.
Now, we need a transformation between an analog BPF and an analog LPF. To distinguish between the variable $s$ and $\lambda$ for the two filters, let us use $s^{\prime}$ and $\lambda^{\prime}$ for the analog LPF and $s$ and $\lambda$ for the analog BPF, respectively. A transformation for converting an analog LPF to an analog BPF is given by


FIGURE 19.21 Relation between $\lambda$ and $\lambda^{\prime}$ for bandpass-to-low-pass conversion.

$$
\begin{equation*}
s^{\prime}=\frac{s^{2}+\lambda_{0}^{2}}{W s} \quad \text { or } \quad \lambda^{\prime}=\frac{\lambda^{2}-\lambda_{0}^{2}}{W \lambda} \tag{19.72}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\lambda_{\mathrm{p} 2}-\lambda_{\mathrm{p} 1} \quad \text { and } \quad \lambda_{0}^{2}=\lambda_{\mathrm{p} 1} \lambda_{\mathrm{p} 2} \tag{19.73}
\end{equation*}
$$

Figure 19.21 depicts an example of the relation between $\lambda$ and $\lambda^{\prime}$. Note that $\lambda_{\mathrm{p} 1}$ and $\lambda_{\mathrm{p} 2}$ get mapped to $\lambda^{\prime}=-1$ and +1 , respectively. Therefore, the analog LPF has a passband edge of 1 . The values of $\lambda_{s 1}$ and $\lambda_{\mathrm{s} 2}$ get mapped to $\lambda_{\mathrm{s} 1}^{\prime}=-\left|\left(\lambda_{\mathrm{s} 1}^{2}-\lambda_{0}^{2}\right) /\left(W \lambda_{\mathrm{s} 1}\right)\right|$ and $\lambda_{\mathrm{s} 2}^{\prime}=\left|\left(\lambda_{\mathrm{s} 2}^{2}-\lambda_{0}^{2}\right) /\left(W \lambda_{\mathrm{s} 2}\right)\right|$. However, these two values may not be negative of each other. Since the analog LPF must have a symmetric magnitude response, we must use the more stringent of the two stopband edges, i.e., the smaller of $\left|\lambda_{\mathrm{s} 1}^{\prime}\right|$ and $\left|\lambda_{\mathrm{s} 2}^{\prime}\right|$. Letting

$$
\begin{equation*}
\lambda_{\mathrm{s}}^{\prime}=\min \left\{\left|\lambda_{\mathrm{s} 1}^{\prime}\right|,\left|\lambda_{\mathrm{s} 2}^{\prime}\right|\right\}=\min \left\{\left|\frac{\lambda_{\mathrm{s} 1}^{2}-\lambda_{0}^{2}}{W \lambda_{\mathrm{s} 1}}\right|,\left|\frac{\lambda_{\mathrm{s} 2}^{2}-\lambda_{0}^{2}}{W \lambda_{\mathrm{s} 2}}\right|\right\} \tag{19.74}
\end{equation*}
$$

we now have the analog LPF specification. Therefore, a prototype analog LPF can be designed.
The design process can be summarized as follows. First, the desired digital BPF magnitude specification is converted to an analog BPF magnitude specification using Equation 19.71. Then the analog BPF specification is converted to an analog LPF specification using $\lambda_{s}^{\prime}$ calculated from Equation 19.74 and $\lambda_{\mathrm{p}}^{\prime}=1$. Next, a prototype analog LPF is designed with the values of $\varepsilon, \delta, \lambda_{\mathrm{p}}^{\prime}=1$, yielding an analog LPF transfer function $H_{\mathrm{a}}\left(s^{\prime}\right)$. The LPF transfer function is converted to an analog BPF transfer function $H_{\mathrm{a}}^{\mathrm{HP}}(s)$, using the transformation (from $s^{\prime}$ to $s$ ) given in Equation 19.72. Finally, the analog BPF transfer function is converted to a digital BPF transfer function $H^{\mathrm{BP}}(z)$ using the bilinear transformation $s=(2 / T)\left(1-z^{-1}\right) /\left(1+z^{-1}\right)$. As before, the value of $T$ does not affect the result.

For example, let the desired digital BPF have the following specification:

$$
\left|H^{\mathrm{BP}}(f)\right|^{2} \begin{cases}\geq 0.8(-0.97 \mathrm{~dB}) & \text { for } 0.25 \leq f \leq 0.3 \\ \leq 2.5 \times 10^{-5}(-46.02 \mathrm{~dB}) & \text { for } 0 \leq f \leq 0.2 \text { and } 0.35 \leq f \leq 0.5\end{cases}
$$

which means $\varepsilon=0.5, \delta=0.005, f_{\mathrm{p} 1}=0.25, f_{\mathrm{p} 2}=0.3, f_{\mathrm{s} 1}=0.2$, and $f_{\mathrm{s} 2}=0.35$. Let $T=2$ for convenience. Using $\lambda=\tan (\pi f)$, we obtain the analog BPF passband and stopband edges as $\lambda_{\mathrm{p} 1}=\tan \left(\pi f_{\mathrm{p} 1}\right)=1.0 \mathrm{rad} / \mathrm{s}$, $\lambda_{\mathrm{p} 2}=\tan \left(\pi f_{\mathrm{p} 2}\right)=1.3764 \mathrm{rad} / \mathrm{s}, \quad \lambda_{\mathrm{s} 1}=\tan \left(\pi f_{\mathrm{s} 1}\right)=0.7265 \mathrm{rad} / \mathrm{s}, \quad$ and $\quad \lambda_{\mathrm{s} 2}=\tan \left(\pi f_{\mathrm{s} 2}\right)=1.9626 \mathrm{rad} / \mathrm{s}$. Therefore, $\lambda_{0}^{2}=1.3764$ and $W=0.3764$. So, we have $\lambda_{\mathrm{s}}^{\prime}=\min \{3.1030,3,3509\}=3.1030 \mathrm{rad} / \mathrm{s}$. Suppose
that we use the elliptic LPF as an analog prototype filter. With $\varepsilon=0.5, \delta=0.005, \lambda_{\mathrm{p}}^{\prime}=1$, and $\lambda_{\mathrm{s}}^{\prime}=3.1030 \mathrm{rad} / \mathrm{s}$, we need an elliptic filter of order $N=3$. The low-pass analog elliptic filter transfer function is

$$
H_{\mathrm{a}}\left(s^{\prime}\right)=\frac{4.1129 \times 10^{-2}\left(s^{\prime 2}+12.6640\right)}{\left(s^{\prime}+0.5174\right)\left(s^{\prime 2}+0.763 s^{\prime}+1.0067\right)}
$$

Replacing $s^{\prime}$ with $\left(s^{2}+1.3764\right) /(0.3764 s)$ yields the analog BPF transfer function

$$
H_{\mathrm{a}}^{\mathrm{BP}}(s)=\frac{1.5480 \times 10^{-2} s\left(s^{4}+4.5467 s^{2}+1.8944\right)}{\left(s^{2}+0.1947 s+1.3764\right)\left(s^{4}+0.1793 s^{3}+2.8953 s^{2}+0.2467 s+1.8944\right)}
$$

Note that an Nth-order LPF becomes a $2 N$ th-order BPF. To convert to digital filter system function, we replace $s$ with $\left(1-z^{-1}\right) /\left(1+z^{-1}\right)$, yielding

$$
H^{\mathrm{BP}}(z)=\frac{7.2077 \times 10^{-3}\left(1-z^{-2}\right) \times\left(1+0.4807 z^{-1}+1.1117 z^{-2}+0.4807 z^{-3}+z^{-4}\right)}{\left(1+0.2928 z^{-1}+0.8485 z^{-2}\right) \times\left(1+0.5973 z^{-1}+1.8623 z^{-2}+0.5539 z^{-3}+0.8629 z^{-4}\right)}
$$

The magnitude and phase responses are plotted in Figure 19.22.
Note that for the transformation in Equation 19.72, we can also let $W=\lambda_{\mathrm{s} 2}-\lambda_{\mathrm{s} 1}$ and $\lambda_{0}^{2}=\lambda_{\mathrm{s} 1} \lambda_{\mathrm{s} 2}$, instead of Equation 19.73. Such a choice will give $\lambda_{s}^{\prime}=1$. The passband edge for the prototype LPF is now calculated from $\left.\lambda_{\mathrm{p}}^{\prime}=\min \left\{\left|\left(\lambda_{\mathrm{p} 1}^{2}-\lambda_{0}^{2}\right) /\left(W \lambda_{\mathrm{p} 1}\right)\right| \mid \lambda_{\mathrm{p} 2}^{2}-\lambda_{0}^{2}\right) /\left(W \lambda_{\mathrm{p} 2}\right) \mid\right\}$.


FIGURE 19.22 Frequency response of the designed digital BPF.

### 19.2.3.5 Bandstop Filters

A digital BSF specification is depicted in Figure 19.20b. As in the case of the BPF there are two passband edges ( $f_{\mathrm{p} 1}$ and $f_{\mathrm{p} 2}$ ) and two stopband edges ( $f_{\mathrm{s} 1}$ and $f_{\mathrm{s} 2}$ ). A transformation from analog BSF to analog LPF is given by

$$
\begin{equation*}
s^{\prime}=\frac{W s}{s^{2}+\lambda_{0}^{2}} \quad \text { or } \quad \lambda^{\prime}=\frac{W \lambda}{\lambda_{0}^{2}-\lambda^{2}} \tag{19.75}
\end{equation*}
$$

where $W$ and $\lambda_{0}^{2}$ are given by Equation 19.73. Note that the expression for $s$ in Equation 19.75 is the reciprocal of that in Equation 19.72. The relation between the LPF frequency $\lambda^{\prime}$ and the BSF frequency $\lambda$ is depicted in Figure 19.23. The passband edges $\lambda_{\mathrm{p} 1}$ and $\lambda_{\mathrm{p} 2}$ get mapped to $\lambda^{\prime}=1$ and -1 , respectively. The values of $\lambda_{s 1}$ and $\lambda_{s 2}$ get mapped to $\lambda_{s 1}^{\prime}=W \lambda_{s 1} /\left(\lambda_{0}^{2}-\lambda_{s 1}^{2}\right)$ and $\lambda_{s 2}^{\prime}=W \lambda_{s 2} /\left(\lambda_{0}^{2}-\lambda_{s 2}^{2}\right)$. Therefore, the passband edge and stopband edge of the prototype analog LPF are 1 and $\lambda_{s}^{\prime}$, respectively, where

$$
\begin{equation*}
\lambda_{\mathrm{s}}^{\prime}=\min \left\{\left|\lambda_{\mathrm{s} 1}^{\prime}\right|,\left|\lambda_{\mathrm{s} 2}^{\prime}\right|\right\}=\min \left\{\left|\frac{W_{\mathrm{s} 1} \lambda}{\lambda_{0}^{2}-\lambda_{\mathrm{s} 1}^{2}}\right|,\left|\frac{W \lambda_{\mathrm{s} 2}}{\lambda_{0}^{2}-\lambda_{\mathrm{s} 2}^{2}}\right|\right\} \tag{19.76}
\end{equation*}
$$

The design process for the BSF can follow the same process as the design for the BPF, except that we use Equations 19.75 and 19.76 instead of Equations 19.62 and 19.64.
Similar to the case of the BPF, we can also let $W=\lambda_{\mathrm{s} 2}-\lambda_{\mathrm{s} 1}$ and $\lambda_{0}^{2}=\lambda_{\mathrm{s} 1} \lambda_{\mathrm{s} 2}$ instead of Equation 19.73, for the transformation in Equation 19.75. The stopband edge and the passband edge for the prototype LPF are now $\lambda_{\mathrm{s}}^{\prime}=1$ and $\lambda_{\mathrm{p}}^{\prime}=\min \left\{\left|W \lambda_{\mathrm{p} 1} /\left(\lambda_{0}^{2}-\lambda_{\mathrm{p} 1}^{2}\right)\right|,\left|W \lambda_{\mathrm{p} 2} /\left(\lambda_{0}^{2}-\lambda_{\mathrm{p} 2}^{2}\right)\right|\right\}$.

### 19.2.4 Design Using Digital Frequency Transformations

This method assumes that we can design a digital LPF. The desired filter is then obtained from the digital LPF by transforming the digital LPF in the $z$ domain. Let us denote the $z$ variable for the digital LPF by $z^{\prime}$ and that for the desired digital filter by $z$. Similarly, we use $f^{\prime}$ for the digital frequency of the digital LPF and $f$ for the frequency of the desired digital filter. Suppose that the digital LPF has system function $H\left(z^{\prime}\right)$ and the desired digital filter has system function $H^{x}(z)$, where $x$ stands for LP, HP, BP, or BS. The system function $H^{x}(z)$ is obtained from $H\left(z^{\prime}\right)$ by replacing $z^{\prime}$ with an appropriate function of $z$. The LPF $H\left(z^{\prime}\right)$ can be designed using the method discussed in the Section 19.2.3, or by some other means. The specification for the digital LPF is obtained from the specification of the desired digital filter through the relation between $f^{\prime}$ and $f$. The relation depends on the specific transformation. Note that the


FIGURE 19.23 Relation between $\lambda$ and $\lambda^{\prime}$ for bandstop-to-lowpass conversion.


FIGURE 19.24 Design process using digital frequency transformation.
difference between the method in this section and the method described above is that the transformation between the desired type of filter and the LPF is in the digital domain (the $z$ domain) for the current method whereas it is in the analog domain (the $s$ domain) in the previous method. Figure 19.24 shows the design process using digital frequency transformation. The advantage of the current method is that in designing a desired digital HPF, BPF, or BSF, we design a digital LPF, which can make use of the impulse invariant method, in addition to the bilinear transformation. This is not the case for the method discussed previously, due to excessive aliasing.

### 19.2.4.1 Low-Pass Filters

We can transform a digital LPF to a digital LPF using the transformation

$$
\begin{equation*}
z^{\prime}=\frac{z+\alpha}{1+\alpha z} \quad|\alpha|<1 \tag{19.77}
\end{equation*}
$$

With $z=\exp (j 2 \pi f)$ and $z^{\prime}=\exp \left(j 2 \pi f^{\prime}\right)$, we can show that the digital frequencies are related by

$$
\begin{equation*}
f^{\prime}=\frac{1}{2 \pi} \arctan \left[\frac{\left(1-\alpha^{2}\right) \sin 2 \pi f}{2 \alpha+\left(1+\alpha^{2}\right) \cos 2 \pi f}\right] \tag{19.78}
\end{equation*}
$$

The relation given by Equation 19.78 is plotted in Figure 19.25a. If $\alpha=0$, then $z^{\prime}=z$ and $f^{\prime}=f$, which is the trivial case. When $\sigma \neq 0$, there is frequency warping introduced by the transformation. After choosing a, we can transform the desired digital LPF specification to another digital LPF specification, i.e., calculate $f_{\mathrm{p}}^{\prime}$ and $f_{\mathrm{s}}^{\prime}$ from $f_{\mathrm{p}}$ and $f_{\mathrm{s}}$. With $f_{\mathrm{p}}, f_{\mathrm{s}}, \varepsilon$, and $\delta$, a digital LPF can then be designed to satisfy the specification. The resulting system function is then transformed to the desired LPF using Equation 19.77. This method may yield a filter of lower or higher order (due to the frequency warping) compared to the case that there is no digital frequency transformation ( $\alpha=0$ ).

As an alternative to specifying $\alpha$, we can specify $f_{p}^{\prime}$, which, together with $f_{\mathrm{p}}$, specifies the value of $\alpha$, according to Equation 19.68. With the value of $\alpha$, we can calculate $f_{s}^{\prime}$ from $f_{s}$. We can also exchange the role of the passband edge with the stopband edge, i.e., we specify $f_{s}^{\prime}$ and compute $\alpha$ from the values of $f_{s}^{\prime}$ and $f_{\mathrm{s}}$. With $\alpha, f_{\mathrm{p}}^{\prime}$ can be determined from $f_{\mathrm{p}}$.

### 19.2.4.2 High-Pass Filters

We can transform a digital LPF to a digital HPF using the transformation

$$
\begin{equation*}
z^{\prime}=-\frac{z+\alpha}{1+\alpha z} \quad|\alpha|<1 \tag{19.79}
\end{equation*}
$$



FIGURE 19.25 Frequency relation for digital frequency transformations: (a) lowpass to lowpass and (b) lowpass to highpass.

With $z=\exp (j 2 \pi f)$ and $z^{\prime}=\exp \left(j 2 \pi f^{\prime}\right)$, we obtain the relation between the two digital frequencies:

$$
\begin{equation*}
f^{\prime}=\frac{1}{2 \pi} \arctan \left[\frac{-\left(1-\alpha^{2}\right) \sin 2 \pi f}{-2 \alpha-\left(1+\alpha^{2}\right) \cos 2 \pi f}\right] \tag{19.80}
\end{equation*}
$$

The relation is plotted in Figure 19.25b. If $\alpha=0$, then $z^{\prime}=-z$ and $f^{\prime}=f+0.5$. The design process proceeds as follows. After choosing the value of $\alpha$, the desired digital HPF specification is transformed to the digital LPF specification, using the relation in Equation 19.80. Using the resulting values of $f_{\mathrm{p}}^{\prime}$ and $f_{\mathrm{s}}^{\prime}$, together with the ripple specifications ( $\varepsilon$ and $\delta$ ), a digital LPF is designed to satisfy the specification. The resulting LPF system function $H\left(z^{\prime}\right)$ is then transformed to the desired HPF by substituting $z^{\prime}$ with $-(z+\alpha) /(1+\alpha z)$, given by Equation 19.79. Similar to the case of the LPF, we can specify $f_{\mathrm{p}}^{\prime}$ (instead of $\alpha$ ) and calculate the required value of $\alpha$ from $f_{\mathrm{p}}^{\prime}$ and $f_{\mathrm{p}}$.

### 19.2.4.3 Bandpass Filters

To transform a digital LPF to a digital BPF using the transformation

$$
\begin{equation*}
z^{\prime}=-\frac{1+\frac{2 \alpha k}{k+1} z+\frac{k-1}{k+1} z^{2}}{\frac{k-1}{k+1}+\frac{2 \alpha k}{k+1} z+z^{2}} \quad|\alpha|<1, k>0 \tag{19.81}
\end{equation*}
$$

This implies the following relation between the two digital frequencies:

$$
\begin{equation*}
f^{\prime}=\frac{1}{2 \pi} \arctan \left[\frac{(1-b)\{2 a \sin 2 \pi f+(1+b) \sin 4 \pi f\}}{-a^{2}-2 b-2 a(1+b) \cos 2 \pi f-\left(b^{2}+1\right) \cos 4 \pi f}\right] \tag{19.82}
\end{equation*}
$$

where $a=2 \alpha k /(k+1)$ and $b=(k-1) /(k+1)$. An example of Equation 19.82 is plotted in Figure 19.26. If $\alpha=0$, the curve would be odd symmetric with respect to $f=0.25$. The design process is similar to the case of the HPF, except that there are now two passband edges, $f_{\mathrm{p} i}^{\prime}$ and $\left|f_{\mathrm{p} 2}^{\prime}\right|$, and two stopband


FIGURE 19.26 Frequency relation for BP to LP digital frequency transformation.
edges, $f_{\mathrm{s} 1}^{\prime}$ and $\left|f_{\mathrm{p} 2}^{\prime}\right|$, for the digital LPF to satisfy (see Figure 19.25). To satisfy both sets, we let $f_{\mathrm{p}}^{\prime}=\max \left\{f_{\mathrm{p} 1}^{\prime},\left|f_{\mathrm{p} 2}^{\prime}\right|\right\}$ and $f_{\mathrm{s}}^{\prime}=\min \left\{f_{\mathrm{s} 1},\left|f_{\mathrm{s} 2}^{\prime}\right|\right\}$ be the passband and stopband edges for the digital LPF filter.

If we specify $f_{\mathrm{p}}^{\prime}$, then together with $f_{\mathrm{p} 1}$ and $f_{\mathrm{p} 2}$, they determine the values of $\alpha$ and $k$ :

$$
\begin{equation*}
\alpha=\frac{\cos \left[\pi\left(f_{\mathrm{p} 2}+f_{\mathrm{p} 1}\right)\right]}{\cos \left[\pi\left(f_{\mathrm{p} 2}-f_{\mathrm{p} 1}\right)\right]} \quad k=\cot \left[\pi\left(f_{\mathrm{p} 2}-f_{\mathrm{p} 1}\right)\right] \tan \left(\pi f_{\mathrm{p}}^{\prime}\right) \tag{19.83}
\end{equation*}
$$

With the values of $\alpha$ and $k$, we calculate the values of $f_{s 1}^{\prime}$ and $f_{s 2}^{\prime}$, from Equation 19.82 and let $f_{\mathrm{s}}^{\prime}=\min \left\{f_{\mathrm{s} 1}^{\prime}, f_{s_{2}}^{\prime} \mid\right\}$. Thus we have $f_{\mathrm{p}}^{\prime}, f_{\mathrm{s}}^{\prime}, \varepsilon$, and $\delta$ as the digital LPF specification. After a digital LPF is designed to satisfy this specification, it is converted to digital BPF by the transformation in Equation 19.81.

### 19.2.4.4 Bandstop Filters

To transform a digital LPF to a digital BSF, we can use

$$
\begin{equation*}
z^{\prime}=\frac{1+\frac{2 \alpha k}{k+1} z+\frac{k-1}{k+1} z^{2}}{\frac{k-1}{k+1}+\frac{2 \alpha k}{k+1} z+z^{2}} \quad|\alpha|<1, k>0 \tag{19.84}
\end{equation*}
$$

The corresponding relation between the two digital frequencies is

$$
\begin{equation*}
f^{\prime}=\frac{1}{2 \pi} \arctan \left[-\frac{(1-b)\{2 a \sin 2 \pi f+(1+b) \sin 4 \pi f\}}{a^{2}+2 b+2 a(1+b) \cos 2 \pi f+\left(b^{2}+1\right) \cos 4 \pi f}\right] \tag{19.85}
\end{equation*}
$$

where $a=2 \alpha k /(k+1)$ and $b=(k-1) /(k+1)$. An example is plotted in Figure 19.27. The design process is the same as described in Section 19.2.4.3.

When $f_{\mathrm{p} i}^{\prime}$ is specified, together with $f_{\mathrm{p} 1}$ and $f_{\mathrm{p} 2}$, the values of $\alpha$ and $k$ can be calculated from

$$
\begin{equation*}
\alpha=\frac{\cos \left[\pi\left(f_{\mathrm{p} 2}+f_{\mathrm{p} 1}\right)\right]}{\cos \left[\pi\left(f_{\mathrm{p} 2}-f_{\mathrm{p} 1}\right)\right]} \quad k=\tan \left[\pi\left(f_{\mathrm{p} 2}-f_{\mathrm{p} 1}\right)\right] \tan \left(\pi f_{\mathrm{p}}^{\prime}\right) \tag{19.86}
\end{equation*}
$$

With these values, we calculate the values of $f_{s 1}^{\prime}$ and $f_{s 2}^{\prime}$ from Equation 19.85. Letting $f_{\mathrm{s}}^{\prime}=\min \left\{f_{s 1}^{\prime},\left|f_{s 2}^{\prime}\right|\right\}$, we have $f_{\mathrm{p}}^{\prime}, f_{\mathrm{s}}^{\prime}, \varepsilon$, and $\delta$, which constitute the digital LPF specification. A digital LPF is then designed and converted to digital BSF by the transformation in Equation 19.84.


FIGURE 19.27 Frequency relation for BS to LP digital frequency transformation.

### 19.2.5 Computer-Aided Design

The general idea is to use an algorithm to search for coefficients such that the resulting response (magnitude and/or phase) is "close" to the desired response. The "closeness" is in some well-defined sense. The advantage of such method is that it can be used to design nonstandard filters such as multiband filters, phase equalizers, differentiators, etc. However, it requires a computer program to execute the algorithm. In addition, it usually cannot directly determine the filter order such that the passband and stopband ripples are within the desired ranges. The order is usually determined through several trials.

A large number of procedures have been studied for designing IIR filter in literatures. They can be classified into two categories. One is the indirect approach [2] which can be divided into two steps. First, an FIR filter that meets the required specifications is designed. Then, a lower order IIR filter is obtained, which maintains the original magnitude and phase specifications by applying model reduction techniques. The other is the direct approach in which IIR filters are directly designed to meet the frequency response specification using the least square criterion or Chebyshev (minimax) criterion. Several techniques are employed to achieve this propose. We review some of them in this section.

### 19.2.5.1 Least Squares $\left(\mathcal{L}_{2}\right.$-Norm) Criterion

Consider the transfer function of an IIR filter given as

$$
\begin{equation*}
H(z)=\frac{Y(z)}{X(z)}=\frac{b_{0}+b_{1} z^{-1}+\cdots+b_{M} z^{-M}}{1+a_{1} z^{-1}+\cdots+a_{N} z^{-N}} \tag{19.87}
\end{equation*}
$$

where $X(z)$ and $Y(z)$ are the denominator and numerator polynomials, respectively. We wish to design the frequency response $H\left(e^{j \omega}\right)$ such that it optimally approximates the desired frequency response $D\left(e^{j \omega}\right)$. The filter coefficients can be found by minimizing the weighted square error

$$
\begin{equation*}
E(\omega)=\int W^{2}(\omega)\left|D\left(e^{j \omega}\right)-H\left(e^{j \omega}\right)\right|^{2} \mathrm{~d} \omega \tag{19.88}
\end{equation*}
$$

where $W(\omega)$ denotes a nonnegative weighting function, which is zero in the transition band. The weighted least squares (WLS) method has been successfully applied to design an FIR filter [1] where its coefficients are obtained from a well-known least squares solution. However, for IIR filter design, the WLS criterion in Equation 19.88 is no longer a quadratic form of the filter coefficients. Therefore, nonlinear optimization techniques with some stability constraints are required to solve the cost function (Equation 19.88). However, the global minimum of $E(\omega)$ may not be guaranteed. We will leave the stability issue for the last part of this section.

To avoid the complexity of using nonlinear optimization techniques, the iterative procedure replaces the cost function as

$$
\begin{align*}
E_{k}(\omega) & =\int\left|\varepsilon_{k}(\omega)\right|^{2} \mathrm{~d} \omega \\
& =\int \frac{W^{2}(\omega)}{\left|X_{k-1}\left(e^{j \omega}\right)\right|^{2}}\left|D\left(e^{j \omega}\right) X_{k}\left(e^{j \omega}\right)-Y_{k}\left(e^{j \omega}\right)\right|^{2} \mathrm{~d} \omega \tag{19.89}
\end{align*}
$$

where $X_{k}\left(e^{j \omega}\right)$ and $Y_{k}\left(e^{j \omega}\right)$ are polynomials to be determined in the $k$ th iteration. Several methods have been proposed to solve this problem in the literature and we present a few of them here.

### 19.2.5.1.1 Adaptive Weighted Least Squares

The adaptive WLS method for IIR filter design can be formulated from the error function $E_{k}(\omega)$ in Equation 19.89

$$
\begin{equation*}
E_{k}(\omega)=\frac{W(\omega)}{X_{k-1}\left(e^{j \omega}\right)}\left[D\left(e^{j \omega}\right) X_{k}\left(e^{j \omega}\right)-Y_{k}\left(e^{j \omega}\right)\right] \tag{19.90}
\end{equation*}
$$

By defining the following vectors

$$
\begin{aligned}
& \mathbf{c}_{0}=\left[e^{-j \omega} \cdots e^{-j \omega N}\right]^{\mathrm{T}} \\
& \mathbf{c}_{1}=\left[1 e^{-j \omega} \cdots e^{-j \omega M}\right]^{\mathrm{T}} \\
& \mathbf{a}_{k}=\left[a_{1}^{(k)} \cdots a_{N}^{(k)}\right]^{\mathrm{T}} \\
& \mathbf{b}_{k}=\left[b_{0}^{(k)} \cdots b_{M}^{(k)}\right]^{\mathrm{T}}
\end{aligned}
$$

the error function can be represented in matrix form as

$$
\begin{equation*}
E_{k}(\omega)=\frac{W(\omega)}{1+\mathbf{c}_{0}^{\mathrm{T}}(\omega) \mathbf{a}_{k-1}}\left[D\left(e^{j \omega}\right)+D\left(e^{j \omega}\right) \mathbf{c}_{0}^{\mathrm{T}}(\omega) \mathbf{a}_{k}-\mathbf{c}_{1}^{\mathrm{T}}(\omega) \mathbf{b}_{k}\right] \tag{19.91}
\end{equation*}
$$

where $X_{k}\left(e^{j \omega}\right)=1+\mathbf{c}_{0}^{\mathrm{T}}(\omega) \mathbf{a}_{k}$ and $Y_{k}\left(e^{j \omega}\right)=\mathbf{c}_{1}^{\mathrm{T}}(\omega) \mathbf{b}_{k}$. Note that the superscript T denotes the transposition operation. Furthermore, if the above error function is evaluated on a dense frequency grid, the following vector equation can be formed

$$
\begin{equation*}
\mathbf{e}_{k}=\mathbf{W}_{k}\left(\mathbf{d}-\mathbf{C} \mathbf{x}_{k}\right) \tag{19.92}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{e}_{k}=\left[\varepsilon_{k}\left(e^{j \omega_{1}}\right) \varepsilon_{k}\left(e^{j \omega_{2}}\right) \cdots\right]^{\mathrm{T}} \\
& \mathbf{W}_{k}=\operatorname{diag}\left[W_{k}\left(\omega_{1}\right) W_{k}\left(\omega_{2}\right) \cdots\right] \\
& \mathbf{d}=\left[D\left(e^{j \omega_{1}}\right) D\left(e^{j \omega_{2}}\right) \cdots\right] \\
& \mathbf{C}=\left[\begin{array}{ccccccc}
-e^{-j \omega_{1}} D\left(e^{j \omega_{1}}\right) & \cdots & -e^{-j N \omega_{1}} D\left(e^{j \omega_{1}}\right) & 1 & e^{-j \omega_{1}} & \cdots & e^{-j M \omega_{1}} \\
-e^{-j \omega_{2}} D\left(e^{j \omega_{2}}\right) & \cdots & -e^{-j N \omega_{2}} D\left(e^{j \omega_{2}}\right) & 1 & e^{-j \omega_{2}} & \cdots & e^{-j M \omega_{2}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right] \\
& \mathbf{x}_{k}=\left[\begin{array}{l}
\mathbf{a}_{k} \\
\mathbf{b}_{k}
\end{array}\right]
\end{aligned}
$$

Here, the weighting function $\hat{W}_{k}(\omega)$ is defined as

$$
\begin{equation*}
\hat{W}_{k}(\omega)=\frac{W(\omega)}{\left|X_{k-1}\left(e^{j \omega}\right)\right|} \tag{19.93}
\end{equation*}
$$

The cost function in Equation 19.89 can be approximated as

$$
\begin{equation*}
E_{k}(\omega)=\|\varepsilon(\omega)\|_{2}^{2} \approx \mathbf{e}_{k}^{H} \mathbf{e}_{k} \tag{19.94}
\end{equation*}
$$

where superscript $(\cdot)^{H}$ denotes the conjugate transpose operation. Minimizing the cost function $E_{k}(\omega)$ leads to the well-known least squares solution,

$$
\begin{equation*}
\mathbf{x}_{k}=\left[\operatorname{Re}\left(\mathbf{C}^{H}\right) \mathbf{W}_{k} \operatorname{Re}(\mathbf{C})+\operatorname{Im}\left(\mathbf{C}^{H}\right) \mathbf{W}_{k} \operatorname{Im}(\mathbf{C})\right]^{-1}\left[\operatorname{Re}\left(\mathbf{C}^{H}\right) \mathbf{W}_{k} \operatorname{Re}(\mathbf{d})+\operatorname{Im}\left(\mathbf{C}^{H}\right) \mathbf{W}_{k} \operatorname{Im}(\mathbf{d})\right] \tag{19.95}
\end{equation*}
$$

Once the filter coefficients are obtained, some weight updating procedures [1] are then applied to achieve the equiripple filter response.

### 19.2.5.1.2 Quadratic Programming

Using the same cost function in Equation 19.89, the problem can be formulated in a standard quadratic programming form as

$$
\begin{equation*}
E=\mathbf{x}_{k}^{\mathrm{T}} \mathbf{H}_{k} \mathbf{x}_{k}+\mathbf{x}_{k}^{\mathrm{T}} \mathbf{p}_{k}+\mathrm{constant} \tag{19.96}
\end{equation*}
$$

where

$$
\mathbf{x}_{k}=\left[\begin{array}{l}
\mathbf{a}_{k} \\
\mathbf{b}_{k}
\end{array}\right], \quad \mathbf{H}_{k}=\left[\begin{array}{ll}
\mathbf{H}_{11} & \mathbf{H}_{12} \\
\mathbf{H}_{12}^{T} & \mathbf{H}_{22}
\end{array}\right], \quad \text { and } \quad \mathbf{p}_{k}=\left[\begin{array}{l}
\mathbf{p}_{1} \\
\mathbf{p}_{2}
\end{array}\right]
$$

with

$$
\begin{aligned}
\mathbf{H}_{11} & =\int \hat{W}_{k}(\omega)\left|D\left(e^{j \omega}\right)\right|^{2}\left(\mathbf{c}_{0} \mathbf{c}_{0}^{H}\right) \mathrm{d} \omega \\
\mathbf{H}_{12} & =\int \hat{W}_{k}(\omega) \operatorname{Re}\left(D\left(e^{j \omega}\right)\left(\mathbf{c}_{0} \mathbf{c}_{1}^{H}\right)\right) \mathrm{d} \omega \\
\mathbf{H}_{22} & =\int \hat{W}_{k}(\omega)\left(\mathbf{c}_{1} \mathbf{c}_{1}^{H}\right) \mathrm{d} \omega \\
\mathbf{p}_{1} & =\int \hat{W}_{k}(\omega)\left|D\left(e^{j \omega}\right)\right|^{2} \operatorname{Re}\left(\mathbf{c}_{0}\right) \mathrm{d} \omega \\
\mathbf{p}_{2} & =-\int \hat{W}_{k}(\omega) \operatorname{Re}\left(D\left(e^{j \omega}\right) \mathbf{c}_{1}\right) \mathrm{d} \omega \\
\hat{W}_{k}(\omega) & =\frac{W^{2}(\omega)}{\left|X_{k-1}\left(e^{j \omega}\right)\right|^{2}}
\end{aligned}
$$

The stability and amplitude requirements are taken care of by imposing linear inequality constraints [4]. Filter coefficients can be found by minimizing the cost function (Equation 19.96) using standard quadratic programming tools.

### 19.2.5.1.3 Eigenfilter

The eigenfilter approach was proposed in Ref. [5] for designing linear-phase FIR filters. The goal is to express the cost function (Equation 19.89) in form of

$$
\begin{equation*}
E=\mathbf{h}^{\mathrm{T}} \mathbf{P h} \tag{19.97}
\end{equation*}
$$

where
$\mathbf{h}$ is a vector containing the unknown filter coefficients matrix
$\mathbf{P}$ is symmetric, real, and positive-definite
If $\mathbf{h}$ has unit norm, i.e., $\mathbf{h}^{\mathrm{T}} \mathbf{h}=1$, to avoid trivial solution, then the optimal $\mathbf{h}$ which minimizes the cost function $E$ is simply the eigenvector corresponding to the minimum eigenvalue of $\mathbf{P}$. The eigenfilter method can also be applied to design IIR filter. The problem may be formulated in two ways.

1. Time-domain approach

In this method, the objective error function is formulated in time domain as

$$
\begin{equation*}
e(n)=\sum_{k=0}^{N} a(k) h_{1}(n-k)-\sum_{k=0}^{M} b(k) \delta(n-k) \tag{19.98}
\end{equation*}
$$

where $h_{1}(n)$ is the impulse response of a target transfer function $H(z)=H_{1}(z)+H_{1}\left(z^{-1}\right)$. The filter $H_{1}(z)$ is stable and causal so that a noncausal implementation of the system is necessary. With some mathematical manipulation, the error function (Equation 19.98) can be expressed in the standard form of Equation 19.97. Therefore, the IIR filter coefficients $a(n)$ and $b(n)$ can be found. This method can also be extended to design 2-D IIR filters. However, to achieve good approximation in filter design, computation must be performed on matrices of very large size.
2. Frequency-domain approach

In this approach, the error function in Equation 19.90 is used to formulate the problem in another way as

$$
\begin{equation*}
\varepsilon(\omega)=W(\omega) \mathbf{h}^{\mathrm{T}} \mathbf{c} \tag{19.99}
\end{equation*}
$$

where

$$
\left.\left.\begin{array}{rl}
\mathbf{c} & =\left[D\left(e^{j \omega}\right) D\left(e^{j \omega}\right) e^{-j \omega} \cdots D\left(e^{j \omega}\right) e^{-j \omega N}-1-e^{-j \omega} \cdots e^{-j \omega M}\right.
\end{array}\right]^{\mathrm{T}}\right] \text { h }=\left[\begin{array}{llll}
a_{0} & a_{1} \cdots a_{N} & b_{0} & b_{1} \cdots b_{M}
\end{array}\right]^{\mathrm{T}} .
$$

Consequently, the cost function in Equation 19.89 can be expressed as

$$
\begin{equation*}
E=\int \mathbf{h}^{\mathrm{T}} \mathbf{c}^{\star} \mathbf{c}^{\mathrm{T}} \mathbf{h} W(\omega) \mathrm{d} \omega=\mathbf{h}^{\mathrm{T}} \mathbf{P} \mathbf{h}, \quad \omega \in \Omega \tag{19.101}
\end{equation*}
$$

where
superscript * denotes the conjugation operation
$\Omega$ is the frequency region of interest
the matrix

$$
\begin{equation*}
\mathbf{P}=\int \mathbf{c}^{\star} \mathbf{c}^{\mathrm{T}} W(\omega) \mathrm{d} \omega \tag{19.102}
\end{equation*}
$$

is a symmetric, real, positive-definite matrix.

By subjecting $\mathbf{h}$ to the usual unit norm condition $\mathbf{h}^{\mathrm{T}} \mathbf{h}=1$, the optimum filter coefficients that minimize the cost function are the elements of the eigenvector of the matrix $\mathbf{P}$ corresponding to the minimum eigenvalue. The eigenfilter method can solve constrained filter design problem. However, to obtain equiripple filters, a weight adaptive procedure is needed.

### 19.2.5.2 Weighted Chebyshev ( $\mathcal{L}_{\infty}$-Norm) Criterion

An IIR filter can also be formulated on weighted Chebyshev criterion. Filter coefficients are chosen such that its weighted Chebyshev (minimax) error between desired and actual frequency response is minimized. The iterative cost function in Equation 19.89 is now evaluated on Chebyshev criterion as

$$
\begin{align*}
E & =\max _{\omega \in \Omega} \frac{W(\omega)}{\left|X_{k-1}\left(e^{j \omega}\right)\right|}\left|D\left(e^{j \omega}\right) X_{k}\left(e^{j \omega}\right)-Y_{k}\left(e^{j \omega}\right)\right| \\
& =\max _{\omega \in \Omega} W_{k}(\omega)\left|D\left(e^{j \omega}\right)+\mathbf{x}_{k}^{T} \mathbf{s}\right| \tag{19.103}
\end{align*}
$$

where

$$
\mathbf{s}=\left[D\left(e^{j \omega}\right) \mathbf{c}_{0}-\mathbf{c}_{1}\right]^{\mathrm{T}}
$$

$\mathbf{x}_{k}$ is the coefficient vector previously defined in Equation 19.92.
The solution of the minimax problem in Equation 19.103 can be found by solving the following equivalent linear programming problem

$$
\begin{equation*}
\min _{\mathbf{x}_{k}} \varepsilon_{k} \tag{19.104}
\end{equation*}
$$

subject to

$$
\begin{equation*}
W_{k}(\omega)\left|D\left(e^{j \omega}\right)+\mathbf{x}_{k}^{\mathrm{T}} \mathbf{s}\right| \leq \varepsilon_{k} \tag{19.105}
\end{equation*}
$$

With a stability constraint, the above linear programming problem can be arranged in standard form of linear programming technique and solved using off-the-shelf linear programming software.

### 19.2.6 Stability Issues

An IIR filter can be unstable if there are some poles outside the unit circle. However, in case that the phase response is not important in the design, an unstable IIR filter obtained from a design algorithm can be stabilized by conjugate reciprocal substitution of the unstable factor without changing its amplitude. If, however, phase response is a part of design specification, some other techniques must be used. There are four major approaches that can be applied for filter stabilization when optimization techniques previously described are used. The following is a summary. More details and references can be found in Ref. [6].

1. First approach is proposed by Deczky [3]. In this method, a standard gradient-based optimization is modified so that the searching trajectory is only inside the border of stability. However, the algorithm has high computation complexity. A standard optimization tool cannot be used.
2. In the second approach, the target frequency response is chosen such that the desired filter is stable as in Ref. [7]. The target filter is restricted and may be too difficult to obtain filter stabilization.
3. Third approach is to impose constraints on the denominator $\mathrm{X}(\mathrm{z})$ of the filter transfer function. A stable IIR filter is achieved by imposing the real part of $\mathrm{X}(\mathrm{z})$ to be nonnegative. However, using these methods, some optimal solution that is excluded from the constraints may not be found.
4. Fourth approach is to transform a transfer function such that its optimum solution always lies in the stable area [6]. However, this method leads to a very complicated cost function that requires nonlinear optimization methods.
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### 19.3 Lattice Digital Filters

## Yong Ching Lim

### 19.3.1 Lattice Filters

There are several families of lattice structures for the implementation of IIR filters. Two of the most commonly encountered families are the tapped numerator structure shown in Figure 19.28 [3] and the injected numerator structure shown in Figure 19.29 [3]. It should be noted that not all the taps and injectors of the filters are nontrivial. For example, if $\lambda_{i}=0$ for all $i$, the structure of Figure 19.28 simplifies to that of Figure 19.30 [1]. If $\phi_{i}=0$ for $i>0$, the structure of Figure 19.29 reduces to that of Figure 19.31. For both families, the denominator of the filter's transfer function is synthesized using a lattice network. The transfer function's numerator of the tapped numerator structure is realized by a


FIGURE 19.28 General structure of a tapped numerator lattice filter.


FIGURE 19.29 General structure of an injected numerator lattice filter.


FIGURE 19.30 Structure of a tapped numerator lattice filter with $\lambda_{i}=0$ for all $i$.


FIGURE 19.31 Structure of an injected lattice filter with $\phi_{i}=0$ for $i>0$.
weighted sum of the signals tapped from $N+1$ appropriate points of the lattice. For the injected numerator structure, the transfer function's numerator is realized by weighting and injecting the input into $N+1$ appropriate points on the lattice. The lattice itself may appear in several forms as shown in Figure 19.32 [1]. Figure 19.33 shows the structure of a third-order injected numerator filter synthesized using the one-multiplier lattice of Figure 19.32b.

### 19.3.2 Evaluation of the Reflection Coefficients $\boldsymbol{k}_{\boldsymbol{n}}$ [2]

The $n$th reflection coefficient $k_{n}$ for both families of filters may be evaluated as follows: Let the transfer function of the filter $H(z)$ be given by

$$
\begin{equation*}
H(z)=\frac{B(z)}{A(z)} \tag{19.106}
\end{equation*}
$$



FIGURE 19.32 (a) Two-multiplier lattice; (b) and (c) one-multiplier lattice; (d) three-multiplier lattice; and (e) four-multiplier lattice.


FIGURE 19.33 Third-order one-multiplier injected numerator lattice filter.
where

$$
\begin{gather*}
B(z)=\sum_{n=0}^{N} b_{n} z^{-n}  \tag{19.107}\\
A(z)=1+\sum_{n=1}^{N} a_{n} z^{-n} \tag{19.108}
\end{gather*}
$$

Define

$$
\begin{gather*}
D_{N}(z)=A(z)  \tag{19.109}\\
D_{n-1}(z)=\frac{D_{n}(z)-k_{n} z^{-n} D_{n}\left(z^{-1}\right)}{1-k_{n}^{2}}  \tag{19.110}\\
=1+\sum_{r=1}^{n-1} d_{n-1}(r) z^{-r} \tag{19.111}
\end{gather*}
$$

The algorithm for computing $k_{n}$ for all $n$ runs as follows:

1. Set $n=N$.
2. Compute $D_{n}(z)$.
3. $k_{n}=d_{n}(n)$.
4. Decrement $n$.
5. If $n=0$, stop; otherwise, go to 2 .

### 19.3.3 Evaluation of the Tap Gains $\varphi_{n}$ and $\lambda_{n}$ [3]

For the tapped numerator filters, $\varphi_{n}$ and $\lambda_{n}$ may be computed as follows:
Define

$$
\begin{align*}
\Gamma_{N}(z) & =B(z)  \tag{19.112}\\
\Gamma_{n-1}(z) & =\Gamma_{n}(z)-\lambda_{n} D_{n}(z)-\psi_{n} z^{-n} D_{n}\left(z^{-1}\right)  \tag{19.113}\\
& =\sum_{r=0}^{n-1} \gamma_{n-1}(r) z^{-r} \tag{19.114}
\end{align*}
$$

The algorithm for computing $\varphi_{n}$ and $\lambda_{n}$ for all $n$ runs as follows:

1. Set $n=N$.
2. Compute $\Gamma_{n}(z)$.

Set either $\psi_{n}=0, \lambda_{n}=0$, or $\lambda_{n}=0$.
If $\psi_{n}=0, \lambda_{n}=\gamma_{n}(n) / k_{n}$.
If $\lambda_{n}=0, \psi_{n}=\gamma_{n}(n)$.
3. Decrement $n$.
4. If $n=-1$, stop; otherwise, go to 2 .

### 19.3.4 Evaluation of the Injector Gains $\theta_{n}$ and $\phi_{n}$ [3]

For the injected numerator filters, $\theta_{n}$ and $\phi_{n}$ may be computed as follows: Define

$$
\begin{align*}
L_{0}^{0}(z) & =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]  \tag{19.115}\\
L_{m}^{n}(z) & =\left[\begin{array}{cc}
1 & k_{n} z^{-1} \\
k_{n} & z^{-1}
\end{array}\right] L_{m}^{n-1}(z), \quad n>m  \tag{19.116}\\
& =\left[\begin{array}{cc}
P_{m}^{n}(z) & Q_{m}^{n}(z) \\
R_{m}^{n}(z) & S_{m}^{n}(z)
\end{array}\right]  \tag{19.117}\\
P_{m}^{n}(z) & =1+\sum_{r=1}^{n-m-1} p_{m}^{n}(r) z^{-r}  \tag{19.118}\\
Q_{m}^{n}(z) & =\sum_{r=1}^{n-m} q_{m}^{n}(r) z^{-r}  \tag{19.119}\\
\Xi_{N-1} & =B(z)+\phi_{0} Q_{0}^{N}(z) \tag{19.120}
\end{align*}
$$

$$
\begin{align*}
\Xi_{n-1}(z) & =\Xi_{n}(z)+\phi_{N-n} Q_{N-n}^{N}(z)-\theta_{N-n-1} P_{N-n-1}^{N}(z)  \tag{19.121}\\
& =\sum_{r=0}^{n-1} \xi_{n-1}(r) z^{-r} \tag{19.122}
\end{align*}
$$

The algorithm for computing $\theta_{n}$ and $\phi_{n}$ for all $n$ runs as follows:

1. $\phi_{0}=-b_{N} / q_{0}^{N}(N)$.

$$
\text { Set } n=0
$$

2. Increment $n$.

Compute $\Xi_{N-n}(z)$.
Set either $\phi_{n}=0$ or $\theta_{n-1}=0$.
If $\phi_{n}=0, \theta_{n-1}=\xi_{N-n}(N-n) / p_{n-1}^{N}(N-n)$
If $\theta_{n-1}=0, \phi_{n}=-\xi_{N-n}(N-n) / q_{n}^{N}(N-n)$
3. If $n=N-1$ go to 4 ; otherwise, go to 2 .
4. $\theta_{N-1}=\xi_{0}(0)$. Stop.
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Practical digital filters must be implemented with finite precision numbers and arithmetic. As a result, both the filter coefficients and the filter input and output signals are in discrete form. This leads to four types of finite wordlength effects.

Discretization (quantization) of the filter coefficients has the effect of perturbing the location of the filter poles and zeros. As a result, the actual filter response differs slightly from the ideal response. This deterministic frequency response error is referred to as coefficient quantization error.

The use of finite precision arithmetic makes it necessary to quantize filter calculations by rounding or truncation. Roundoff noise is that error in the filter output that results from rounding or truncation calculations within the filter. As the name implies, this error looks like low-level noise at the filter output.

Quantization of the filter calculations also renders the filter slightly nonlinear. For large signals this nonlinearity is negligible and roundoff noise is the major concern. However, for recursive filters with a zero or constant input, this nonlinearity can cause spurious oscillations called limit cycles.

With fixed-point arithmetic it is possible for filter calculations to overflow. The term overflow oscillation, sometimes also called adder overflow limit cycle, refers to a high-level oscillation that can exist in an otherwise stable filter due to the nonlinearity associated with the overflow of internal filter calculations.

In this chapter, we examine each of these finite wordlength effects. Both fixed-point and floating-point number representations are considered.

### 20.1 Number Representation

In digital signal processing, $(B+1)$-bit fixed-point numbers are usually represented as two's-complement signed fractions in the format

$$
b_{0} \cdot b_{-1} b_{-2} \cdots b_{-B}
$$

The number represented is then

$$
\begin{equation*}
X=-b_{0}+b_{-1} 2^{-1}+b_{-2} 2^{-2}+\cdots+b_{-B} 2^{-B} \tag{20.1}
\end{equation*}
$$

where $b_{0}$ is the sign bit and the number range is $-1 \leq X<1$. The advantage of this representation is that the product of two numbers in the range from -1 to 1 is another number in the same range.

Floating-point numbers are represented as

$$
\begin{equation*}
X=(-1)^{s} m 2^{c} \tag{20.2}
\end{equation*}
$$

where
$s$ is the sign bit
$m$ is the mantissa
$c$ is the characteristic or exponent

To make the representation of a number unique, the mantissa is normalized so that $0.5 \leq m<1$.
Although floating-point numbers are always represented in the form of Equation 20.2, the way in which this representation is actually stored in a machine may differ. Since $m \geq 0.5$, it is not necessary to store the $2^{-1}$-weight bit of $m$, which is always set. Therefore, in practice numbers are usually stored as

$$
\begin{equation*}
X=(-1)^{s}(0.5+f) 2^{c} \tag{20.3}
\end{equation*}
$$

where $f$ is an unsigned fraction, $0 \leq f<0.5$.
Most floating-point processors now use the IEEE Standard 754 32-bit floating-point format for storing numbers. According to this standard, the exponent is stored as an unsigned integer $p$ where

$$
\begin{equation*}
p=c+126 \tag{20.4}
\end{equation*}
$$

Therefore, a number is stored as

$$
\begin{equation*}
X=(-1)^{s}(0.5+f) 2^{p-126} \tag{20.5}
\end{equation*}
$$

where $s$ is the sign bit, $f$ is a 23-b unsigned fraction in the range $0 \leq f<0.5$, and $p$ is an 8 -b unsigned integer in the range $0 \leq p \leq 255$. The total number of bits is $1+23+8=32$. For example, in IEEE format $3 / 4$ is written $(-1)^{0}(0.5+0.25) 2^{0}$ so $s=0, p=126$, and $f=0.25$. The value $X=0$ is a unique case and is represented by all bits zero (i.e., $s=0, f=0$, and $p=0$ ). Although the $2^{-1}$-weight mantissa bit is not actually stored, it does exist so the mantissa has 24 b plus a sign bit.

### 20.2 Fixed-Point Quantization Errors

In fixed-point arithmetic, a multiply doubles the number of significant bits. For example, the product of the two $5-b$ numbers 0.0011 and 0.1001 is the $10-\mathrm{b}$ number 00.00011011 . The extra bit to the left of the decimal point can be discarded without introducing any error. However, the least significant four of the remaining bits must ultimately be discarded by some form of quantization so that the result can be stored to 5 b for use in other calculations. In the example above this results in 0.0010 (quantization by rounding) or 0.0001 (quantization by truncating). When a sum of products calculation is performed,
the quantization can be performed either after each multiply or after all products have been summed with double-length precision.

We will examine three types of fixed-point quantization-rounding, truncation, and magnitude truncation. If $X$ is an exact value then the rounded value will be denoted $Q_{\mathrm{r}}(X)$, the truncated value $Q_{\mathrm{t}}(X)$, and the magnitude truncated value $Q_{\mathrm{mt}}(X)$. If the quantized value has $B$ bits to the right of the decimal point, the quantization step size is

$$
\begin{equation*}
\Delta=2^{-B} \tag{20.6}
\end{equation*}
$$

Since rounding selects the quantized value nearest the unquantized value, it gives a value which is never more than $\pm \Delta / 2$ away from the exact value. If we denote the rounding error by

$$
\begin{equation*}
\varepsilon_{\mathrm{r}}=Q_{\mathrm{r}}(X)-X \tag{20.7}
\end{equation*}
$$

then

$$
\begin{equation*}
-\frac{\Delta}{2} \leq \varepsilon_{\mathrm{r}} \leq \frac{\Delta}{2} \tag{20.8}
\end{equation*}
$$

Truncation simply discards the low-order bits giving a quantized value that is always less than or equal to the exact value so

$$
\begin{equation*}
-\Delta<\varepsilon_{\mathrm{t}} \leq 0 \tag{20.9}
\end{equation*}
$$

Magnitude truncation chooses the nearest quantized value that has a magnitude less than or equal to the exact value so

$$
\begin{equation*}
-\Delta<\varepsilon_{\mathrm{mt}}<\Delta \tag{20.10}
\end{equation*}
$$

The error resulting from quantization can be modeled as a random variable uniformly distributed over the appropriate error range. Therefore, calculations with roundoff error can be considered error-free calculations that have been corrupted by additive white noise. The mean of this noise for rounding is

$$
\begin{equation*}
m_{\varepsilon_{\mathrm{r}}}=E\left\{\varepsilon_{\mathrm{r}}\right\}=\frac{1}{\Delta} \int_{-\Delta / 2}^{\Delta / 2} \varepsilon_{\mathrm{r}} \mathrm{~d} \varepsilon_{\mathrm{r}}=0 \tag{20.11}
\end{equation*}
$$

where $E\}$ represents the operation of taking the expected value of a random variable. Similarly, the variance of the noise for rounding is

$$
\begin{equation*}
\sigma_{\varepsilon_{\mathrm{r}}}^{2}=E\left\{\left(\varepsilon_{\mathrm{r}}-m_{\varepsilon_{\mathrm{r}}}\right)^{2}\right\}=\frac{1}{\Delta} \int_{-\Delta / 2}^{\Delta / 2}\left(\varepsilon_{\mathrm{r}}-m_{\varepsilon_{\mathrm{r}}}\right)^{2} \mathrm{~d} \varepsilon_{\mathrm{r}}=\frac{\Delta^{2}}{12} \tag{20.12}
\end{equation*}
$$

Likewise, for truncation,

$$
\begin{align*}
& m_{\varepsilon_{\mathrm{t}}}=E\left\{\varepsilon_{\mathrm{t}}\right\}=-\frac{\Delta}{2} \\
& \sigma_{\varepsilon_{\mathrm{t}}}^{2}=E\left\{\left(\varepsilon_{\mathrm{t}}-m_{\varepsilon_{\mathrm{t}}}\right)^{2}\right\}=\frac{\Delta^{2}}{12} \tag{20.13}
\end{align*}
$$

and, for magnitude truncation

$$
\begin{align*}
& m_{\varepsilon_{\mathrm{mt}}}=E\left\{\varepsilon_{\mathrm{mt}}\right\}=0 \\
& \sigma_{\varepsilon_{\mathrm{mt}}}^{2}=E\left\{\left(\varepsilon_{\mathrm{mt}}-m_{\varepsilon_{\mathrm{mt}}}\right)^{2}\right\}=\frac{\Delta^{2}}{3} \tag{20.14}
\end{align*}
$$

### 20.3 Floating-Point Quantization Errors

With floating-point arithmetic it is necessary to quantize after both multiplications and additions. The addition quantization arises because, prior to addition, the mantissa of the smaller number in the sum is shifted right until the exponent of both numbers is the same. In general, this gives a sum mantissa that is too long and so must be quantized.

We will assume that quantization in floating-point arithmetic is performed by rounding. Because of the exponent in floating-point arithmetic, it is the relative error that is important. The relative error is defined as

$$
\begin{equation*}
\varepsilon_{\mathrm{r}}=\frac{Q_{\mathrm{r}}(X)-X}{X}=\frac{\varepsilon_{\mathrm{r}}}{X} \tag{20.15}
\end{equation*}
$$

Since $X=(-1)^{s} m 2^{c}, Q_{\mathrm{r}}(X)=(-1)^{s} Q_{\mathrm{r}}(m) 2^{c}$ and

$$
\begin{equation*}
\varepsilon_{\mathrm{r}}=\frac{Q_{\mathrm{r}}(m)-m}{m}=\frac{\varepsilon}{m} \tag{20.16}
\end{equation*}
$$

If the quantized mantissa has $B$ bits to the right of the decimal point, $\left|\varepsilon_{\mathrm{r}}\right|<\Delta / 2$ where, as before, $\Delta=2^{-B}$. Therefore, since $0.5 \leq m<1$,

$$
\begin{equation*}
\left|\varepsilon_{\mathrm{r}}\right|<\Delta \tag{20.17}
\end{equation*}
$$

If we assume that $\varepsilon$ is uniformly distributed over the range from $-\Delta / 2$ to $\Delta / 2$ and $m$ is uniformly distributed over 0.5 to 1 ,

$$
\begin{align*}
m_{\varepsilon_{\mathrm{r}}} & =E\left\{\frac{\varepsilon}{m}\right\}=0 \\
\sigma_{\varepsilon_{\mathrm{r}}}^{2} & =E\left\{\left(\frac{\varepsilon}{m}\right)^{2}\right\}=\frac{2}{\Delta} \int_{1 / 2}^{1} \int_{-\Delta / 2}^{\Delta / 2} \frac{\varepsilon^{2}}{m^{2}} \mathrm{~d} \varepsilon \mathrm{~d} m \\
& =\frac{\Delta^{2}}{6}=(0.167) 2^{-2 B} \tag{20.18}
\end{align*}
$$

In practice, the distribution of $m$ is not exactly uniform. Actual measurements of roundoff noise in Ref. [1] suggested that

$$
\begin{equation*}
\sigma_{\varepsilon_{\mathrm{r}}}^{2} \approx 0.23 \Delta^{2} \tag{20.19}
\end{equation*}
$$

while a detailed theoretical and experimental analysis in Ref. [2] determined

$$
\begin{equation*}
\sigma_{\varepsilon_{\mathrm{r}}}^{2} \approx 0.18 \Delta^{2} \tag{20.20}
\end{equation*}
$$

From Equation 20.15 we can represent a quantized floating-point value in terms of the unquantized value and the random variable $\varepsilon_{\mathrm{r}}$ using

$$
\begin{equation*}
Q_{\mathrm{r}}(X)=X\left(1+\varepsilon_{\mathrm{r}}\right) \tag{20.21}
\end{equation*}
$$

Therefore, the finite-precision product $X_{1} X_{2}$ and the sum $X_{1}+X_{2}$ can be written

$$
\begin{equation*}
f l\left(X_{1} X_{2}\right)=X_{1} X_{2}\left(1+\varepsilon_{\mathrm{r}}\right) \tag{20.22}
\end{equation*}
$$

and

$$
\begin{equation*}
f l\left(X_{1}+X_{2}\right)=\left(X_{1}+X_{2}\right)\left(1+\varepsilon_{\mathrm{r}}\right) \tag{20.23}
\end{equation*}
$$

where $\varepsilon_{\mathrm{r}}$ is zero-mean with the variance of Equation 20.20.

### 20.4 Roundoff Noise

To determine the roundoff noise at the output of a digital filter we will assume that the noise due to a quantization is stationary, white, and uncorrelated with the filter input, output, and internal variables. This assumption is good if the filter input changes from sample to sample in a sufficiently complex manner. It is not valid for zero or constant inputs for which the effects of rounding are analyzed from a limit cycle perspective.

To satisfy the assumption of a sufficiently complex input, roundoff noise in digital filters is often calculated for the case of a zero-mean white noise filter input signal $x(n)$ of variance $\sigma_{x}^{2}$. This simplifies calculation of the output roundoff noise because expected values of the form $E\{x(n) x(n-k)\}$ are zero for $k \neq 0$ and give $\sigma_{x}^{2}$ when $k=0$. This approach to analysis has been found to give estimates of the output roundoff noise that are close to the noise actually observed for other input signals.

Another assumption that will be made in calculating roundoff noise is that the product of two quantization errors is zero. To justify this assumption, consider the case of a 16-b fixed-point processor. In this case a quantization error is of the order $2^{-15}$, while the product of two quantization errors is of the order $2^{-30}$, which is negligible by comparison.

If a linear system with impulse response $g(n)$ is excited by white noise with mean $m_{x}$ and variance $\sigma_{x}^{2}$, the output is noise of mean [3, pp. 788-790]

$$
\begin{equation*}
m_{y}=m_{x} \sum_{n=-\infty}^{\infty} g(n) \tag{20.24}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{x}^{2} \sum_{n=-\infty}^{\infty} g^{2}(n) \tag{20.25}
\end{equation*}
$$

Therefore, if $g(n)$ is the impulse response from the point where a roundoff takes place to the filter output, the contribution of that roundoff to the variance (mean-square value) of the output roundoff noise is given by Equation 20.25 with $\sigma_{x}^{2}$ replaced with the variance of the roundoff. If there is more than one source of roundoff error in the filter, it is assumed that the errors are uncorrelated so the output noise variance is simply the sum of the contributions from each source.

### 20.4.1 Roundoff Noise in FIR Filters

The simplest case to analyze is a finite impulse response (FIR) filter realized via the convolution summation

$$
\begin{equation*}
y(n)=\sum_{k=0}^{N-1} h(k) x(n-k) \tag{20.26}
\end{equation*}
$$

When fixed-point arithmetic is used and quantization is performed after each multiply, the result of the $N$ multiplies is $N$-times the quantization noise of a single multiply. For example, rounding after each multiply gives, from Equations 20.6 and 20.12, an output noise variance of

$$
\begin{equation*}
\sigma_{\mathrm{o}}^{2}=N \frac{2^{-2 B}}{12} \tag{20.27}
\end{equation*}
$$

Virtually all digital signal processor integrated circuits contain one or more double-length accumulator registers which permit the sum-of-products in Equation 20.26 to be accumulated without quantization. In this case only a single quantization is necessary following the summation and

$$
\begin{equation*}
\sigma_{o}^{2}=\frac{2^{-2 B}}{12} \tag{20.28}
\end{equation*}
$$

For the floating-point roundoff noise case we will consider Equation 20.26 for $N=4$ and then generalize the result to other values of $N$. The finite-precision output can be written as the exact output plus an error term $e(n)$. Thus,

$$
\begin{align*}
y(n)+e(n)= & \left(\left\{\left[h(0) x(n)\left[1+\varepsilon_{1}(n)\right]\right]\right.\right. \\
& +h(1) x(n-1)\left[1+\varepsilon_{2}(n)\right]\left[1+\varepsilon_{3}(n)\right] \\
& \left.+h(2) x(n-2)\left[1+\varepsilon_{4}(n)\right]\right\}\left\{1+\varepsilon_{5}(n)\right\} \\
& \left.+h(3) x(n-3)\left[1+\varepsilon_{6}(n)\right]\right)\left[1+\varepsilon_{7}(n)\right] \tag{20.29}
\end{align*}
$$

In Equation 20.29, $\varepsilon_{1}(n)$ represents the error in the first product, $\varepsilon_{2}(n)$ the error in the second product, $\varepsilon_{3}(n)$ the error in the first addition, etc. Notice that it has been assumed that the products are summed in the order implied by the summation of Equation 20.26.

Expanding Equation 20.29, ignoring products of error terms, and recognizing $y(n)$ gives

$$
\begin{align*}
e(n)= & h(0) x(n)\left[\varepsilon_{1}(n)+\varepsilon_{3}(n)+\varepsilon_{5}(n)+\varepsilon_{7}(n)\right] \\
& +h(1) x(n-1)\left[\varepsilon_{2}(n)+\varepsilon_{3}(n)+\varepsilon_{5}(n)+\varepsilon_{7}(n)\right] \\
& +h(2) x(n-2)\left[\varepsilon_{4}(n)+\varepsilon_{5}(n)+\varepsilon_{7}(n)\right] \\
& +h(3) x(n-3)\left[\varepsilon_{6}(n)+\varepsilon_{7}(n)\right] \tag{20.30}
\end{align*}
$$

Assuming that the input is white noise of variance $\sigma_{x}^{2}$ so that $E\{x(n) x(n-k)\}$ is zero for $k \neq 0$, and assuming that the errors are uncorrelated,

$$
\begin{equation*}
E\left\{e^{2}(n)\right\}=\left[4 h^{2}(0)+4 h^{2}(1)+3 h^{2}(2)+2 h^{2}(3)\right] \sigma_{x}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2} \tag{20.31}
\end{equation*}
$$

In general, for any $N$,

$$
\begin{equation*}
\sigma_{o}^{2}=E\left\{e^{2}(n)\right\}=\left[N h^{2}(0)+\sum_{k=1}^{N-1}(N+1-k) h^{2}(k)\right] \sigma_{x}^{2} \sigma_{\varepsilon_{r}}^{2} \tag{20.32}
\end{equation*}
$$

Notice that if the order of summation of the product terms in the convolution summation is changed, then the order in which the $h(k)$ 's appear in Equation 20.32 changes. If the order is changed so that the $h(k)$ with smallest magnitude is first, followed by the next smallest, etc., then the roundoff noise variance is minimized. However, performing the convolution summation in nonsequential order greatly complicates data indexing and so may not be worth the reduction obtained in roundoff noise.

### 20.4.2 Roundoff Noise in Fixed-Point IIR Filters

To determine the roundoff noise of a fixed-point infinite impulse response (IIR) filter realization, consider a causal first-order filter with impulse response

$$
\begin{equation*}
h(n)=a^{n} u(n) \tag{20.33}
\end{equation*}
$$

realized by the difference equation

$$
\begin{equation*}
y(n)=a y(n-1)+x(n) \tag{20.34}
\end{equation*}
$$

Due to roundoff error, the output actually obtained is

$$
\begin{equation*}
\hat{y}(n)=Q\{a y(n-1)+x(n)\}=a y(n-1)+x(n)+e(n) \tag{20.35}
\end{equation*}
$$

where $e(n)$ is a random roundoff noise sequence. Since $e(n)$ is injected at the same point as the input, it propagates through a system with impulse response $h(n)$. Therefore, for fixed-point arithmetic with rounding, the output roundoff noise variance from Equations 20.6, 20.12, 20.25, and 20.33 is

$$
\begin{equation*}
\sigma_{\mathrm{o}}^{2}=\frac{\Delta^{2}}{12} \sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{\Delta^{2}}{12} \sum_{n=0}^{\infty} a^{2 n}=\frac{2^{-2 B}}{12} \frac{1}{1-a^{2}} \tag{20.36}
\end{equation*}
$$

With fixed-point arithmetic there is the possibility of overflow following addition. To avoid overflow it is necessary to restrict the input signal amplitude. This can be accomplished by either placing a scaling multiplier at the filter input or by simply limiting the maximum input signal amplitude. Consider the case of the first-order filter of Equation 20.34. The transfer function of this filter is

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\frac{Y\left(e^{j \omega}\right)}{X\left(e^{j \omega}\right)}=\frac{1}{e^{j \omega}-a} \tag{20.37}
\end{equation*}
$$

so

$$
\begin{equation*}
\left|H\left(e^{j \omega}\right)\right|^{2}=\frac{1}{1+a^{2}-2 a \cos (\omega)} \tag{20.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|H\left(e^{j \omega}\right)\right|_{\max }=\frac{1}{1-|a|} \tag{20.39}
\end{equation*}
$$

The peak gain of the filter is $1 /(1-|a|)$ so limiting input signal amplitudes to $|x(n)| \leq 1-|a|$ will make overflows unlikely.

An expression for the output roundoff noise-to-signal ratio can easily be obtained for the case where the filter input is white noise, uniformly distributed over the interval from $-(1-|a|)$ to $(1-|a|)[4,5]$. In this case

$$
\begin{equation*}
\sigma_{x}^{2}=\frac{1}{2(1-|a|)} \int_{-(1-|a|)}^{1-|a|} x^{2} \mathrm{~d} x=\frac{1}{3}(1-|a|)^{2} \tag{20.40}
\end{equation*}
$$

so, from Equation 20.25,

$$
\begin{equation*}
\sigma_{y}^{2}=\frac{1}{3} \frac{(1-|a|)^{2}}{1-a^{2}} \tag{20.41}
\end{equation*}
$$

Combining Equations 20.36 and 20.41 then gives

$$
\begin{equation*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}=\left(\frac{2^{-2 B}}{12} \frac{1}{1-a^{2}}\right)\left(3 \frac{1-a^{2}}{(1-|a|)^{2}}\right)=\frac{2^{-2 B}}{12} \frac{3}{(1-|a|)^{2}} \tag{20.42}
\end{equation*}
$$

Notice that the noise-to-signal ratio increases without bound as $|a| \rightarrow 1$.
Similar results can be obtained for the case of the causal second-order filter realized by the difference equation

$$
\begin{equation*}
y(n)=2 r \cos (\theta) y(n-1)-r^{2} y(n-2)+x(n) \tag{20.43}
\end{equation*}
$$

This filter has complex-conjugate poles at $r e^{ \pm j \theta}$ and impulse response

$$
\begin{equation*}
h(n)=\frac{1}{\sin (\theta)} r^{n} \sin [(n+1) \theta] u(n) \tag{20.44}
\end{equation*}
$$

Due to roundoff error, the output actually obtained is

$$
\begin{equation*}
\hat{y}(n)=2 r \cos (\theta) y(n-1)-r^{2} y(n-2)+x(n)+e(n) \tag{20.45}
\end{equation*}
$$

There are two noise sources contributing to $e(n)$ if quantization is performed after each multiply, and there is one noise source if quantization is performed after summation. Since

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{1+r^{2}}{1-r^{2}} \frac{1}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \tag{20.46}
\end{equation*}
$$

the output roundoff noise is

$$
\begin{equation*}
\sigma_{\mathrm{o}}^{2}=v \frac{2^{-2 B}}{12} \frac{1+r^{2}}{1-r^{2}} \frac{1}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \tag{20.47}
\end{equation*}
$$

where $v=1$ for quantization after summation, and $v=2$ for quantization after each multiply.

To obtain an output noise-to-signal ratio we note that

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\frac{1}{1-2 r \cos (\theta) e^{-j \omega}+r^{2} e^{-j 2 \omega}} \tag{20.48}
\end{equation*}
$$

and, using the approach of [6],

$$
\begin{equation*}
\left|H\left(e^{j \omega}\right)\right|_{\max }^{2}=\frac{1}{4 r^{2}\left\{\left[\operatorname{sat}\left(\frac{1+r^{2}}{2 r} \cos (\theta)\right)-\frac{1+r^{2}}{2 r} \cos (\theta)\right]^{2}+\left[\frac{1-r^{2}}{2 r} \sin (\theta)\right]^{2}\right\}} \tag{20.49}
\end{equation*}
$$

where

$$
\operatorname{sat}(\mu)= \begin{cases}1 & \mu>1  \tag{20.50}\\ \mu & -1 \leq \mu \leq 1 \\ -1 & \mu<-1\end{cases}
$$

Following the same approach as for the first-order case then gives

$$
\begin{align*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}= & v \frac{2^{-2 B}}{12} \frac{1+r^{2}}{1-r^{2}} \frac{3}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \\
& \times \frac{1}{4 r^{2}\left\{\left[\operatorname{sat}\left(\frac{1+r^{2}}{2 r} \cos (\theta)\right)-\frac{1+r^{2}}{2 r} \cos (\theta)\right]^{2}+\left[\frac{1-r^{2}}{2 r} \sin (\theta)\right]^{2}\right\}} \tag{20.51}
\end{align*}
$$

Figure 20.1 is a contour plot showing the noise-to-signal ratio of Equation 20.51 for $v=1$ in units of the noise variance of a single quantization $2^{-2 B} / 12$. The plot is symmetrical about $\theta=90^{\circ}$, so only the range from $0^{\circ}$ to $90^{\circ}$ is shown. Notice that as $r \rightarrow 1$, the roundoff noise increases without bound. Also notice that the noise increases as $\theta \rightarrow 0^{\circ}$.


FIGURE 20.1 Normalized fixed-point roundoff noise variance.

It is possible to design state-space filter realizations that minimize fixed-point roundoff noise [7-10]. Depending on the transfer function being realized, these structures may provide a roundoff noise level that is orders-of-magnitude lower than for a nonoptimal realization. The price paid for this reduction in roundoff noise is an increase in the number of computations required to implement the filter. For an $N$ th-order filter the increase is from roughly $2 N$ multiplies for a direct form realization to roughly $(N+1)^{2}$ for an optimal realization. However, if the filter is realized by the parallel or cascade connection of first- and second-order optimal subfilters, the increase is only to about 4 N multiplies. Furthermore, near-optimal realizations exist that increase the number of multiplies to only about $3 N$ [10].

### 20.4.3 Roundoff Noise in Floating-Point IIR Filters

For floating-point arithmetic it is first necessary to determine the injected noise variance of each quantization. For the first-order filter this is done by writing the computed output as

$$
\begin{equation*}
y(n)+e(n)=\left[a y(n-1)\left(1+\varepsilon_{1}(n)\right)+x(n)\right]\left(1+\varepsilon_{2}(n)\right) \tag{20.52}
\end{equation*}
$$

where
$\varepsilon_{1}(n)$ represents the error due to the multiplication
$\varepsilon_{2}(n)$ represents the error due to the addition
Neglecting the product of errors, Equation 20.52 becomes

$$
\begin{align*}
y(n)+e(n) \approx & a y(n-1)+x(n)+a y(n-1) \varepsilon_{1}(n) \\
& +a y(n-1) \varepsilon_{2}(n)+x(n) \varepsilon_{2}(n) \tag{20.53}
\end{align*}
$$

Comparing Equations 20.34 and 20.53, it is clear that

$$
\begin{equation*}
e(n)=a y(n-1) \varepsilon_{1}(n)+a y(n-1) \varepsilon_{2}(n)+x(n) \varepsilon_{2}(n) \tag{20.54}
\end{equation*}
$$

Taking the expected value of $e^{2}(n)$ to obtain the injected noise variance then gives

$$
\begin{align*}
E\left\{e^{2}(n)\right\}= & a^{2} E\left\{y^{2}(n-1)\right\} E\left\{\varepsilon_{1}^{2}(n)\right\}+a^{2} E\left\{y^{2}(n-1)\right\} E\left\{\varepsilon_{2}^{2}(n)\right\} \\
& +E\left\{x^{2}(n)\right\} E\left\{\varepsilon_{2}^{2}(n)\right\}+E\{x(n) y(n-1)\} E\left\{\varepsilon_{2}^{2}(n)\right\} \tag{20.55}
\end{align*}
$$

To carry this further it is necessary to know something about the input. If we assume the input is zeromean white noise with variance $\sigma_{x}^{2}$, then $E\left\{x^{2}(n)\right\}=\sigma_{x}^{2}$ and the input is uncorrelated with past values of the output so $E\{x(n) y(n-1)\}=0$ giving

$$
\begin{equation*}
E\left\{e^{2}(n)\right\}=2 a^{2} \sigma_{y}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2}+\sigma_{x}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2} \tag{20.56}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{\mathrm{o}}^{2} & =\left(2 a^{2} \sigma_{y}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2}+\sigma_{x}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2}\right) \sum_{n=-\infty}^{\infty} h^{2}(n) \\
& =\frac{2 a^{2} \sigma_{y}^{2}+\sigma_{x}^{2}}{1-a^{2}} \sigma_{\varepsilon_{\mathrm{r}}}^{2} \tag{20.57}
\end{align*}
$$

## However,

$$
\begin{gather*}
\sigma_{y}^{2}=\sigma_{x}^{2} \sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{\sigma_{x}^{2}}{1-a^{2}}  \tag{20.58}\\
\sigma_{\mathrm{o}}^{2}=\frac{1+a^{2}}{\left(1-a^{2}\right)^{2}} \sigma_{\varepsilon_{\mathrm{r}}}^{2} \sigma_{x}^{2}=\frac{1+a^{2}}{1-a^{2}} \sigma_{\varepsilon_{\mathrm{r}}}^{2} \sigma_{y}^{2} \tag{20.59}
\end{gather*}
$$

and the output roundoff noise-to-signal ratio is

$$
\begin{equation*}
\frac{\sigma_{\mathrm{o}}^{2}}{\sigma_{y}^{2}}=\frac{1+a^{2}}{1-a^{2}} \sigma_{\varepsilon_{\mathrm{r}}}^{2} \tag{20.60}
\end{equation*}
$$

Similar results can be obtained for the second-order filter of Equation 20.43 by writing

$$
\begin{align*}
y(n)+e(n)= & \left(\left[2 r \cos (\theta) y(n-1)\left(1+\varepsilon_{1}(n)\right)-r^{2} y(n-2)\left(1+\varepsilon_{2}(n)\right)\right]\right. \\
& \left.\times\left[1+\varepsilon_{3}(n)\right]+x(n)\right)\left(1+\varepsilon_{4}(n)\right) \tag{20.61}
\end{align*}
$$

Expanding with the same assumptions as before gives

$$
\begin{align*}
e(n) \approx & 2 r \cos (\theta) y(n-1)\left[\varepsilon_{1}(n)+\varepsilon_{3}(n)+\varepsilon_{4}(n)\right] \\
& -r^{2} y(n-2)\left[\varepsilon_{2}(n)+\varepsilon_{3}(n)+\varepsilon_{4}(n)\right]+x(n) \varepsilon_{4}(n) \tag{20.62}
\end{align*}
$$

and

$$
\begin{align*}
E\left\{e^{2}(n)\right\}= & 4 r^{2} \cos ^{2}(\theta) \sigma_{y}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2}+r^{2} \sigma_{y}^{2} 3 \sigma_{\varepsilon_{\mathrm{r}}}^{2} \\
& +\sigma_{x}^{2} \sigma_{\varepsilon_{\mathrm{r}}}^{2}-8 r^{3} \cos (\theta) \sigma_{\varepsilon_{\mathrm{r}}}^{2} E\{y(n-1) y(n-2)\} \tag{20.63}
\end{align*}
$$

However,

$$
\begin{align*}
& E\{y(n-1) y(n-2)\} \\
& \left.\quad=E\left\{2 r \cos (\theta) y(n-2)-r^{2} y(n-3)+x(n-1)\right] y(n-2)\right\} \\
& \quad=2 r \cos (\theta) E\left\{y^{2}(n-2)\right\}-r^{2} E\{y(n-2) y(n-3)\} \\
& \quad=2 r \cos (\theta) E\left\{y^{2}(n-2)\right\}-r^{2} E\{y(n-1) y(n-2)\} \\
&  \tag{20.64}\\
& \quad=\frac{2 r \cos (\theta)}{1+r^{2}} \sigma_{y}^{2}
\end{align*}
$$

so

$$
\begin{equation*}
E\left\{e^{2}(n)\right\}=\sigma_{\varepsilon_{r}}^{2} \sigma_{x}^{2}+\left[3 r^{4}+12 r^{2} \cos ^{2}(\theta)-\frac{16 r^{4} \cos ^{2}(\theta)}{1+r^{2}}\right] \sigma_{\varepsilon_{\mathrm{r}}}^{2} \sigma_{y}^{2} \tag{20.65}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{\mathrm{o}}^{2} & =E(n) \sum_{n=-\infty}^{\infty} h^{2}(n) \\
& =\xi\left[\sigma_{\varepsilon_{\mathrm{r}}}^{2} \sigma_{x}^{2}+\left[3 r^{4}+12 r^{2} \cos ^{2}(\theta)-\frac{16 r^{4} \cos ^{2}(\theta)}{1+r^{2}}\right] \sigma_{\varepsilon_{\mathrm{r}}}^{2} \sigma_{y}^{2}\right] \tag{20.66}
\end{align*}
$$



FIGURE 20.2 Normalized floating-point roundoff noise variance.
where from Equation 20.46,

$$
\begin{equation*}
\xi=\sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{1+r^{2}}{1-r^{2}} \frac{1}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \tag{20.67}
\end{equation*}
$$

Since $\sigma_{y}^{2}=\xi \sigma_{x}^{2}$, the output roundoff noise-to-signal ratio is then

$$
\begin{equation*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}=\xi\left[1+\xi\left[3 r^{4}+12 r^{2} \cos ^{2}(\theta)-\frac{16 r^{4} \cos ^{2}(\theta)}{1+r^{2}}\right]\right] \sigma_{\varepsilon_{\mathrm{r}}}^{2} \tag{20.68}
\end{equation*}
$$

Figure 20.2 is a contour plot showing the noise-to-signal ratio of Equation 20.68 in units of the noise variance of a single quantization $\sigma_{\varepsilon_{r}}^{2}$. The plot is symmetrical about $\theta=90^{\circ}$, so only the range from $0^{\circ}$ to $90^{\circ}$ is shown. Notice the similarity of this plot to that of Figure 20.1 for the fixed-point case. It has been observed that filter structures generally have very similar fixed-point and floating-point roundoff characteristics [2]. Therefore, the techniques of [7-10], which were developed for the fixed-point case, can also be used to design low-noise floating-point filter realizations. Furthermore, since it is not necessary to scale the floating-point realization, the low-noise realizations need not require significantly more computation than the direct form realization.

### 20.5 Limit Cycles

A limit cycle, sometimes referred to as a multiplier roundoff limit cycle, is a low-level oscillation that can exist in an otherwise stable filter as a result of the nonlinearity associated with rounding (or truncating) internal filter calculations [11]. Limit cycles require recursion to exist and do not occur in nonrecursive FIR filters.

As an example of a limit cycle, consider the second-order filter realized by

$$
\begin{equation*}
y(n)=Q_{\mathrm{r}}\left\{\frac{7}{8} y(n-1)-\frac{5}{8} y(n-2)+x(n)\right\} \tag{20.69}
\end{equation*}
$$

where $Q_{\mathrm{r}}\{ \}$ represents quantization by rounding. This is a stable filter with poles at $0.4375 \pm j 0.6585$. Consider the implementation of this filter with $4-\mathrm{b}$ ( 3 b and a sign bit) two's complement fixed-point arithmetic, zero initial conditions $(y(-1)=y(-2)=0)$, and an input sequence $x(n)=\frac{3}{8} \delta(n)$, where $\delta(n)$ is the unit impulse or unit sample. The following sequence is obtained:

$$
\begin{align*}
& y(0)=Q_{\mathrm{r}}\left\{\frac{3}{8}\right\}=\frac{3}{8} \\
& y(1)=Q_{\mathrm{r}}\left\{\frac{21}{64}\right\}=\frac{3}{8} \\
& y(2)=Q_{\mathrm{r}}\left\{\frac{3}{32}\right\}=\frac{1}{8} \\
& y(3)=Q_{\mathrm{r}}\left\{-\frac{1}{8}\right\}=-\frac{1}{8} \\
& y(4)=Q_{\mathrm{r}}\left\{-\frac{3}{16}\right\}=-\frac{1}{8} \\
& y(5)=Q_{\mathrm{r}}\left\{-\frac{1}{32}\right\}=0 \\
& y(6)=Q_{\mathrm{r}}\left\{\frac{5}{64}\right\}=\frac{1}{8}  \tag{20.70}\\
& y(7)=Q_{\mathrm{r}}\left\{\frac{7}{64}\right\}=\frac{1}{8} \\
& y(8)=Q_{\mathrm{r}}\left\{\frac{1}{32}\right\}=0 \\
& y(9)=Q_{\mathrm{r}}\left\{-\frac{5}{64}\right\}=-\frac{1}{8} \\
& y(10)=Q_{\mathrm{r}}\left\{-\frac{7}{64}\right\}=-\frac{1}{8} \\
& y(10)=Q_{r}\left\{-\frac{1}{32}\right\}=0 \\
& y(12)=Q_{r}\left\{\frac{5}{64}\right\}=\frac{1}{8} \\
& y
\end{align*}
$$

Notice that while the input is zero except for the first sample, the output oscillates with amplitude $1 / 8$ and period 6.

Limit cycles are primarily of concern in fixed-point recursive filters. As long as floating-point filters are realized as the parallel or cascade connection of first- and second-order subfilters, limit cycles will generally not be a problem since limit cycles are practically not observable in first- and second-order systems implemented with 32-b floating-point arithmetic [12]. It has been shown that such systems must have an extremely small margin of stability for limit cycles to exist at anything other than underflow levels, which are at an amplitude of less than $10^{-38}$ [12].

There are at least three ways of dealing with limit cycles when fixed-point arithmetic is used. One is to determine a bound on the maximum limit cycle amplitude, expressed as an integral number of quantization steps [13]. It is then possible to choose a word length that makes the limit cycle amplitude acceptably low. Alternately, limit cycles can be prevented by randomly rounding calculations up or down [14]. However, this approach is complicated to implement. The third approach is to properly choose the
filter realization structure and then quantize the filter calculations using magnitude truncation [15,16]. This approach has the disadvantage of producing more roundoff noise than truncation or rounding [see Equations 20.12 through 20.14].

### 20.6 Overflow Oscillations

With fixed-point arithmetic it is possible for filter calculations to overflow. This happens when two numbers of the same sign add to give a value having magnitude greater than one. Since numbers with magnitude greater than one are not representable, the result overflows. For example, the two's complement numbers $0.101(5 / 8)$ and $0.100(4 / 8)$ add to give 1.001 which is the two's complement representation of $-7 / 8$.

The overflow characteristic of two's complement arithmetic can be represented as $R\}$ where

$$
R\{X\}= \begin{cases}X-2 & X \geq 1  \tag{20.71}\\ X & -1 \leq X<-1 \\ X+2 & X<-1\end{cases}
$$

For the example just considered, $R\{9 / 8\}=-7 / 8$.
An overflow oscillation, sometimes also referred to as an adder overflow limit cycle, is a high-level oscillation that can exist in an otherwise stable fixed-point filter due to the gross nonlinearity associated with the overflow of internal filter calculations [17]. Like limit cycles, overflow oscillations require recursion to exist and do not occur in nonrecursive FIR filters. Overflow oscillations also do not occur with floating-point arithmetic due to the virtual impossibility of overflow.

As an example of an overflow oscillation, once again consider the filter of Equation 20.69 with 4-b fixed-point two's complement arithmetic and with the two's complement overflow characteristic of Equation 20.71:

$$
\begin{equation*}
y(n)=Q_{\mathrm{r}}\left\{R\left[\frac{7}{8} y(n-1)-\frac{5}{8} y(n-2)+x(n)\right]\right\} \tag{20.72}
\end{equation*}
$$

In this case we apply the input

$$
\begin{align*}
x(n) & =-\frac{3}{4} \delta(n)-\frac{5}{8} \delta(n-1) \\
& =\left\{-\frac{3}{4},-\frac{5}{8}, 0,0, \ldots\right\} \tag{20.73}
\end{align*}
$$

giving the output sequence

$$
\begin{aligned}
& y(0)=Q_{\mathrm{r}}\left\{R\left[-\frac{3}{4}\right]\right\}=Q_{\mathrm{r}}\left\{-\frac{3}{4}\right\}=-\frac{3}{4} \\
& y(1)=Q_{\mathrm{r}}\left\{R\left[-\frac{41}{32}\right]\right\}=Q_{\mathrm{r}}\left\{\frac{23}{32}\right\}=\frac{3}{4} \\
& y(2)=Q_{\mathrm{r}}\left\{R\left[\frac{9}{8}\right]\right\}=Q_{\mathrm{r}}\left\{-\frac{7}{8}\right\}=-\frac{7}{8} \\
& y(3)=Q_{\mathrm{r}}\left\{R\left[-\frac{79}{64}\right]\right\}=Q_{\mathrm{r}}\left\{\frac{49}{64}\right\}=\frac{3}{4}
\end{aligned}
$$

$$
\begin{align*}
& y(4)=Q_{\mathrm{r}}\left\{R\left[\frac{77}{64}\right]\right\}=Q_{\mathrm{r}}\left\{-\frac{51}{64}\right\}=-\frac{3}{4} \\
& y(5)=Q_{\mathrm{r}}\left\{R\left[-\frac{9}{8}\right]\right\}=Q_{\mathrm{r}}\left\{\frac{7}{8}\right\}=\frac{7}{8} \\
& y(6)=Q_{\mathrm{r}}\left\{R\left[\frac{79}{64}\right]\right\}=Q_{\mathrm{r}}\left\{\frac{-49}{64}\right\}=-\frac{3}{4}  \tag{20.74}\\
& y(7)=Q_{\mathrm{r}}\left\{R\left[-\frac{77}{64}\right]\right\}=Q_{\mathrm{r}}\left\{\frac{51}{64}\right\}=\frac{3}{4} \\
& y(8)=Q_{\mathrm{r}}\left\{R\left[\frac{9}{8}\right]\right\}=Q_{\mathrm{r}}\left\{-\frac{7}{8}\right\}=-\frac{7}{8}
\end{align*}
$$

This is a large-scale oscillation with nearly full-scale amplitude.
There are several ways to prevent overflow oscillations in fixed-point filter realizations. The most obvious is to scale the filter calculations so as to render overflow impossible. However, this may unacceptably restrict the filter dynamic range. Another method is to force completed sums-of-products to saturate at $\pm 1$, rather than overflowing [18,19]. It is important to saturate only the completed sum, since intermediate overflows in two's complement arithmetic do not affect the accuracy of the final result. Most fixed-point digital signal processors provide for automatic saturation of completed sums if their saturation arithmetic feature is enabled. Yet another way to avoid overflow oscillations is to use a filter structure for which any internal filter transient is guaranteed to decay to zero [20]. Such structures are desirable anyway, since they tend to have low roundoff noise and be insensitive to coefficient quantization [21].

### 20.7 Coefficient Quantization Error

Each filter structure has its own finite, generally nonuniform grids of realizable pole and zero locations when the filter coefficients are quantized to a finite word length. In general the pole and zero locations desired in a filter do not correspond exactly to the realizable locations. The error in filter performance (usually measured in terms of a frequency response error) resulting from the placement of the poles and zeros at the nonideal but realizable locations is referred to as coefficient quantization error.

Consider the second-order filter with complex-conjugate poles

$$
\begin{align*}
\lambda & =r e^{ \pm j \theta} \\
& =\lambda_{r} \pm j \lambda_{i} \\
& =r \cos (\theta) \pm j r \sin (\theta) \tag{20.75}
\end{align*}
$$

and transfer function

$$
\begin{equation*}
H(z)=\frac{1}{1-2 r \cos (\theta) z^{-1}+r^{2} z^{-2}} \tag{20.76}
\end{equation*}
$$

realized by the difference equation

$$
\begin{equation*}
y(n)=2 r \cos (\theta) y(n-1)-r^{2} y(n-2)+x(n) \tag{20.77}
\end{equation*}
$$

Figure 20.3 from Ref. [5] shows that quantizing the difference equation coefficients results in a nonuniform grid of realizable pole locations in the $z$ plane. The grid is defined by the intersection of vertical lines


FIGURE 20.3 Realizable pole locations for the difference Equation of 20.76.
corresponding to quantization of $2 \lambda_{r}$ and concentric circles corresponding to quantization of $-r^{2}$. The sparseness of realizable pole locations near $z= \pm 1$ will result in a large coefficient quantization error for poles in this region.

Figure 20.4 gives an alternative structure to Equation 20.77 for realizing the transfer function of Equation 20.76. Notice that quantizing the coefficients of this structure corresponds to quantizing $\lambda_{r}$ and $\lambda_{i}$. As shown in Figure 20.5 from Ref. [5], this results in a uniform grid of realizable pole locations. Therefore, large coefficient quantization errors are avoided for all pole locations.

It is well established that filter structures with low roundoff noise tend to be robust to coefficient quantization, and vice versa [22-24]. For this reason, the uniform grid structure of Figure 20.4 is also popular because of its low roundoff noise. Likewise, the low-noise realizations of Ref. [7-10] can be expected to be relatively insensitive to coefficient quantization, and digital wave filters and lattice filters that are derived from low-sensitivity analog structures tend to have not only low coefficient sensitivity, but also low roundoff noise $[25,26]$.

It is well known that in a high-order polynomial with clustered roots, the root location is a very sensitive function of the polynomial coefficients. Therefore, filter poles and zeros can be much more accurately controlled if higher order filters are realized by breaking them up into the parallel or cascade connection of first- and second-order subfilters. One exception to this rule is the case of linear-phase


FIGURE 20.5 Realizable pole locations for the alternate realization structure.

FIR filters in which the symmetry of the polynomial coefficients and the spacing of the filter zeros around the unit circle usually permits an acceptable direct realization using the convolution summation.

Given a filter structure it is necessary to assign the ideal pole and zero locations to the realizable locations. This is generally done by simply rounding or truncating the filter coefficients to the available number of bits, or by assigning the ideal pole and zero locations to the nearest realizable locations. A more complicated alternative is to consider the original filter design problem as a problem in discrete optimization, and choose the realizable pole and zero locations that give the best approximation to the desired filter response [27-30].

### 20.8 Realization Considerations

Linear-phase FIR digital filters can generally be implemented with acceptable coefficient quantization sensitivity using the direct convolution sum method. When implemented in this way on a digital signal processor, fixed-point arithmetic is not only acceptable but may actually be preferable to floating-point arithmetic. Virtually all fixed-point digital signal processors accumulate a sum of products in a doublelength accumulator. This means that only a single quantization is necessary to compute an output. Floating-point arithmetic, on the other hand, requires a quantization after every multiply and after every add in the convolution summation. With 32-b floating-point arithmetic these quantizations introduce a small enough error to be insignificant for many applications.

When realizing IIR filters, either a parallel or cascade connection of first- and second-order subfilters is almost always preferable to a high-order direct-form realization. With the availability of very low-cost floating-point digital signal processors, like the Texas Instruments TMS320C32, it is highly recommended that floating-point arithmetic be used for IIR filters. Floating-point arithmetic simultaneously eliminates most concerns regarding scaling, limit cycles, and overflow oscillations. Regardless of the arithmetic employed, a low roundoff noise structure should be used for the second-order sections. Good choices are given in Refs. [2,10]. Recall that realizations with low fixed-point roundoff noise also have low floating-point roundoff noise. The use of a low roundoff noise structure for the second-order
sections also tends to give a realization with low coefficient quantization sensitivity. First-order sections are not as critical in determining the roundoff noise and coefficient sensitivity of a realization, and so can generally be implemented with a simple direct form structure.
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### 21.1 Introduction

Digital implementations of filters are preferred over analog realizations for many reasons. Improvements in VLSI technology have enabled digital filters to be used in an increasing number of application domains.

There are a variety of methods that can be used to implement digital filters. In this chapter we focus on the use of traditional VLSI digital logic families such as CMOS, rather than more exotic approaches. The vast majority of implementations encountered in practice make use of traditional technologies because the performance and cost characteristics of these approaches are so favorable.

Digital filter implementations can be classified into several categories based on the architectural approach used: general purpose, special purpose, and programmable logic implementations. The choice of a particular approach should be based upon the flexibility and performance required by a particular application. General-purpose architectures possess a great deal of flexibility, but are somewhat limited in performance, being best suited for relatively low sampling frequencies, usually under 10 MHz . Specialpurpose architectures are capable of much higher performance, with sampling frequencies as high as 1 GHz , but are often only configurable for one application domain. Programmable logic implementations lie somewhere between these extremes, providing both flexibility and reasonably high performance, with sampling rates as high as 200 MHz .

Digital filtering implementations have been strongly influenced by evolution of VLSI technology. The regular computational structures encountered in filters are well suited for VLSI implementation. This regularity often translates into efficient parallelism and pipelining. Further, the small set of computational structures required in digital filtering makes automatic synthesis of special-purpose and programmable logic designs feasible. The design automation of digital filter implementation is relatively simple
compared to the general design synthesis problem. For this reason, digital filters are often the test case for evaluating new device and computer-aided design technologies.

### 21.2 General-Purpose Processors

General-purpose digital signal processors are by far the most commonly used method for digital filter implementation, particularly at audio bandwidths. These systems possess architectures well suited to digital filtering, as well as other digital signal processing (DSP) algorithms.

### 21.2.1 Historical Perspective

General-purpose digital signal processors trace their lineage back to the microprocessors of the early 1980s. The generic microprocessors of that period were ill suited for the implementation of DSP algorithms, due to the lack of hardware support for numerical algorithms of significant complexity in those architectures. The primary requirement for DSP implementation was identified to be hardware support for multiplication, due to the large number of multiply-accumulate (MAC) operations in DSP algorithms and their large contribution to computational delays. The earliest widely available single chip general-purpose DSP implementation was from AT\&T, which evolved into the AT\&T DSP20 family. Products such as the Texas Instruments TMS32010 and NEC 7720 soon followed this. The early DSP chips exhibited several shortcomings, such as difficult programming paradigms, awkward architectures for many applications, and limited numerical precision. Many of these difficulties were imposed by the limits of the VLSI technology of the time, and some by inexperience in this particular application area. Despite these shortcomings, however, the early processors were well suited to the implementation of digital filter algorithms, because digital filtering was identified as one of the target areas for these architectures. This match between architecture and algorithms continues to be exhibited in current general-purpose DSP chips.

### 21.2.2 Current Processors

There are a variety of general-purpose digital signal processors currently commercially available. We will look at several of the most common architectural families in detail, although this discussion will not be comprehensive by any means. The processors are best classified into two categories, fixed-point processors and floating-point processors. In both cases, these architectures are commonly (although not exclusively) based on a single arithmetic unit shared among all computations, which leads to constraints on the sampling rates that may be attained.

Fixed-point processors exhibit extremely high performance in terms of maximum throughput as compared to their floating-point counterparts. In addition, fixed-point processors are typically inexpensive as compared to floating-point options, due to the smaller integrated circuit die area occupied by fixed-point processing blocks. A major difficulty encountered in implementing filters on fixed-point processors is that overflow and underflow need to be prevented by careful attention to scaling, and round-off effects may be significant.

Floating-point processors, on the other hand, are significantly easier to program, particularly in the case of complex algorithms, at the cost of lower performance and larger die area. Given the regular structure of most digital filtering algorithms and computer-aided design support for filters based on limited precision arithmetic, fixed-point implementations may be the more cost effective option for this type of algorithm. Because of the prevalence of both types of general-purpose processor, examples of each will be examined in detail.

Two widely used floating-point processor families will be studied, although there are many contenders in this field. These families are the Texas Instruments family of floating-point DSPs, in particular the TI TMS320C3x (TI, 1992) family, and the Analog Devices ADSP-21020 family (Schweber, 1993). More


FIGURE 21.1 Texas Instruments TMS320C30 architecture.
recent examples of the TI family are the TMS320C67x DSP chips (TI, 2006a), and more recent Analog Devices parts are the ADSP-2116x SHARC chips (Analog Devices, 2006).
The architecture of the TI TMS320C30 is illustrated in Figure 21.1. The floating-point word size used by this processor was 32 bits. The most prominent feature of this chip was the floating-point arithmetic unit, which contains a floating-point multiplier and adder. This unit was highly pipelined to support high throughput, at the cost of latency; when data is input to the multiplier, for example, the results will not appear on the output from that unit until several clock cycles later. Other features included a separate integer unit for control calculations, and significant amounts ( 2 k words) of SRAM for data and on-chip instruction memory. On-chip ROM ( 4 k words) was also optionally provided in order to eliminate the need for an external boot ROM in some applications. This chip also included a 64 -word instruction cache to allow its use with lower speed memories. The modified Harvard architecture, that is, the separate data and instruction buses, provided for concurrent instruction and data word transfers within one cycle time. The TMS320C30 offered instruction cycle times as low as 60 ns. A code segment which implements portions of an finite impulse response (FIR) filter on this device was

```
    RPTS RC
    MPYF3 *AR0++(1),*AR1++(1)%,R0
| ADDF3 R0,R2,R2
ADDF R0,R2,R0
```

where the MPYF3 instruction performs a pipelined multiply operation in parallel with data and coefficient pointer increments. The ADDF3 instruction is performed in parallel with the MPYF3 instruction, as denoted by the "||" symbol. Because these operations are in parallel, only one instruction cycle per tap is required. An FIR filter tap was benchmarked at 60 ns on this chip. Similarly, a typical biquad infinite impulse response (IIR) filter code segment was

```
MPYF3 *AR0,*AR1,R0
MPYF3 *++ARO(1),*AR1-- (1) %,R1
MPYF3 *++ARO (1),*AR1,R0
```

```
| ADDF3 R0,R2,R2
    MPYF3 *++ARO (1),*AR1-- (1) %,R0
| ADDF3 R0,R2,R2
    MPYF3 *++ARO (1),R2,R2
| STF R2,*AR1++(1)%
    ADDF R0,R2
    ADDF R1,R2,R0
```

where the MPYF3 and ADDF3 instructions implement the primary filter arithmetic and memory pointer modification operations in parallel, as in the previous example. The biquad IIR benchmark on this processor was 300 ns . More recent members of the TI floating-point family such as the TMS320C6727 support two parallel FIR filter taps at 2.86 ns and two IIR biquad sections at 106 ns .

Another floating-point chip worthy of note is the Analog Devices ADSP-21020 series. The architecture of the ADSP-21020 chip is shown in Figure 21.2. This chip can be seen to share a number of features with the TMS320C3x family, that is, a 32 bit by 32 bit floating-point MAC unit (not pipelined), modified Harvard architecture, and 16 words of on-chip memory. In this case, the scratchpad memory was organized into register files, much like a general-purpose RISC architecture register set. The memory capacity of this device was significantly smaller than that of its competitors. As in the case of the TMS320C3x, on the other hand, an instruction cache ( 32 words) was also provided. The cycle time for the ADSP-21020 was 40 ns . An N tap FIR filter code segment illustrates the operation of this device,

```
    i0 = coef;
    f9 \(9=0.0\);
    \(\mathrm{f} 1=0 ; \mathrm{f} 4=\mathrm{dm}(\mathrm{i} 0, \mathrm{~m} 0) ; \mathrm{f} 5=\mathrm{pm}(\mathrm{i} 8, \mathrm{~m} 8)\);
    lentr \(=\mathrm{N}, \mathrm{DO}\) bottom until lce;
bottom: \(\quad \mathrm{f} 1=\mathrm{f} 1+\mathrm{f} 9 ; \mathrm{f} 9=\mathrm{f} 4 * \mathrm{f} 5 ; \mathrm{f} 4=\mathrm{dm}(\mathrm{i} 0, \mathrm{~m} 0) ; \mathrm{f} 5=\mathrm{pm}(\mathrm{i} 8, \mathrm{~m} 8)\);
\(\mathrm{f} 1=\mathrm{f} 1+\mathrm{f} 9\);
```



FIGURE 21.2 Analog devices ADSP-21020 architecture.
where the "*" and " + " instructions perform the MAC operations, and the dm() and pm() instructions perform the memory address update operations in parallel. An FIR filter tap thus executed in one instruction per tap on the ADSP-21020, or in 40 ns. An IIR filter biquad section required 200 ns on this chip. More recent members of this family such as the ADSP-21367 support FIR filter taps at 3 ns and IIR biquad sections at 60 ns. Note that while the assembly language for the Analog Devices chip was significantly different from that of the Texas Instruments chip, the architectural similarities are striking.

Two families of fixed-point digital signal processors will also be examined and compared. These are the Texas Instruments TMS320C5x family (TI, 1993) and the Motorola DSP56000 series of devices (Motorola, 1989). More recent examples of the TI family are the TMS320C62x DSP chips (TI, 2006b) and more recent Motorola parts are the DSP56300 series of chips (Motorola, 2007).

The Texas Instruments TMS320C5x series devices were high performance digital signal processors derived from the original TI DSP chip, the TMS32010, and its successor, the TMS320C2x. The architecture of the TMS320C50 is shown in Figure 21.3. This chip was based on the Harvard architecture, that is, separate data and instruction buses. This additional bandwidth between processing elements supported rapid concurrent transfers of data and instructions. This chip used a 16 bit by 16 bit fixedpoint multiplier and a 32-bit accumulator, and up to 10k words on-chip scratchpad RAM. This architecture supported instruction rates of 50 ns . An FIR filter code segment is shown below, where the primary filter tap operations were performed by the MACD instruction,

```
RPTK N
MACD *-,COEFFP
```

This exhibits a general similarity with that for the TI floating-point chips, in particular a single instruction cycle per tap, although in this case a single instruction was executed as opposed to two parallel instructions on the TMS320C3x. The memory addressing scheme was also significantly different. An FIR filter on the TMS320C5x could thus be implemented in 25 ns per tap. An Nth-order IIR filter code segment is show below, where the MACD and AC instructions performed the primary multiplication operations,


FIGURE 21.3 Texas Instruments TMS320C50 architecture.

```
ZPR
LACC *,15,AR1
RPT # (N-2)
AC COEFFB,*-
APAC
SACH *,1
ADRK N-1
RPTZ #(N-1)
MACD COEFFA,*-
LTA *,AR2
SACH *,1
```

A single IIR biquad section could be performed in 250 ns on this chip. More recent members of the TI family such as the TMS320C6203C support two parallel FIR filter taps at 3.33 ns speeds and IIR biquad sections at 66.6 ns .

The Motorola 56001 series was a fixed-point architecture with 24 -bit word size, as opposed to the smaller word sizes in most fixed-point DSP chips. The architecture of the 56001 is depicted in Figure 21.4. This chip shared many of the same features as other DSP chips, that is, Harvard architecture, on-chip scratchpad memory ( 512 words), and hardware MAC support, in this case 24 bit by 24 bit operators which form a 56 bit result. The instruction cycle time of the Motorola 56001 was 97.5 ns. An FIR filter implemented on the 56001 might use the code segment shown below,

```
MOVE #AADDR, R0
MOVE #BADDR+n, R4
NOP
```



FIGURE 21.4 Motorola 56001 architecture.

| CLR A | $\mathrm{X}:(\mathrm{RO})+, \mathrm{XO}$ | $\mathrm{Y}:(\mathrm{R} 4)-, \mathrm{YO}$ |
| :--- | :--- | :--- | :--- |
| REP \#N |  |  |
| MAC X0,Y0,A | $\mathrm{X}:(\mathrm{RO})+, \mathrm{XO}$ | $\mathrm{Y}:(\mathrm{R} 4)-, \mathrm{YO}$ |
| RND A |  |  |

where the MAC instruction retrieves data from the appropriate registers, loads it into the multiplier, and leaves the result in the accumulator. The 56001 could perform FIR filtering at a rate of one instruction per tap, or 97.5 ns per tap. An IIR filter code segment used the MAC instruction, as well as several others to set up the registers for the arithmetic unit, as shown below.

| OR | \#\$08, MR |  |  |
| :---: | :---: | :---: | :---: |
| RND | A | $\mathrm{X}:(\mathrm{RO})-, \mathrm{XO}$ | $\mathrm{Y}:(\mathrm{R} 4)+, \mathrm{YO}$ |
| MAC | -Y0, X0, A | X: (R0) - , X1 | $\mathrm{Y}:(\mathrm{R} 4)+, \mathrm{YO}$ |
| MAC | -Y0, X1, A | X1, $\mathrm{X}:(\mathrm{RO})+$ | $\mathrm{Y}:(\mathrm{R} 4)+, \mathrm{YO}$ |
| MAC | YO, X0, A | A, $\mathrm{X}:(\mathrm{RO})$ | Y: (R4) , Y0 |
| MAC | Y0, X1, A |  | 1 |
| MOVE | A, X: | UTPUT |  |

The 56001 could compute a second-order IIR biquad in seven instruction cycles, or 682.5 ns. More recent members of this family such as the DSP56L307 support FIR filter taps at an asymptotic speed of 6.25 ns and IIR biquad sections at 56.25 ns .

From these examples, it can be seen that general-purpose DSP processors possess many common features which make them well suited for digital filtering. The hardware MAC unit, Harvard architecture, and on-chip memory are consistent characteristics of these devices. The major shortcoming of such architectures for digital filtering is the necessity to multiplex a single arithmetic unit (or very small number of ALUs), which implies that sampling rates above $1 / N T$ are not possible, where $N$ is the number of atomic operations (e.g., FIR filter taps) and $T$ is the time to complete those operations.

### 21.2.3 Future Directions

Several trends have become apparent as VLSI technology has improved. One trend of note is the increasing use of parallelism, both on-chip and between chips. The support for multiprocessor communications in the TI TMS320C80 provides an avenue for direct parallel implementation of algorithms. Architectures based upon multiple fixed-point DSP processors on a single chip have also been fielded.

Another trend has been the development of better programming interfaces for the general-purpose chips. In particular, high level language compilers have improved to the point where they provide for reasonably good performance for complex algorithms, although still not superior to that obtained by manual assembly language programming.

This trend is being accelerated by an initiative called GNURadio (GNU Radio, 2007), which is making it easier to implement all types of digital filters purely in software in order to enable creation of software radios. GNURadio provides signal processing blocks implemented in $\mathrm{C}++$ that are connected together to form a complete communications system. The advantage of this software implementation is that it is generally hardware independent and can run on any general-purpose processor, opening up the world of digital implementations to anyone with a PC. The added flexibility comes at a loss of efficiency. Due to the generalized nature of the hardware independent system, the computations will not be implemented as efficiently as they would be if written in assembly for a specific processor. An IIR filter code segment from the GNURadio project is shown below:

```
acc=d_fftaps[0] * input;
for (i=1; i<n; i ++)
    acc += (d_fftaps[i] * d_prev_input[latest + i]
        + d_fbtaps[i] * d_prev_output[latest + i]);
```

This $\mathrm{C}++$ code segment from the GNURadio library implement a direct form 1 IIR filter where fftaps are the feed-forward taps and fbtaps are the feed-back taps. To use the GNURadio software for practical signal analysis, some sort of analog to digital apparatus is required. This can be as simple as a standard PC sound card or as complex as the universal software radio peripheral (USRP), which is sold by the maintainers of the GNURadio project as an RF front end that contains an onboard field programmable gate arrays (FPGA) and several optional daughter boards for the frequency band of interest (USRP, 2007).

Another trend that is worthy of note is the development of low-power DSP implementations. These devices are targeted at the wireless personal communications system (PCS) marketplace, where minimum power usage is critical. The developments in this area have been particularly striking, given the strong dependence of power consumption on clock frequency, which is usually high in DSP implementations. Through a combination of careful circuit design, power supply voltage reductions, and architectural innovations, extremely low power implementations have been realized.

A final trend is related to the progress of general-purpose processors relative to DSP chips. The evolution of general-purpose DSP implementations may have come full circle, as general-purpose processors such as the Intel Pentium family and digital equipment company (DEC) Alpha family possess on-chip floating-point multiplication units, as well as memory bandwidths equaling or exceeding that of the DSP chips. These features are reflected in the performance of these chips on standard benchmarks (Stewart et al., 1992), in which the DEC Alpha outperforms the fastest DSP engines. Similar results were obtained from the Pentium upon the implementation of the MMX capabilities; even older Pentium chipsets outperform most floating-point and fixed-point DSP chips (BTDI, 2000).

These trends, particularly multiple processor parallelism and general-purpose ease of programming, are illustrated by the Cell Broadband Engine Architecture developed via a joint effort between Sony, Toshiba, and IBM (IBM, 2007). The Cell combines a standard Power architecture core with streamlined coprocessing components, with the first major use of the Cell being in Sony's Playstation 3 console. It was designed to bridge the gap between general-purpose processors and more specialized high-performance processors. The architecture consists of a main processor called the power processing element (PPE), eight coprocessors called the synergistic processing elements (SPEs), and a high-bandwidth bus connecting all of these elements. The PPE is able to run a conventional operating system because of its Power Architecture core, and has control over the eight SPEs allowing high performance and mathematically intensive tasks to be achieved.

### 21.3 Special-Purpose Implementations

The tremendous growth in the capabilities of VLSI technology and the corresponding decrease in the fabrication costs have lead to the wide availability advent of application-specific integrated circuits (ASICs). These devices are tailored to a particular application or domain of applications in order to provide the highest possible performance at low per-unit costs.

Although it is difficult to generalize, special-purpose implementations share some common features. The first is the high degree of parallelism in these designs. For example, a typical special-purpose FIR filter implementation will contain tens or hundreds of MAC units, each of which executes a filter tap operation at the same time. This is in contrast to most general-purpose architectures, in which a single MAC unit is shared. Another common feature is extensive pipelining between arithmetic operators; this leads to high sampling rates and high throughput, at some cost in latency. Finally, these implementations are often lacking in flexibility, being designed for specific application domains. The number of filter taps
may be fixed, or the filter coefficients themselves may be fixed. In almost all instances, these implementations are based on fixed-point arithmetic.

Because the implementation cost of multiplication operations is so large compared to other operations, significant research effort has been expended on developing fast and efficient multiplier architectures, as well as digital filter design techniques that can be used to reduce the number of multiplications. A large number of multiplier architectures have been developed, ranging from bit-serial structures to bit and word level pipelined array designs (Ma and Taylor, 1990). The most appropriate architecture is a function of the application requirements, as various area versus speed options are available. The other major research direction is the minimization of multiplication operations. In this case, multiplications are eliminated by conscientious structuring of the realization, as in linear phase filters, circumvented by use of alternate number systems such as the residue number system (RNS), or simplified to a limited number of shift-and-add operations. The later option has been used successfully in a large number of both FIR and IIR realizations, some of which will be discussed below.

Historically, bit-serial implementations of digital filters have been of some interest to researchers and practitioners in the early days of VLSI because of the relatively high cost of silicon area devoted to both devices and routing (Denyer and Renshaw, 1985). Even in primitive technologies, bit-serial implementations could exploit the natural parallelism in digital filtering algorithms.

As clock rates have risen, and silicon area has become more economical, parallel implementations have become the most effective way of implementing high-performance digital filters. The concept of the systolic array has strongly influenced the implementation of both FIR and IIR filters (Kung, 1988). Systolic arrays are characterized by spatial and temporal locality, that is, algorithms and processing elements should be structured to minimize interconnection distances between nodes and to provide at least a single delay element between nodes. Interconnection distances need to be kept to a minimum to reduce delays associated with signal routing, which is becoming the dominant limiting factor in VLSI systems. Imposing pipeline delays between nodes minimizes computational delay paths and leads to high throughput.

These characteristic features of special-purpose digital filter designs will be illustrated by examples of FIR and IIR filter implementations. It should be noted that it is increasingly difficult to identify ASICs that only perform digital filtering; as VLSI capabilities increase, this functionality is more typically embedded with other functions in very application-focused devices.

### 21.3.1 FIR Filter Examples

FIR filters may be implemented in a number of ways, depending on application requirements. The primary factors that must be considered are the filter length, sampling rate, and area, which determine the amount of parallelism that can be applied. Once the degree of parallelism and pipelining are determined, the appropriate general filter structure can be determined.

A typical high-performance FIR filter implementation (Khoo et al., 1993) provided sampling rates of 180 MHz for 32 linear phase taps. This chip used canonical signed digit (CSD) coefficients. This representation is based on a number system in which the digits take the values ( $-1,0,1$ ). A filter tap can be implemented with a small number of these digits, and hence that tap requires a small number of shift-and-add operations. Each coefficient was implemented based on two bit shift-and-add units, as depicted in Figure 21.5. Delay elements are bypassed during configuration to allow realization of coefficients with additional bits. This chip also made use of extensive pipelining, carry-save addition, and advanced single-phase clocking techniques to provide high throughput.

In part due to the highly structured nature of FIR filtering algorithms, automatic design tools have been used to successfully implement high-performance FIR filters similar to that just presented. These methods often integrate the filter and architectural design into a unified process which can effectively utilize silicon area to provide the desired performance.

At the other extreme of performance was the Motorola 56200 FIR filter chip (Motorola, 1988) (Figure 21.6). This chip, although quite old, represents an approach to the custom implementation of


FIGURE 21.5 Custom FIR filter architecture for 180 MHz sampling rates.


FIGURE 21.6 Motorola 56200 architecture.
long (several hundred taps) FIR filters. In this case, a single processing element was multiplexed among all of the filter taps, similar in concept to the approach used in general-purpose DSP processors. Due to the regularity of the filter structure, extensive pipelining in the arithmetic unit could be used to support a large number of taps at audio rates. This chip could be used to realize a 256 tap FIR filter at sampling rates up to 19 kHz , with higher performance for shorter filters. Longer filters could be implemented using cascaded processors.

A comparison of implementations (Hartley et al., 1989; Hatamian and Rao, 1990; Khoo et al., 1993; Laskowski and Samueli 1992; Ruetz, 1989; Yassa et al., 1987; Yoshino et al., 1990) illustrates the range of design and performance options. This is illustrated in Table 21.1, where the "score" is calculated

TABLE 21.1 FIR Filter ASIC Comparison

| Design | Taps | Area $\left(\mathrm{mm}^{2}\right)$ | Rate $(\mathrm{MHz})$ | Technology $(\mu \mathrm{m})$ | Score |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Khoo 93 | 32 | 20.1 | 180.0 | 1.2 | 495.2 |
| Laskowski 92 | 43 | 40.95 | 150.0 | 1.2 | 139.3 |
| Yoshino 90 | 64 | 48.65 | 100.0 | 0.8 | 33.68 |
| Ruetz 89 | 64 | 225.0 | 22.0 | 1.5 | 21.12 |
| Yassa 87 | 16 | 17.65 | 30.0 (est.) | 1.25 | 53.12 |
| Hartley 89 | 4 | 25.8 (est.) | 37.0 | 1.25 | 11.20 |
| Hatamian 90 | 40 | 22.0 | 100.0 | 0.9 | 132.5 |

according to the sampling rate multiplied by the number of taps per unit area, with normalization for the particular technology used. This simplistic comparison does not consider differences in word length or coefficient codings, but it does provide some insight into the results of the various design approaches. A significant number of other digital FIR filtering chips exist, both research prototypes and commercial products; this exposition only outlines some of the architectural options.

### 21.3.2 IIR Filter Examples

Custom IIR filter implementations are also most commonly based on parallel architectures, although there are somewhat fewer custom realizations of IIR filters than FIR filters. A significant difficulty in the implementation of high performance IIR filters in the need for feedback in the computation of an IIR filter section. This limits the throughput that can be attained to at least one MAC cycle in a straightforward realization. Another difficulty is the numerical stability of IIR filters with short coefficients, which makes aggressive quantization of coefficients less promising.

In order to address the difficulties with throughput limitation due to feedback, structures based on systolic concepts have been developed. Although the feedback problem imposes a severe constraint on the implementation, use of bit and word level systolic structures which pipeline data most significant digit first can minimize the impact of this restriction (Woods et al., 1990). Using these techniques, and a Signed Binary Number Representation (SBNR) similar to a CSD code, first-order sections with sampling rates of 15 MHz were demonstrated in a $1.5 \mu \mathrm{~m}$ standard cell process in an area of $21.8 \mathrm{~mm}^{2}$. This particular design used fairly large coefficient and data words, however, at 12 bits and 11 bits, respectively.

The numerical stability problem has been addressed through a variety of techniques. One of these is based on minimizing limited precision effects by manipulation of traditional canonical filter structures and clever partitioning of arithmetic operations. A more recent and general approach is based on modeling the digital implementations of filters after their analog counterparts; these classes of filters are known as wave digital filters (WDFs) (Fettweis, 1986). WDFs exhibit good passband ripple and stopband attenuation, with high tolerance to limited wordlength effects. Because of the latter property, efficient implementations based on short word sizes are feasible. A WDF design for a second-order section in custom $1.5 \mu \mathrm{~m}$ CMOS based on a restricted coefficient set akin to CSD supported 10 MHz sampling rates in an area of $12.9 \mathrm{~mm}^{2}$ (Wicks and Summerfield, 1993).

### 21.3.3 Future Trends

The future trends in digital filter implementation appear to be a fairly straightforward function of the increasing capability of VLSI devices. In particular, more taps and filter sections per chip and higher sampling rates are becoming achievable. Related to these trends are higher degrees of on-chip parallelism. Further, programmability is more reasonable as density and speed margins increase, although there is still a high cost in area and performance. Finally, special-purpose implementations show extraordinary promise in the area of low power systems, where custom circuit design techniques and applicationspecific architectural features can be combined to best advantage.

### 21.4 Programmable Logic Implementations

The rapid evolution of VLSI technology has enabled the development of several high-density programmable logic architectures. There are several novel features that make these devices of interest beyond their traditional field-of-state machine implementation. In particular, the density of the largest of these devices is over $12,000,000$ gates (Xilinx, 2007), which encompasses the level of complexity found in the majority of ASICs (although some ASICs are significantly more complex). This level of complexity is sufficient to support many designs that would traditionally need to be implemented as ASICs. The speed of
programmable logic devices (PLDs) and FPGAs is quite reasonable, with toggle rates on the order of 550 MHz (Xilinx, 2007). While this is not as great as custom implementations, it does allow many applications to be realized in this new technology.

One of the most significant features of FPGA implementations is the capability for in-system reprogrammability in many FPGA families. Unlike traditional field programmable parts based on anti-fuse technology and which can only be programmed once, many of the new architectures are based on memory technology. This means that entirely new computational architectures can be implemented simply by reprogramming the logic functions and interconnection routing on the chip. Ongoing research efforts have been directed toward using FPGAs as generalized coprocessors for supercomputing and signal processing applications.

The implications of programmable device technology for filter implementation are significant. These devices provide an enormous amount of flexibility, which can be used in the implementation of a variety of novel architectures on a single chip. This is particularly useful for rapid prototyping of digital filtering algorithms, where several high-performance designs can be evaluated in a target environment on the same hardware platform. Further, complex adaptive systems based on this technology and which use a variety of signal processing and digital filter techniques are becoming increasingly popular in a variety of applications.

Because many of the programmable logic architectures are based on SRAM technology, the density of these devices can be expected to grow in parallel with the RAM growth curve, that is, at approximately $60 \%$ per year. Further, since these devices may be used for a large variety of applications, they have become high-volume commodity parts, and hence prices are relatively low compared to more specialized and low-volume DSP chips. This implies that new DSP systems that were not previously technically and economically feasible to implement in this technology are now feasible.

One of the extra costs of this approach, as opposed to the full custom strategy, is the need for support chips. Several chips are typically needed, including memory to store the programmable device configuration, as well as logic to control the downloading of the program. These issues are generally outweighed by the flexibility provided by programmable solutions.

We will next examine the implementation of several FIR and IIR digital filtering architectures based on FPGAs.

### 21.4.1 FIR Filter Implementations

Several approaches to the FPGA implementation of FIR filters can be taken. Due to the flexibility of these parts, switching from one architecture to the next only requires reprogramming the device, subject to constraints on I/O pin locations. Two fundamental strategies for realizing FIR filters will be illustrated here, one which is suited to relatively short filters (or longer filters cascaded across several chips) operating at high rates, and another which is suited for longer filters at lower rates.

A high-performance FIR filter example (Evans, 1993), illustrated in Figure 21.7, was based on the observation that since the entire device is reprogrammable, architectures in which filter coefficient multiplications are implemented as "hardwired" shifts can be easily reconfigured depending on the desired filter response. In this example, each of the coefficients was represented in a CSD code with a limited number of nontrivial (e.g., nonzero) bits, which allowed each tap to be implemented as a small number of shift-and-add operations. A filter tap could be implemented in two columns of logic blocks on a Xilinx 3100-series FPGA (Xilinx, 1993), where the two columns of full adders and associated delays implement a tap based on CSD coefficients with two nontrivial bits. With this architecture, up to 11 taps could be implemented on a single Xilinx XC3195 FPGA at sampling rates of above 40 MHz . Longer filters could be implemented by a cascade of FPGA devices.

An FIR filter architecture for longer filters was based upon implementation of several traditional MAC units on one chip, as shown in Figure 21.8. Each of these MAC units could then be shared among a large number of filter tap computations, much as the single MAC unit in the Motorola 56200 was multiplexed.


FIGURE 21.7 High-performance FIR architecture on FPGAs.


FIGURE 21.8 FIR architecture on FPGAs for large number of taps.

Since four multipliers could be implemented in the Xilinx 4000-series, the inherent parallelism of FIR filters can be exploited to support sampling rates of up to 1.25 MHz for 32 taps in that technology.

### 21.4.2 IIR Filter Implementations

As in the case of FIR filters, IIR filters can be implemented using a "hardwired" architecture suited to high performance, or a more traditional approach based on general MAC units. In the case of IIR filters, however, the hardwired implementation is significantly more desirable than the alternate approach due to the difficulty in rescheduling multiplexed processing elements in a system with feedback.

An architecture which is reconfigured to implement different filters will generally provide both highperformance and good area efficiency. An example of such a system is shown in Figure 21.9, in which two IIR biquad sections were implemented on a single FPGA using a traditional canonical filter structure (Chou et al., 1993). Each of the columns realized a shift-and-add for one nontrivial bit of a coefficient, where the shaded blocks also contained delay registers. This implementation yielded sampling rates of better than 10 MHz for typical coefficients.


FIGURE 21.9 High-performance IIR architecture on FPGAs.

A more traditional approach to the realization of IIR filters using MAC units is also possible, but may be less efficient. The general architecture is similar to that of the FIR filter in Figure 21.8, with slight modifications to the routing between arithmetic units and support for scaling necessary in an IIR biquad section.

### 21.4.3 Future Trends

Because of the rapid advances in FPGA technology, higher performance digital filtering may in fact be possible with programmable logic than with typical custom ASIC approaches (Moeller, 1999). In addition, there are a wide variety of DSP core functions being offered by FPGA manufacturers (Xilinx, 2000) which will further accelerate this revolution in DSP implementation.
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## Further Information

The publication IEEE Transactions on Circuits and Systems-II: Analog and Digital Signal Processing frequently contains articles on the VLSI implementation of digital filters as well as design methods for efficient implementation. The IEEE Transactions on Signal Processing often includes articles in these areas as well. Articles in the IEEE Journal on Solid State Circuits, the IEEE Transactions on VLSI Systems, and the IEE Electronics Letters regularly cover particular implementations of digital filters.

The conference proceedings for the IEEE International Symposium on Circuits and Systems and the IEEE International Conference on Acoustics, Speech, and Signal Processing also contain a wealth of information on digital filter implementation.

The textbook VLSI Array Processors by S. Y. Kung discusses the concept of systolic arrays at length. The textbook Software Radio: A Modern Approach to Radio Engineering by Jeffrey Reed covers issues engineers must understand in order to utilize DSP in software radio subsystems. The textbook Digital Signal Processing with Field Programmable Gate Arrays by Uwe Meyer-Baese discusses how FPGA implementations are revolutionizing digital signal processing and covers implementations of FIR and IIR filters along with several other DSP processing systems on FPGAs.
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### 22.1 Introduction

In this chapter, methods of designing two-dimensional (2-D) finite-extent impulse response (FIR) discrete-time filters are described. 2-D FIR filters offer the advantages of phase linearity and guaranteed stability, which makes them attractive in applications. Over the years an extensive array of techniques for designing 2-D FIR filters has been accumulated [14,23,30]. These techniques can be conveniently classified into the two categories of general and specialized designs. Techniques in the category of general design are intended for approximation of arbitrary desired frequency responses usually with no structural constraints on the filter. These techniques include approaches such as windowing of the ideal impulse response (IIR) [22] or the use of suitable optimality criteria possibly implemented with iterative algorithms. On the other hand, techniques in the category of special design are applicable to restricted classes of filters, either due to the nature of the response being approximated or due to imposition of structural constraints on the filter used in the design. The specialized designs are a consequence of the observation that commonly used filters have characteristic underlying features that can be exploited to simplify the problem of design and implementation. The stopbands and passbands of filters encountered
in practice are often defined by straight-line, circular, or elliptical boundaries. Specialized design methodologies have been developed for handling these cases and they are typically based on techniques such as the transformation of one-dimensional (1-D) filters or the rotation and translation of separable filter responses. If the desired response possesses symmetries, then the symmetries imply relationships among the filter coefficients, which are exploited in both the design and the implementation of the filters. In some design problems it may be advantageous to impose structural constraints in the form of parallel and cascade connections.
The material in this chapter is organized as follows. A preliminary discussion of characteristics of 2-D FIR filters and issues relevant to the design methods appears in Section 22.2. Following this, methods of general and special FIR filter design are described in Sections 22.3 and 22.4, respectively. Several examples of design illustrating the procedure are also presented. Issues in 2-D FIR filter implementation are briefly discussed in Section 22.5. Finally, two-dimensional filter banks are briefly discussed in Section 22.6, and a list of sources for further information is provided.

### 22.2 Preliminary Design Considerations

In any 2-D filter design there is a choice between FIR and IIR filters, and their relative merits are briefly examined next. 2-D FIR filters offer certain advantages over 2-D IIR filters as a result of which FIR filters have found widespread use in applications such as image and video processing. One key attribute of an FIR filter is that it can be designed with strictly linear passband phase, and it can be implemented with small delays without the need to reverse the signal array during processing. A 2-D FIR filter impulse response has only a finite number of nonzero samples which guarantee stability. On the other hand, stability is difficult to test in the case of 2-D IIR filters due to the absence of a 2-D counterpart of the fundamental theorem of algebra, and a 2-D polynomial is almost never factorizable. If a 2-D FIR filter is implemented nonrecursively with finite precision, then it does not exhibit limit cycle oscillations. Arithmetic quantization noise and coefficient quantization effects in FIR filter implementation are usually very low. A key disadvantage of FIR filters is that they typically have higher computational complexity than IIR filters for meeting the same magnitude specifications, especially in cases where the specifications are stringent.

The term 2-D FIR filter refers to a linear shift-invariant system whose input-output relation is represented by a convolution [14]

$$
\begin{equation*}
y\left(n_{1}, n_{2}\right)=\sum_{\left(k_{1}, k_{2}\right) \in} \sum_{I} h\left(k_{1}, k_{2}\right) x\left(n_{1}-k_{1}, n_{2}-k_{2}\right), \tag{22.1}
\end{equation*}
$$

where
$x\left(n_{1}, n_{2}\right)$ and $y\left(n_{1}, n_{2}\right)$ are the input and the output sequences, respectively
$h\left(n_{1}, n_{2}\right)$ is the impulse response sequence
$I$ is the support of the impulse response sequence
FIR filters have compact support, meaning that only a finite number of coefficients are nonzero. This makes the impulse response sequence of FIR filters absolutely summable, thereby ensuring filter stability. Usually the filter support, $I$, is chosen to be a rectangular region centered at the origin, e.g., $I=\left\{\left(n_{1}, n_{2}\right):-N_{1} \leq n_{1} \leq N_{1},-N_{2} \leq n_{2} \leq N_{2}\right\}$. However, there are some important cases where it is more advantageous to select a nonrectangular region as the filter support [32].

Once the extent of the impulse response support is determined, the sequence $h\left(n_{1}, n_{2}\right)$ should be chosen in order to meet given filter specifications under suitable approximation criteria. These aspects are elaborated in Section 22.2.1. This is followed by a discussion of phase linearity and filter response symmetry considerations and then some guidelines on using the design methods are provided (Sections 22.2.2 and 22.2.3).

### 22.2.1 Filter Specifications and Approximation Criteria

The problem of designing a 2-D FIR filter consists of determining the impulse response sequence, $h\left(n_{1}, n_{2}\right)$, or its system function, $H\left(z_{1}, z_{2}\right)$, in order to satisfy given requirements on the filter response. The filter requirements are usually specified in the frequency domain, and only this case is considered here. The frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, corresponding to the impulse response $h\left(n_{1}, n_{2}\right)$, with a support, $I$, is expressed as

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=\sum_{\left(n_{1}, n_{2}\right) \in I} h\left(n_{1}, n_{2}\right) e^{-j\left(n_{1} \omega_{1}+n_{2} \omega_{2}\right)} . \tag{22.2}
\end{equation*}
$$

Note that $H\left(\omega_{1}, \omega_{2}\right)=H\left(\omega_{1}+2 \pi, \omega_{2}\right)=H\left(\omega_{1}, \omega_{2}+2 \pi\right)$ for all $\left(\omega_{1}, \omega_{2}\right)$. In other words, $H\left(\omega_{1}, \omega_{2}\right)$ is a periodic function with a period $2 \pi$ in both $\omega_{1}$ and $\omega_{2}$. This implies that by defining $H\left(\omega_{1}, \omega_{2}\right)$ in the region $\left\{-\pi<\omega_{1} \leq \pi,-\pi<\omega_{2} \leq \pi\right\}$, the frequency response of the filter for all $\left(\omega_{1}, \omega_{2}\right)$ is determined.

For 2-D FIR filters the specifications are usually given in terms of the magnitude response, $\left|H\left(\omega_{1}, \omega_{2}\right)\right|$. Attention in this chapter is confined to the case of a two-level magnitude design, where the desired magnitude levels are either 1.0 (in the passband) or 0.0 (in the stopband). Some of the procedures can be easily modified to accommodate multilevel magnitude specifications, as, for instance, in a case that requires the magnitude to increase linearly with distance from the origin in the frequency domain.

Consider the design of a 2-D FIR low-pass filter whose specifications are shown in Figure 22.1. The magnitude of the low-pass filter ideally takes the value 1.0 in the passband region, $F_{\mathrm{p}}$, which is centered around the origin, $\left(\omega_{1}, \omega_{2}\right)=(0,0)$, and 0.0 in the stopband region, $F_{\mathrm{s}}$. As a magnitude discontinuity is not possible with a finite filter support, $I$, it is necessary to interpose a transition region, $F_{\mathrm{t}}$, between $F_{\mathrm{p}}$ and $F_{\mathrm{s}}$. Also, magnitude bounds $\left|H\left(\omega_{1}, \omega_{2}\right)-1\right| \leq \delta_{\mathrm{p}}$ in the passband and $\left|H\left(\omega_{1}, \omega_{2}\right)\right| \leq \delta_{\mathrm{s}}$ in the stopband are specified, where the parameters $\delta_{p}$ and $\delta_{s}$ are positive real numbers, typically much less than 1.0. The frequency response $H\left(\omega_{1}, \omega_{2}\right)$ is assumed to be real. Consequently, the low-pass filter is specified in the frequency domain by the regions, $F_{\mathrm{p}}, F_{\mathrm{s}}$, and the tolerance parameters, $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{s}}$. A variety of stopband and passband shapes can be specified in a similar manner.

In order to meet given specifications, an adequate filter order (defined here to be the number of nonzero impulse response samples) needs to be determined. If the specifications are stringent, with tight tolerance parameters and small transition regions, then the filter support region, $I$, must be large. In other words, there is a trade-off between the filter support region, $I$, and the frequency domain specifications. In the general case the filter order is not known a priori, and may be determined either through an iterative process or using estimation rules if available. If the filter order is given, then in order to determine an optimum solution to the design problem, an appropriate optimality criterion is needed. Commonly used criteria in 2-D filter design are minimization of the $L_{p}$ norm, $p$ finite, of the approximation error, or the $L_{\infty}$ norm. If desired, a maximal flatness requirement at desired frequencies can be imposed

[^55][24]. It should be noted that if the specifications are given in terms of the tolerance bounds on magnitude, as described above, then the use of $L_{\infty}$ criterion is appropriate. However, the use of other criteria such as a weighted $L_{2}$ norm can serve to arrive at an almost minimax solution [2,10].

### 22.2.2 Zero-Phase FIR Filters and Symmetry Considerations

Phase linearity is important in many filtering applications. As in the 1-D case, a number of conditions for phase linearity can be obtained depending on the nature of symmetry. But the discussion here is limited to the case of "zero phase" design, with a purely real frequency response. A salient feature of 2-D FIR filters is that realizable FIR filters, which have purely real frequency responses, are easily designed. The term "zero phase" is somewhat misleading in the sense that the frequency response may be negative at some frequencies. The term should be understood in the sense of "zero phase in passband" because the passband frequency response is within a small deviation of the value 1.0. The frequency response may assume negative values in the stopband region where phase linearity is immaterial. In frequency domain, the zero-phase or real frequency response condition corresponds to

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=H^{\star}\left(\omega_{1}, \omega_{2}\right) \tag{22.3}
\end{equation*}
$$

where $H^{\star}\left(\omega_{1}, \omega_{2}\right)$ denotes the complex conjugate of $H\left(\omega_{1}, \omega_{2}\right)$. The condition Equation 22.3 is equivalent to

$$
\begin{equation*}
h\left(n_{1}, n_{2}\right)=h^{\star}\left(-n_{1},-n_{2}\right) \tag{22.4}
\end{equation*}
$$

in the spatial-domain. Making a common practical assumption that $h\left(n_{1}, n_{2}\right)$ is real, the above condition reduces to

$$
\begin{equation*}
h\left(n_{1}, n_{2}\right)=h\left(-n_{1},-n_{2}\right) \tag{22.5}
\end{equation*}
$$

implying a region of support with the above symmetry about the origin.
Henceforth, only the design of zero-phase FIR filters is considered. With $h\left(n_{1}, n_{2}\right)$ real, and satisfying Equation 22.5, the frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, is expressed as

$$
\begin{align*}
H\left(\omega_{1}, \omega_{2}\right) & =h(0,0)+\sum_{\left(n_{1}, n_{2}\right) \in I_{1}} h\left(n_{1}, n_{2}\right) e^{-j\left(\omega_{1} n_{1}+\omega_{2} n_{2}\right)}+\sum_{\left(n_{1}, n_{2}\right) \in I_{2}} h\left(n_{1}, n_{2}\right) e^{-j\left(\omega_{1} n_{1}+\omega_{2} n_{2}\right)} \\
& =h(0,0)+\sum_{\left(n_{1}, n_{2}\right) \in I_{1}} 2 h\left(n_{1}, n_{2}\right) \cos \left(\omega_{1} n_{1}+\omega_{2} n_{2}\right) \tag{22.6}
\end{align*}
$$

where $I_{1}$ and $I_{2}$ are disjoint regions such that $I_{1} \cup I_{2} \cup\{(0,0)\}=I$, and if $\left(n_{1}, n_{2}\right) \in I_{1}$, then $\left(-n_{1},-n_{2}\right) \in I_{2}$.

In order to understand the importance of phase linearity in image processing, consider an example that illustrates the effect of nonlinear-phase filters on images. In Figure 22.2a, an image that is corrupted by white Gaussian noise is shown. This image is filtered with a nonlinear-phase low-pass filter and the resultant image is shown in Figure 22.2b. It is observed that edges and textured regions are severely distorted in Figure 22.2b. This is due to the fact that the spatial alignment of frequency components that define an edge in the original is altered by the phase nonlinearity. The same image is also filtered with a zero-phase low-pass filter, $H\left(\omega_{1}, \omega_{2}\right)$, which has the same magnitude characteristics as the nonlinearphase filter. The resulting image is shown in Figure 22.2c. It is seen that the edges are perceptually preserved in Figure 22.2c, although blurred due to the low-pass nature of the filter. In this example, a separable zero-phase low-pass filter, $H\left(\omega_{1}, \omega_{2}\right)=H_{1}\left(\omega_{1}\right) H_{1}\left(\omega_{2}\right)$, is used, where $H_{1}(\omega)$ is a 1-D Lagrange filter with a cutoff $\pi / 2$. In spatial domain $h\left(n_{1}, n_{2}\right)=h_{1}\left(n_{1}\right) h_{1}\left(n_{2}\right)$ where $h_{1}(n)=\{\ldots, 0,-1 / 32,0,9 / 32$,


FIGURE 22.2 (a) Original image of $696 \times 576$ pixels; (b) nonlinear-phase low-pass filtered image; and (c) zerophase low-pass filtered image.
$1 / 2,9 / 32,0,-1 / 32,0, \ldots\}$ is the impulse response of the seventh-order symmetric (zero-phase) 1-D Lagrange filter. The nonlinear-phase filter is a cascade of the above zero-phase filter with an allpass filter.

In some filter design problems, symmetries in frequency domain specifications can be exploited by imposing restrictions on the filter coefficients and the shape of the support region for the impulse response. A variety of symmetries that can be exploited is extensively studied in Refs. [3,32,44,45]. For example, a condition often encountered in practice is the symmetry with respect to each of the two frequency axes. In this case, the frequency response of a zero-phase filter satisfies

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=H\left(-\omega_{1}, \omega_{2}\right)=H\left(\omega_{1},-\omega_{2}\right) \tag{22.7}
\end{equation*}
$$

This yields an impulse response that is symmetric with respect to the $n_{1}$ and $n_{2}$ axes, i.e.,

$$
\begin{equation*}
h\left(n_{1}, n_{2}\right)=h\left(-n_{1}, n_{2}\right)=h\left(n_{1},-n_{2}\right) . \tag{22.8}
\end{equation*}
$$

By imposing symmetry conditions, one reduces the number of independently varying filter coefficients that must be determined in the design. This can be exploited in reducing both the computational complexity of the filter design and the number of arithmetic operations required in the implementation.

### 22.2.3 Guidelines on the Use of the Design Techniques

The design techniques described in this chapter are classified into the two categories of general and specialized designs. The user should use the techniques of general design in cases requiring approximation of arbitrary desired frequency responses, usually with no structural constraints on the filter. The specialized designs are recommended in cases where filters exhibit certain underlying features that can be exploited to simplify the problem of design and implementation.

In the category of general design, four methods are described. Of these, the windowing procedure is quick and simple. It is useful in situations where implementation efficiency is not critical, especially in single-use applications. The second procedure is based on linear programming, and is suitable for design problems where equiripple solutions are desired to meet frequency domain specifications. The remaining two procedures may also be used for meeting frequency domain specifications, and lead to nearly equiripple solution. The third procedure provides solutions for $L_{p}$ approximations. The fourth procedure is an iterative procedure that is easy to implement, and is convenient in situations where additional constraints are to be placed on the filter.

In the category of specialized design described here, the solutions are derived from 1-D filters. These often lead to computationally efficient implementation, and are recommended in situations where low implementation complexity is critical, and the filter characteristics possess features that can be exploited in the design. An important practical class of filters is one where specifications can be decomposed into a set of separable filter designs requiring essentially the design of suitable 1-D filters. Here the separable design procedure should be used. Another class of filters is one where the passbands and stopbands are characterized by circular, elliptical, or special straight-line boundaries. In this case a frequency transformation method called the McClellan transformation procedure proves effective. The desired 2-D filter constant-magnitude contours are defined by a proper choice of parameters in a transformation of variables applied to a 1-D zerophase filter. Finally, in some cases filter specifications are characterized by ideal frequency responses in which passbands and stopbands are separated by straight-line boundaries that are not suitable for applying the McClellan transformation procedure. In this case the design may be carried out by nonrectangular transformations and sampling grid conversions. The importance of this design method stems from the implementation efficiency that results from a generalized notion of separable processing.

### 22.3 General Design Methods for Arbitrary Specifications

Some general methods of meeting arbitrary specifications are now described. These are typically based on extending techniques of 1-D design. However, there are important differences. The Parks-McClellan procedure for minimax approximation based on the alternation theorem does not find a direct extension. This is because the set of cosine functions used in the 2-D approximation does not satisfy the Haar condition on the domain of interest [25], and the Chebyshev approximation does not have a unique solution. However, techniques that employ exchange algorithms have been developed for the 2-D case [20,25,36].

Here we consider four procedures in some detail. The first technique is based on windowing. It is simple, but not optimum for Chebyshev approximation. The second technique is based on frequency sampling, and this can be used to arrive at equiripple solutions using linear programming. Finally, two techniques for arriving iteratively at a nearly equiripple solution are described. The first of these is based on $L_{p}$ approximations using nonlinear optimization. The second is based on the use of alternating projections in the sample and the frequency domains.

### 22.3.1 Design of 2-D FIR Filters by Windowing

This design method is basically an extension of the window-based 1-D FIR filter design to the case of 2D filters. An IIR sequence, which is usually an infinite-extent sequence, is suitably windowed to make the
support finite. 1-D FIR filter design by windowing and classes of 1-D windows are described in detail in Section 22.2.

Let $h_{\mathrm{id}}\left(n_{1}, n_{2}\right)$ and $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$ be the impulse and frequency responses of the ideal filter, respectively. The impulse response of the required 2-D filter, $h\left(n_{1}, n_{2}\right)$, is obtained as a product of the IIR sequence and a suitable 2-D window sequence which has a finite-extent support, $I$, that is,

$$
h\left(n_{1}, n_{2}\right)=\left\{\begin{array}{cl}
h_{i d}\left(n_{1}, n_{2}\right) w\left(n_{1}, n_{2}\right), & \left(n_{1}, n_{2}\right) \in I  \tag{22.9}\\
0, & \text { otherwise }
\end{array}\right.
$$

where $w\left(n_{1}, n_{2}\right)$ is the window sequence. The resultant frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, is a smoothed version of the ideal frequency response as $H\left(\omega_{1}, \omega_{2}\right)$ is related to the $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$ via the periodic convolution, that is,

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=\frac{1}{4 \pi^{2}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} H_{\mathrm{id}}\left(\Omega_{1}, \Omega_{2}\right) W\left(\omega_{1}-\Omega_{1}, \omega_{2}-\Omega_{2}\right) \mathrm{d} \Omega_{1} \mathrm{~d} \Omega_{2} \tag{22.10}
\end{equation*}
$$

where $W\left(\omega_{1}, \omega_{2}\right)$ is the frequency response of the window sequence, $w\left(n_{1}, n_{2}\right)$.
As in the 1-D case, a 2-D window sequence, $w\left(n_{1}, n_{2}\right)$, should satisfy three requirements:

1. It must have a finite-extent support, $I$.
2. Its discrete-space Fourier transform should in some sense approximate the 2-D impulse function, $\delta\left(\omega_{1}, \omega_{2}\right)$.
3. It should be real, with a zero-phase discrete-space Fourier transform.

Usually 2-D windows are derived from 1-D windows. Three methods of constructing windows are briefly examined. One method consists of obtaining a separable window from two $1-\mathrm{D}$ windows, that is,

$$
\begin{equation*}
w_{\mathrm{r}}\left(n_{1}, n_{2}\right)=w_{1}\left(n_{1}\right) w_{2}\left(n_{2}\right) \tag{22.11}
\end{equation*}
$$

where $w_{1}(n)$ and $w_{2}(n)$ are the 1-D windows. Thus, the support of the resultant 2-D window, $w_{\mathrm{r}}\left(n_{1}, n_{2}\right)$, is a rectangular region. The frequency response of the $2-\mathrm{D}$ window is also separable, i.e., $W_{\mathrm{r}}\left(\omega_{1}, \omega_{2}\right)=$ $W_{1}\left(\omega_{1}\right) W_{2}\left(\omega_{2}\right)$.

The second method of constructing a window, due to Huang [22], consists of sampling the surface generated by rotating a 1-D continuous-time window, $w(t)$, as follows:

$$
\begin{equation*}
w_{\mathrm{c}}\left(n_{1}, n_{2}\right)=w\left(\sqrt{n_{1}^{2}+n_{2}^{2}}\right) \tag{22.12}
\end{equation*}
$$

where $w(t)=0, t \geq N$. The impulse response support is $I=\left\{n_{1}, n_{2}: \sqrt{n_{1}^{2}+n_{2}^{2}}<N\right\}$. Note that the 2D Fourier transform of the $w_{\mathrm{c}}\left(n_{1}, n_{2}\right)$ is not equal to the circularly rotated version of the Fourier transform of $w(t)$.

Finally, in the third method, proposed by Yu and Mitra [53], the window is constructed by using a 1-D to 2-D transformation belonging to a class called the McClellan transformations [33]. These transformations are discussed in greater detail in Section 22.4. Here we consider a special case of the transform that produces approximately circular contours in the 2-D frequency domain. Briefly, the discrete-space frequency transform of the 2-D window sequence obtained with a McClellan transformation applied to a $1-\mathrm{D}$ window is given by

$$
\begin{align*}
T\left(\omega_{1}, \omega_{2}\right) & =\left.\sum_{n=-N}^{N} w(n) e^{-j \omega n}\right|_{\cos (\omega)=0.5 \cos \left(\omega_{1}\right)+0.5 \cos \left(\omega_{2}\right)+0.5 \cos \left(\omega_{1}\right) \cos \left(\omega_{2}\right)-0.5} \\
& =w(0)+\left.2 \sum_{n=1}^{N} w(n) \cos (n \omega)\right|_{\cos (\omega)=0.5 \cos \left(\omega_{1}\right)+0.5 \cos \left(\omega_{2}\right)+0.5 \cos \left(\omega_{1}\right) \cos \left(\omega_{2}\right)-0.5} \\
& =\left.\sum_{n=0}^{N} b(n) \cos ^{n}(\omega)\right|_{\cos (\omega)=0.5 \cos \left(\omega_{1}\right)+0.5 \cos \left(\omega_{2}\right)+0.5 \cos \left(\omega_{1}\right) \cos \left(\omega_{2}\right)-0.5} \tag{22.13}
\end{align*}
$$

where $w(n)$ is an arbitrary symmetric 1-D window of duration $2 N+1$ centered at the origin, and the coefficients, $b(n)$, are obtained from $w(n)$ via Chebyshev polynomials [33]. After some algebraic manipulations it can be shown that

$$
\begin{equation*}
T\left(\omega_{1}, \omega_{2}\right)=\sum_{n_{1}=-N}^{N} \sum_{n_{2}=-N}^{N} w_{t}\left(n_{1}, n_{2}\right) e^{-j\left(n_{1} \omega_{1}+n_{2} \omega_{2}\right)}, \tag{22.14}
\end{equation*}
$$

where $w_{t}\left(n_{1}, n_{2}\right)$ is a zero-phase 2-D window of size $(2 N+1) \times(2 N+1)$ obtained by using the McClellan transformation.

The construction of 2-D windows using the above three methods is now examined. In the case of windows obtained by the separable and the McClellan transformation approaches, the 1-D prototype is a Hamming window,

$$
w_{\mathrm{h}}(n)=\left\{\begin{array}{cl}
0.54+0.46 \cos (\pi n / N), & |n|<N  \tag{22.15}\\
0, & \text { otherwise }
\end{array}\right.
$$

In the second case $w_{\mathrm{c}}\left(n_{1}, n_{2}\right)=0.54+0.46 \cos \left(\pi \sqrt{n_{1}^{2}+n_{2}^{2}} / N\right)$. By selecting $w_{1}(n)=w_{2}(n)=w_{\mathrm{h}}(n)$ in Equation 22.11 we get a 2-D window, $w_{\mathrm{r}}\left(n_{1}, n_{2}\right)$, of support $I=\left\{\left|n_{1}\right|<N,\left|n_{2}\right|<N\right\}$ which is a square-shaped symmetric region centered at the origin. For $N=6$ the region of support, $I$, contains $11 \times 11=121$ points. Figure 22.3 a shows the frequency response of this window. A second window is designed by using Equation 22.12, i.e., $w_{\mathrm{c}}\left(n_{1}, n_{2}\right)=w_{\mathrm{h}}\left(\sqrt{n_{1}^{2}+n_{2}^{2}}\right)$. For $N=6$ the frequency response of this filter is shown in Figure 22.3b. The region of support is almost circular and it contains 113 points. From these examples, it is seen that the 2-D windows may not behave as well as 1-D windows. Speake and Mersereau [46] compared these two methods and observed that the main-lobe width and the highest attenuation level of the side-lobes of the 2-D windows differ from their 1-D prototypes.

Let us construct a 2-D window by the McClellan transformation with a 1-D Hamming window of order $13(N=6)$ as the prototype. The frequency response of the 2-D window, $w_{t}\left(n_{1}, n_{2}\right)$, is shown in Figure 22.3c. The frequency response of this window is almost circularly symmetric and it preserves the features of its 1-D prototype.

Consider the design of a circularly symmetric low-pass filter. The ideal frequency response for $\left(\omega_{1}, \omega_{2}\right) \in$ $[-\pi, \pi] \times[-\pi, \pi]$ is given by

$$
H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)= \begin{cases}1, & \sqrt{\omega_{1}^{2}+\omega_{2}^{2}} \leq \omega_{c}  \tag{22.16}\\ 0, & \text { otherwise }\end{cases}
$$



FIGURE 22.3 Frequency responses of the (a) separable, (b) Huang, and (c) McClellan 2D windows generated from a Hamming window of order $13(N=6)$.
whose impulse response is given by

$$
\begin{equation*}
h_{\mathrm{id}}\left(n_{1}, n_{2}\right)=\frac{\omega_{\mathrm{c}} J_{1}\left(\omega_{\mathrm{c}} \sqrt{n_{1}^{2}+n_{2}^{2}}\right)}{2 \pi \sqrt{n_{1}^{2}+n_{2}^{2}}} \tag{22.17}
\end{equation*}
$$

where
$J_{1}(\cdot)$ is the first-order Bessel function of the first kind $\omega_{c}$ is the cutoff frequency

The frequency response of the 2-D FIR filter obtained with a rectangular window of size $2 \times 5+1$ by $2 \times 5+1$ is shown in Figure 22.4a. Note the Gibbs-phenomenon type ripples at the passband edges.


FIGURE 22.4 Frequency responses of the 2D filters designed with (a) a rectangular window and (b) a separable window of Figure 22.3a.

In Figure 22.4 b the separable window of Figure 22.3a, derived from a Hamming window, is used to design the 2-D filter. Note that this 2-D filter has smaller ripples at the passband edges.

In windowing methods, it is often assumed that $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$ is given. However, if the specifications are given as described in Section 22.2, then a proper $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$ should be constructed. The ideal magnitudes are either 1.0 (in passband) or 0.0 (in stopband). However, there is a need to define a cutoff boundary, which lies within the transition band. This can be accomplished by using a suitable notion of "midway" cutoff between the transition boundaries. In practical cases where transition boundaries are given in terms of straight-line segments or smooth curves such as circles and ellipses, the construction of "midway" cutoff boundary is relatively straightforward. The IIR, $h_{\mathrm{id}}\left(n_{1}, n_{2}\right)$, is computed from the desired frequency response, $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$, either analytically (if possible), or by using the discrete Fourier transform (DFT). In the latter case the desired response, $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$, is first sampled on a rectangular grid in the Fourier domain, then an inverse DFT computation is carried out via a 2-D fast Fourier transform (FFT) algorithm to obtain an approximation to the sequence $h_{\mathrm{id}}\left(n_{1}, n_{2}\right)$. The resulting sequence is an aliased version of the IIR. Therefore, a sufficiently dense grid should be used in order to reduce the effects of aliasing.
In practice, several trials may be needed to design the final filter satisfying bounds both in the passbands and stopbands. The filter support is adjusted to obtain the smallest order to meet given requirements.

Filter design with windowing is a simple approach that is suitable for applications where a quick and nonoptimal design is needed. Additional information on windowing can be found in Refs. [26,46].

### 22.3.2 Frequency Sampling and Linear Programming-Based Method

This method is based on the application of the sampling theorem in the frequency domain. Consider the design of a 2-D filter with impulse response support of $N_{1} \times N_{2}$ samples. The frequency response of the filter can be obtained from a conveniently chosen set of its samples on an $N_{1} \times N_{2}$ grid. For example, the DFT of the impulse response can be used to interpolate the response for the entire region $[0,2 \pi] \times[0,2 \pi]$. The filter design then becomes a problem of choosing an appropriate set of DFT coefficients [21].

One choice of DFT coefficients consists of the ideal frequency response values, assuming a suitable cutoff. However, the resultant filters usually exhibit large magnitude deviations away from the DFT sample locations in the filter passbands and stopbands. The approximation error can be reduced by allowing the DFT values in the transition band to vary, and choosing them to minimize the deviation of the magnitude from the desired values. Another option is to allow all the DFT values to vary, and pick the optimal set of values for minimum error. The use of DFT-based interpolation allows for a computationally efficient implementation. The implementation cost of the method basically consists of a 2-D array product and inverse discrete Fourier transform (IDFT) computation, with appropriate addition.

Let us consider the set $S \subset Z^{2}$ that defines the equispaced frequency locations $\left(\frac{2 k_{1} \pi}{N_{1}}, \frac{2 k_{2} \pi}{N_{2}}\right)$ :

$$
\begin{equation*}
S=\left\{\left(k_{1}, k_{2}\right): k_{1}=0,1, \ldots, N_{1}, k_{2}=0,1, \ldots, N_{2}\right\} \tag{22.18}
\end{equation*}
$$

The DFT values can be expressed as

$$
\begin{equation*}
H_{\mathrm{DFT}}\left[k_{1}, k_{2}\right]=\left|H\left(\omega_{1}, \omega_{2}\right)\right|_{\left(\omega_{1}, \omega_{2}\right)=\left(\frac{2 k_{1} \pi}{N_{1}}, \frac{2 k_{2} \pi}{N_{2}}\right)}, \quad\left(k_{1}, k_{2}\right) \in S \tag{22.19}
\end{equation*}
$$

The filter coefficients, $h\left(n_{1}, n_{2}\right)$, are found by using an IDFT computation

$$
\begin{equation*}
h\left(n_{1}, n_{2}\right)=\frac{1}{N_{1} N_{2}} \sum_{k_{1}=0}^{N_{1}-1} \sum_{k_{2}=0}^{N_{2}-1} H_{\mathrm{DFT}}\left[k_{1}, k_{2}\right] e^{j\left(\frac{2 \pi}{N_{1}} k_{1} n_{1}+\frac{2 \pi}{N_{2}} k_{2} n_{2}\right)},\left(n_{1}, n_{2}\right) \in S \tag{22.20}
\end{equation*}
$$

If Equation 22.20 is substituted in the expression for frequency response

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=\sum_{n_{1}=0}^{N_{1}-1} \sum_{n_{2}=0}^{N_{2}-1} h\left(n_{1}, n_{2}\right) e^{-j\left(\omega_{1} n_{1}+\omega_{2} n_{2}\right)} \tag{22.21}
\end{equation*}
$$

we arrive at the interpolation formula

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=\sum_{k_{1}=0}^{N_{1}-1} \sum_{k_{2}=0}^{N_{2}-1} H_{\mathrm{DFT}}\left[k_{1}, k_{2}\right] A_{k_{1} k_{2}}\left(\omega_{1}, \omega_{2}\right), \tag{22.22}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k_{1} k_{2}}\left(\omega_{1}, \omega_{2}\right)=\frac{1}{N_{1} N_{2}}\left(\frac{1-e^{-j N_{1} \omega_{1}}}{1-e^{-j\left(\omega_{1}-2 \pi k_{1} / N_{1}\right)}}\right)\left(\frac{1-e^{-j N_{2} \omega_{2}}}{1-e^{-j\left(\omega_{2}-2 \pi k_{2} / N_{2}\right)}}\right) \tag{22.23}
\end{equation*}
$$

Equation 22.22 serves as the basis of the frequency sampling design. As mentioned before, if the $H_{\mathrm{DFT}}$ are chosen directly according to the ideal response, then the magnitude deviations are usually large. To reduce the ripples, one option is to express the set $S$ as the disjoint union of two sets $S_{\mathrm{t}}$ and $S_{\mathrm{c}}$, where $S_{\mathrm{t}}$ contains indices corresponding to the transition band $F_{\mathrm{t}}$, and $S_{\mathrm{c}}$ contains indices corresponding to the care-bands, i.e., the union of the passbands and stopbands, $F_{\mathrm{p}} \cup F_{\mathrm{s}}$. The expression for frequency response in Equation 22.22 can be split into two summations, one over $S_{\mathrm{t}}$ and the other over $S_{\mathrm{c}}$

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=\sum_{S_{\mathrm{t}}} H_{\mathrm{DFT}}\left[k_{1}, k_{2}\right] A_{k_{1} k_{2}}\left(\omega_{1}, \omega_{2}\right)+\sum_{S_{\mathrm{c}}} H_{\mathrm{DFT}}\left[k_{1}, k_{2}\right] A_{k_{1} k_{2}}\left(\omega_{1}, \omega_{2}\right), \tag{22.24}
\end{equation*}
$$

where the first term on the right-hand side is optimized. The design equations can be put in the form

$$
\begin{equation*}
1-\alpha \delta \leq H\left(\omega_{1}, \omega_{2}\right) \leq 1+\alpha \delta, \quad\left(\omega_{1}, \omega_{2}\right) \in F_{\mathrm{p}} \tag{22.25}
\end{equation*}
$$

and

$$
\begin{equation*}
-\delta \leq H\left(\omega_{1}, \omega_{2}\right) \leq \delta, \quad\left(\omega_{1}, \omega_{2}\right) \in F_{\mathrm{s}} \tag{22.26}
\end{equation*}
$$

where
$\delta$ is the peak approximation error in the stopband
$\alpha \delta$ is the peak approximation error in the passband, where $\alpha$ is any positive constant defining the relative weights of the deviations

The problem is readily cast as a linear programming problem with a sufficiently dense grid of points.
For equiripple design, all the DFT values $H_{\text {DFT }}$ over $S_{\mathrm{t}}$ and $S_{\mathrm{c}}$ are allowed to vary. Following is an example of this design.

## Example 22.1

The magnitude response for the approximation of a circularly symmetric response is shown in Figure 22.5. Here the passband is the interior of the circle $R_{1}=\pi / 3$ and the stopband is the exterior of the circle $R_{2}=2 \pi / 3$. With $N_{1}=N_{2}=9$, the passband ripple is 0.08 dB and the minimum stopband attenuation is 32.5 dB .

### 22.3.3 FIR Filters Optimal in $\boldsymbol{L}_{\boldsymbol{p}}$ Norm

A criterion different from the minimax criterion is briefly examined. Let us define the error at the frequency pair $\left(\omega_{1}, \omega_{2}\right)$ as follows:

$$
\begin{equation*}
E\left(\omega_{1}, \omega_{2}\right)=H\left(\omega_{1}, \omega_{2}\right)-H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right) \tag{22.27}
\end{equation*}
$$



Log magnitude response
In-band ripple $=0.08$
Peak attenuation $=32.5 \mathrm{~dB}$

FIGURE 22.5 Frequency response of the circularly symmetric filter obtained by using the frequency sampling method. (From Hu, J.V. and Rabiner, L.R., IEEE Trans. Audio Electroacoust., 20, 249, 1972. With permission. (C) 1972 IEEE.)

One design approach is to minimize the $L_{p}$ norm of the error

$$
\begin{equation*}
\varepsilon_{p}=\left(\frac{1}{4 \pi^{2}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi}\left|E\left(\omega_{1}, \omega_{2}\right)\right|^{p} \mathrm{~d} \omega_{1} \mathrm{~d} \omega_{2}\right)^{\frac{1}{p}} \tag{22.28}
\end{equation*}
$$

Filter coefficients are selected by a suitable algorithm. For $p=2$ Parseval's relation implies that

$$
\begin{equation*}
\varepsilon_{2}^{2}=\sum_{n_{1}=-\infty}^{\infty} \sum_{n_{2}=-\infty}^{\infty}\left[h\left(n_{1}, n_{2}\right)-h_{\mathrm{id}}\left(n_{1}, n_{2}\right)\right]^{2} . \tag{22.29}
\end{equation*}
$$

By minimizing Equation 22.29 with respect to the filter coefficients, $h\left(n_{1}, n_{2}\right)$, which are nonzero only in a finite-extent region, $I$, one gets

$$
h\left(n_{1}, n_{2}\right)=\left\{\begin{array}{cc}
h_{\mathrm{id}}\left(n_{1}, n_{2}\right), & \left(n_{1}, n_{2}\right) \in I,  \tag{22.30}\\
0, & \text { otherwise },
\end{array}\right.
$$

which is the filter designed by using a straightforward rectangular window. Due to the Gibbs phenomenon it may have large variations at the edges of passband and stopband regions. A suitable weighting function can be used to reduce the ripple [2], and an approximately equiripple solution can be obtained.

For the general case of $p \neq 2$ [32], the minimization of Equation 22.28 is a nonlinear optimization problem. The integral in Equation 22.28 is discretized and minimized by using an iterative nonlinear optimization technique. The solution for $p=2$ is easy to obtain using linear equations. This serves as an excellent initial estimate for the coefficients in the case of larger values of $p$. As $p$ increases, the solution becomes approximately equiripple. The error term, $E\left(\omega_{1}, \omega_{2}\right)$, in Equation 22.28 is nonuniformly weighted in passbands and stopbands, with larger weight given close to band-edges where deviations are typically larger.

### 22.3.4 Iterative Method for Approximate Minimax Design

We now consider a simple procedure based on alternating projections in the sample and frequency domains, which leads to an approximately equiripple response. In this method, the zero-phase FIR filter design problem is formulated to alternately satisfy the frequency domain constraints on the magnitude response bounds and spatial domain constraints on the impulse response support [1,11,12]. The algorithm is iterative and each iteration requires two 2-D FFT computations.

As pointed out in Section 22.2, 2-D FIR filter specifications are given as requirements on the magnitude response of the filter. It is desirable that the frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, of the zerophase FIR filter be within prescribed upper and lower bounds in its passbands and stopbands. Let us specify bounds on the frequency response $H\left(\omega_{1}, \omega_{2}\right)$ of the minimax FIR filter, $h\left(n_{1}, n_{2}\right)$, as follows:

$$
\begin{equation*}
H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)-E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right) \leq H\left(\omega_{1}, \omega_{2}\right) \leq H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)+E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right) \quad \omega_{1}, \omega_{2} \in R \tag{22.31}
\end{equation*}
$$

where
$H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$ is the ideal filter response
$E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right)$ is a positive function of $\left(\omega_{1}, \omega_{2}\right)$ which may take different values in different passbands and stopbands
$R$ is a region defined in Equation 22.28 consisting of passbands and stopbands of the filter (note that $H\left(\omega_{1}, \omega_{2}\right)$ is real for a zero-phase filter)

Usually, $E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right)$ is chosen constant in a passband or a stopband. Inequality equation (Equation 22.31) is the frequency domain constraint of the iterative filter design method.

In spatial domain the filter must have a finite-extent support, $I$, which is symmetric region around the origin. The spatial domain constraint requires that the filter coefficients must be equal to zero outside the region, $I$.

The iterative method begins with an arbitrary finite-extent, real sequence $h_{0}\left(n_{1}, n_{2}\right)$ that is symmetric $\left(h_{0}\left(n_{1}, n_{2}\right)=h_{0}\left(-n_{1}, n_{2}\right)\right)$. Each iteration consists of making successive imposition of spatial and frequency domain constraints onto the current iterate. The $k$ th iteration consists of the following steps:

- Compute the Fourier transform of the $k$ th iterate $h_{k}\left(n_{1}, n_{2}\right)$ on a suitable grid of frequencies by using a 2-D FFT algorithm.
- Impose the frequency domain constraint as follows:

$$
G_{k}\left(\omega_{1}, \omega_{2}\right)= \begin{cases}H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)+E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right) & \text { if } H_{k}\left(\omega_{1}, \omega_{2}\right)>H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)+E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right)  \tag{22.32}\\ H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)-E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right) & \text { if } H_{k}\left(\omega_{1}, \omega_{2}\right)<H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)-E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right) \\ H_{k}\left(\omega_{1}, \omega_{2}\right) & \text { otherwise. }\end{cases}
$$

- Compute the inverse Fourier transform of $G_{k}\left(\omega_{1}, \omega_{2}\right)$.
- Zero out $g_{k}\left(n_{1}, n_{2}\right)$ outside the region $I$ to obtain $h_{k+1}$.

The flow diagram of this method is shown in Figure 22.6. It can be proven that the algorithm converges for all symmetric input sequences. This method requires the specification of the bounds or equivalently, $E_{\mathrm{d}}\left(\omega_{1}, \omega_{2}\right)$, and the filter support, $I$. In 2-D filter design, filter order estimates for prescribed frequency domain specifications are not available. Therefore, successive reduction of bounds is used. If the specifications are too tight, then the algorithm does not converge. In such cases one can either progressively enlarge the filter support region, or relax the bounds on the ideal frequency response.

The size of the 2-D FFT must be chosen sufficiently large. The passband and stopband edges are very important for the convergence of the algorithm. These edges must be represented accurately on the frequency grid of the FFT algorithm.


FIGURE 22.6 Flow diagram of the iterative filter design algorithm.

The shape of the filter support is very important in any 2-D filter design method. The support should be chosen to exploit the symmetries in the desired frequency response. For example, diamond-shaped supports show a clear advantage over the commonly assumed rectangular regions in designing diamond filters or $90^{\circ}$ fan filters [4,17].

Since there are efficient FFT routines, 2-D FIR filters with large orders can be designed by using this procedure.

## Example 22.2

Let us consider the design of a circularly symmetric low-pass filter. Maximum allowable deviation is $\delta_{p}=\delta_{s}=0.05$ in both passband and the stopband. The passband and stopband cutoff boundaries have radii of $0.43 \pi$ and $0.63 \pi$, respectively. This means that the functions $E_{d}\left(\boldsymbol{\omega}_{1}, \omega_{2}\right)=0.05$ in the passband and the stopband. In the transition band the frequency response is conveniently bounded by the lower bound of the stopband and the upper bound of the passband. The filter support is a square-shaped $17 \times 17$ region. The frequency response of this filter is shown in Figure 22.7.

## Example 22.3

Let us now consider an example in which we observe the importance of filter support. We design a fan filter whose specifications are shown in Figure 22.8. Maximum allowable deviation is $\delta_{p}=\delta_{s}=0.1$ in both passband and the stopband. If one uses a $7 \times 7$ square-shaped support which has 49 points, then it cannot meet the design specifications. However, a diamond-shaped support,


FIGURE 22.7 (a) Frequency response and (b) contour plot of the low-pass filter of Example 22.1.

$$
\begin{equation*}
I_{\mathrm{d}}=\left\{-5 \leq n_{1}+n_{2} \leq 5\right\} \cap\left\{-5 \leq n_{1}-n_{2} \leq 5\right\} \tag{22.33}
\end{equation*}
$$

together with the restriction that ("de" for diamond-support with some eliminated samples)

$$
\begin{equation*}
I_{\mathrm{de}}=I_{\mathrm{d}} \cap\left\{n_{1}+n_{2}=\text { odd or } n_{1}=n_{2}=0\right\} \tag{22.34}
\end{equation*}
$$

produces a filter satisfying the bounds. The filter support region, $I_{\text {de, }}$ contains 37 points. The resultant frequency response is shown in Figure 22.8.


FIGURE 22.8 (a) Specifications and (b) perspective frequency response of the fan filter designed in Example 22.2.

### 22.4 Special Design Procedure for Restricted Classes

Many cases of practical importance typically require filters belonging to restricted classes. The stopbands and passbands of these filters are often defined by straight-line, circular, or elliptical boundaries. In these cases, specialized procedures lead to efficient design and low-cost implementation. The filters in these cases are derived from 1-D prototypes.

### 22.4.1 Separable 2-D FIR Filter Design

The design of 2-D FIR filters composed of 1-D building blocks is briefly discussed. In cases where the specifications are given in terms of multiple passbands in the shapes of rectangles with sides parallel to the frequency axes, the design problem can be decomposed into multiple designs. The resulting filter is a parallel connection of component filters that are themselves separable filters. The separable structure was encountered earlier in the construction of 2-D windows from 1-D windows in Section 22.3. The design approach is essentially the same. We will confine the discussion to cascade structures, which is a simple and very important practical case.

The frequency response of the 2-D separable FIR filter is expressed as

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=H_{1}\left(\omega_{1}\right) H_{2}\left(\omega_{2}\right) \tag{22.35}
\end{equation*}
$$

where $H_{1}(\omega)$ and $H_{2}(\omega)$ are frequency responses of two 1-D zero-phase FIR filters of durations $N_{1}$ and $N_{2}$. The corresponding 2-D filter is also a zero-phase FIR filter with $N \times M$ coefficients, and its impulse response is given by

$$
\begin{equation*}
h\left(n_{1}, n_{2}\right)=h_{1}\left(n_{1}\right) h_{2}\left(n_{2}\right) \tag{22.36}
\end{equation*}
$$

where $h_{1}(n)$ and the $h_{2}(n)$ are the impulse responses of the 1-D FIR filters.
If the ideal frequency response can be expressed in a separable cascade form as in Equation 22.35, then the design problem is reduced to the case of appropriate 1-D filter designs. A simple but important example is the design of a $2-\mathrm{D}$ low-pass filter with a symmetric square-shaped passband, $\mathrm{PB}=\left\{\left(\omega_{1}\right.\right.$, $\left.\left.\omega_{2}\right):\left|\omega_{1}\right|<\omega_{c},\left|\omega_{2}\right|<\omega_{c}\right\}$. Such a low-pass filter can be designed from a single 1-D FIR filter with a cutoff frequency of $\omega_{c}$ by using Equation 22.36. A low-pass filter constructed this way is used in Figure 22.2c.


FIGURE 22.9 Frequency response of the separable low-pass filter $H\left(\omega_{1}, \omega_{2}\right)=H_{1}\left(\omega_{1}\right) H_{1}\left(\omega_{2}\right)$ where $H_{1}(\omega)$ is a seventh-order Lagrange filter.

The frequency response of this 2-D filter whose 1-D prototypes are seventh-order Lagrange filters is shown in Figure 22.9.

This design method is also used in designing 2-D filter banks which are utilized in subband coding of images and video signals [49,51,52]. The design of 2-D filter banks is discussed in Section 22.6.

### 22.4.2 Frequency Transformation Method

In this method a 2-D zero-phase FIR filter is designed from a 1-D zero-phase filter by a clever substitution of variables. The design procedure was first proposed by McClellan [33] and the frequency transformation is usually called the McClellan transformation [14,35,37,38].

Let $H_{1}(\omega)$ be the frequency response of a 1-D zero-phase filter with $2 N+1$ coefficients. The key idea of this method is to find a suitable transformation $\omega=G\left(\omega_{1}, \omega_{2}\right)$ such that the 2-D frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, which is given by

$$
\begin{equation*}
H\left(\omega_{1}, \omega_{2}\right)=\left|H_{1}(\omega)\right|_{\omega=G\left(\omega_{1}, \omega_{2}\right)} \tag{22.37}
\end{equation*}
$$

approximates the desired frequency response, $H_{\mathrm{id}}\left(\omega_{1}, \omega_{2}\right)$.
Since the 1-D filter is a zero-phase filter, its frequency response is real, and it can be written as follows:

$$
\begin{equation*}
H_{1}(\omega)=h_{1}(0)+\sum_{n=1}^{N} 2 h_{1}(n) \cos (\omega n), \tag{22.38}
\end{equation*}
$$

where the term $\cos (\omega n)$ can be expressed as a function of $\cos (\omega)$ by using the $n$ th-order Chebyshev polynomial, $T_{n}{ }^{*}$ i.e.,

$$
\begin{equation*}
\cos (\omega n)=T_{n}[\cos (\omega)] \tag{22.39}
\end{equation*}
$$

[^56]Using Equation 22.39, the 1-D frequency response can be written as

$$
\begin{equation*}
H_{1}(\omega)=\sum_{n=0}^{N} 2 b(n)[\cos (\omega)]^{n} \tag{22.40}
\end{equation*}
$$

where the coefficients, $b(n)$, are related to the filter coefficients, $h(n)$.
In this design method the key step is to substitute a transformation function, $F\left(\omega_{1}, \omega_{2}\right)$, for $\cos (\omega)$ in Equation 22.40. In other words, the 2-D frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, is obtained as follows:

$$
\begin{align*}
H\left(\omega_{1}, \omega_{2}\right) & =\left.H_{1}(\omega)\right|_{\cos (\omega)=F\left(\omega_{1}, \omega_{2}\right)} \\
& =\sum_{n=0}^{N} 2 b(n)\left[F\left(\omega_{1}, \omega_{2}\right)\right]^{n} \tag{22.41}
\end{align*}
$$

The function, $F\left(\omega_{1}, \omega_{2}\right)$, is called the McClellan transformation.
The frequency response, $H\left(\omega_{1}, \omega_{2}\right)$, of the 2-D FIR filter is determined by two free functions, the 1-D prototype frequency response, $H_{1}(\omega)$, and the transformation, $F\left(\omega_{1}, \omega_{2}\right)$. In order to have $H\left(\omega_{1}, \omega_{2}\right)$ be the frequency response of an FIR filter, the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, must itself be the frequency response of a 2-D FIR filter. McClellan proposed $F\left(\omega_{1}, \omega_{2}\right)$ to be the frequency response of a $3 \times 3$ zero-phase filter in Ref. [33]. In this case the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, can be written as follows:

$$
\begin{equation*}
F\left(\omega_{1}, \omega_{2}\right)=A+B \cos \left(\omega_{1}\right)+C \cos \left(\omega_{2}\right)+D \cos \left(\omega_{1}-\omega_{2}\right)+E \cos \left(\omega_{1}+\omega_{2}\right) \tag{22.42}
\end{equation*}
$$

where the real parameters, $A, B, C, D$, and $E$, are related to the coefficients of the $3 \times 3$ zero-phase FIR filter. For $A=-(1 / 2), B=C=(1 / 2), D=E=(1 / 4)$, the contour plot of the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, is shown in Figure 22.10. Note that in this case the contours are approximately circularly symmetric around


FIGURE 22.10 Contour plot of the McClellan transformation, $F\left(\omega_{1}, \omega_{2}\right)=0.5 \cos \left(\omega_{1}\right)+0.5 \cos \left(\omega_{2}\right)+0.5 \cos \left(\omega_{1}\right)$ $\cos \left(\omega_{2}\right)-0.5$.
the origin. It can be seen that the deviation from the circularity, expressed as a fraction of the radius, decreases with the radius. In other words, the distortion from a circular response is larger for large radii. It is observed from Figure 22.10 that, with the above choice of parameters, $A, B, C, D$, and $E$, the transformation is bounded $\left(\left|F\left(\omega_{1}, \omega_{2}\right)\right| \leq 1\right)$, which implies that $H\left(\omega_{1}, \omega_{2}\right)$ can take only the values that are taken by the 1-D prototype filter, $H_{1}(\omega)$. Since $|\cos (\omega)| \leq 1$, the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, which replaces $\cos (\omega)$ in Equation 22.41 must also take values between 1 and -1 . If a particular transformation does not obey these bounds, then it can be scaled such that the scaled transformation satisfies the bounds.

If the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, is real (it is real in Equation 22.42) then the 2-D filter, $H\left(\omega_{1}, \omega_{2}\right)$, will also be real or, in other words, it will be a zero-phase filter. Furthermore, it can be shown that the 2-D filter, $H\left(\omega_{1}, \omega_{2}\right)$, is an FIR filter with a support containing $\left(2 M_{1} N+1\right) \times\left(2 M_{2} N+1\right)$ coefficients, if the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, is an FIR filter with $\left(2 M_{1}+1\right) \times\left(2 M_{2}+1\right)$ coefficients, and the order of the 1D prototype filter is $2 N+1$. In (19.42) $M_{1}=M_{2}=1$. As it can be intuitively guessed, one can design a 2D approximately circularly symmetric low-pass (high-pass) (bandpass) filter with the above McClellan transformation by choosing the 1-D prototype filter, $H_{1}(\omega)$, a low-pass (high-pass) (bandpass) filter.

We will present some examples to demonstrate the effectiveness of the McClellan transformation.

## Example 22.4

2-D window design by transformations [53]: In this example we design 2-D windows by using the McClellan transformation. Actually, we briefly mentioned this technique in Section 22.3. The 1-D prototype filter is chosen as an arbitrary 1-D symmetric window centered at the origin. Let $w(n)$ be the 1-D window of size $2 N+1$, and $W(\boldsymbol{\omega})=\sum_{n=-N}^{N} w(n) \exp (-j \omega n)$ be its frequency response. The transformation, $F\left(\omega_{1}, \omega_{2}\right)$, is chosen as in Equation 22.42 with the parameters $A=-(1 / 2), B=C=(1 / 2)$, $D=E=(1 / 4)$, of Figure 22.10. This transformation, $F\left(\omega_{1}, \omega_{2}\right)$, can be shown to be equal to

$$
\begin{equation*}
F\left(\boldsymbol{\omega}_{1}, \omega_{2}\right)=0.5 \cos \left(\omega_{1}\right)+0.5 \cos \left(\omega_{2}\right)+0.5 \cos \left(\omega_{1}\right) \cos \left(\omega_{2}\right)-0.5 . \tag{22.43}
\end{equation*}
$$

The frequency response of the McClellan window, $H_{t}\left(\omega_{1}, \omega_{2}\right)$, is given by

$$
\begin{equation*}
H_{t}\left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}\right)=\left.W(\boldsymbol{\omega})\right|_{\cos (\boldsymbol{\omega})=F\left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}\right)} \tag{22.44}
\end{equation*}
$$

The resultant 2-D zero-phase window, $w_{t}\left(n_{1}, n_{2}\right)$, is centered at the origin and of size $(2 N+1) \times(2 N+1)$ because $M_{1}=M_{2}=1$. The window coefficients can be computed either by using the inverse Chebyshev relation,* or by using the inverse Fourier transform of Equation 22.44. The frequency response of a 2-D window constructed from a 1-D Hamming window of order 13 is shown in Figure 22.3c. The size of the window is $13 \times 13$.

## Example 22.5

Let us consider the design of a circularly symmetric low-pass filter and a bandpass filter by using the transformation of Equation 22.43. In this case, if one starts with a 1-D low-pass (bandpass) filter as the prototype filter, then the resulting 2-D filter will be a 2-D circularly symmetric low-pass (bandpass) filter due to the almost circularly symmetric nature of the transformation. In this example, the Lagrange filter of order 7 considered in Section 22.2 is used as the prototype. The prototype 1-D bandpass filter of order 15 is designed by using the Parks-McClellan algorithm [41]. Frequency response and contour plots of the low-pass and bandpass filters are shown in Figures 22.11 and 22.12, respectively.

[^57]

FIGURE 22.11 Frequency response and contour plots of the low-pass filter of Example 22.5.


FIGURE 22.12 Frequency response and contour plots of the bandpass filter of Example 22.5.

It is seen from the above examples that filters designed by the transformation method appear to have better frequency responses than those designed by the windowing or frequency sampling methods. In other words, one can control the 2-D frequency response by controlling the frequency response of the 1D prototype filter and choosing a suitable 2-D transformation. Furthermore, in some special cases it was shown that minimax optimal filters can be designed by the transformation method [20].

We have considered specific cases of the special transformations given by Equation 22.42. By varying the parameters in Equation 22.42 or expanding the transformation to include additional terms, a wider class of contours can be approximated. Ideally, the frequency transformation approach requires the simultaneous optimal selection of the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, and the 1-D prototype filter $H_{1}(\omega)$ to approximate a desired 2-D frequency response. This can be posed as a nonlinear optimization problem. However, a suboptimal two-stage design by separately choosing $F\left(\omega_{1}, \omega_{2}\right)$ and $H_{1}(\omega)$ works well in practice. The transformation $F\left(\omega_{1}, \omega_{2}\right)$ should approximate $1(-1)$ in the passband (stopband) of the desired filter. The contour produced by the transformation corresponding to the 1-D passband (stopband) edge frequency, $\omega_{\mathrm{p}}\left(\omega_{\mathrm{s}}\right)$, should ideally map to the given passband (stopband) boundary in the 2-D specifications. However, this cannot be achieved in general given the small number of variable parameters in the transformation. The parameters are therefore selected to minimize a suitable norm of the error between actual and ideal (constant) values of the transformation over the boundaries.

Various transformations and design considerations are described in Refs. [37,38,40,42,43]. The use of this transformation in exact reconstruction filter bank design was proposed in Ref. [7].

Filters designed by the transformation method can be implemented in a computationally efficient manner $[14,30]$. The key idea is to implement Equation 22.41 instead of implementing the filter by using the direct convolution sum. By implementing the transformation, $F\left(\omega_{1}, \omega_{2}\right)$, which is an FIR filter of loworder, in a modular structure realizing Equation 22.41 is more advantageous than ordinary convolution sum $[14,34]$.

In the case of circular passband design, it was observed that for low-order transformation, the transformation contours exhibit large deviations from circularity. A simple artifice to overcome this problem in approximating wideband responses is to use decimation of a 2-D narrowband filter impulse response [18]. The solution consists of transforming the specifications to an appropriate narrowband design, where the deviation from circularity is smaller. The narrow passband can be expanded by decimation while essentially preserving the circularity of the passband.

### 22.4.3 Design Using Nonrectangular Transformations and Sampling Rate Conversions

In some filter specifications the desired responses are characterized by ideal frequency responses in which passbands and stopbands are separated by straight-line boundaries that are not necessarily parallel to the frequency axes. Examples of these are the various kinds of fan filters [4,15,17,27] and diamond-shaped filters [ 6,48 ]. Other shapes with straight-line boundaries are also approximated [8,9,13,28,29,50]. Several design methods applicable in such cases have been developed and these methods are usually based on transformations related to concepts of sampling rate conversions. Often alternate frequency domain interpretations are used to explain the design manipulations. A detailed treatment of these methods is beyond the scope of this chapter. However some key ideas are described and a specific case of a diamond filter is used to illustrate the methods. The importance of these design methods stems from the implementation efficiency that results from a generalized notion of separable processing.

In the family of methods considered here, manipulations of a separable 2-D response using a combination of several steps are carried out. In the general case of designing filters with straight-line boundaries, it is difficult to describe a systematic procedure. However, in a given design problem, an appropriate set of steps in the design is suggested by the nature of the desired response.

Some underlying ideas can be understood by examining the problem of obtaining a filter with a parallelogram-shaped passband region. The sides of the parallelogram are assumed to be tilted with
respect to the frequency axes. One approach to solving this problem is to perform the following series of manipulations on a separable prototype filter with a rectangular passband. The prototype filter impulse response is upsampled on a nonrectangular grid. The upsampling is done by an integer factor greater than one and it is defined by a nondiagonal nonsingular integer matrix [39]. The upsampling produces a parallelogram by a rotation and compression of the frequency response of the prototype filter together with a change in the periodicity. The matrix elements are chosen to produce the desired orientation in the resulting response. Depending on the desired response, cascading to eliminate unwanted portions of the passband in the frequency response, along with possible shifts and additions, may be used. The nonrectangular upsampling is then followed by a rectangular decimation of the sequence to expand the passband out to the desired size. In some cases, the operations of the upsampling transformation and decimation can be combined by the use of nonrectangular decimation of impulse response samples. Results using such procedures produce efficient filter structures that are implemented with essentially 1-D techniques but where the orientations of processing are not parallel to the sample coordinates.

Consider the case of a diamond filter design shown in Figure 22.13. Note that the filter in Figure 22.13 can be obtained from the filter in Figure 22.14a by a transformation of variables. If $F_{a}\left(z_{1}, z_{2}\right)$ is the transfer function of the filter approximating the response in Figure 22.14a, then the diamond filter transfer function $D\left(z_{1}, z_{2}\right)$ given by

$$
\begin{equation*}
D\left(z_{1}, z_{2}\right)=F_{a}\left(z_{1}^{\frac{1}{2}} 1_{2}^{\frac{1}{2}}, z_{1}^{-\frac{1}{2}} z_{2}^{\frac{1}{2}}\right) \tag{22.45}
\end{equation*}
$$

will approximate the response in Figure 22.1a. The response in Figure 22.2a can be expressed as the sum of the two responses shown in Figure 22.2b and $c$. We observe that if $F_{b}\left(z_{1}, z_{2}\right)$ is the transfer function of the filter approximating the response in Figure 22.2b then

$$
\begin{equation*}
F_{c}\left(z_{1}, z_{2}\right)=F_{b}\left(-z_{1},-z_{2}\right) \tag{22.46}
\end{equation*}
$$

will approximate the response in Figure 22.14c. This is due to the fact that negating the arguments shifts the (periodic) frequency response of $F_{b}$ by $(\pi, \pi)$. The response in Figure 22.14b can be expressed as the product of two ideal 1-D low-pass filters, one horizontal and one vertical, which have the response shown in Figure 22.14 d . This $1-\mathrm{D}$ frequency response can be approximated by a half-band filter. Such an approximation will produce a response in which the transition band straddles both sides of the cutoff frequency boundaries in Figure 22.14a. If we wish to constrain the transition band to lie within the boundaries of the diamondshaped region in Figure 22.13a, then we should choose a 1-D filter whose stopband interval is $(\pi / 2, \pi)$. Let $H(z)$ be the transfer function of the prototype 1-D low-pass filter approximating the response in Figure 22.14d with a suitably chosen transition boundary. The transfer function $H(z)$ can be expressed as

$$
\begin{equation*}
H(z)=T_{1}\left(z^{2}\right)+z T_{2}\left(z^{2}\right) \tag{22.47}
\end{equation*}
$$



FIGURE 22.13 Ideal frequency response of a diamond filter.


FIGURE 22.14 Ideal frequency responses of the filters: (a) $F_{a}\left(z_{1}, z_{2}\right)$, (b) $F_{b}\left(-z_{1},-z_{2}\right)$, (c) $F_{c}\left(z_{1}, z_{2}\right)$, and (d) $H(z)$ in obtaining a diamond filter.

The transfer function $F_{a}$ is given by

$$
\begin{equation*}
F_{a}\left(z_{1}, z_{2}\right)=H\left(z_{1}\right) H\left(z_{2}\right)+H\left(-z_{1}\right) H\left(-z_{2}\right) \tag{22.48}
\end{equation*}
$$

Combining Equations 22.45, 22.47, and 22.48 we get

$$
\begin{equation*}
D\left(z_{1}, z_{2}\right)=2 T_{1}\left(z_{1}, z_{2}\right) T_{1}\left(z_{1}^{-1} z_{2}\right)+2 z_{2} T_{2}\left(z_{1}, z_{2}\right) T_{2}\left(z_{1}^{-1} z_{2}\right) \tag{22.49}
\end{equation*}
$$

As mentioned before, $H(z)$ can be chosen to be a half-band filter with

$$
\begin{equation*}
T_{1}\left(z^{2}\right)=0.5 \tag{22.50}
\end{equation*}
$$

The filter $T_{2}$ can be either FIR or IIR. It should be noted that the result can also be obtained as a nonrectangular downsampling, by a factor of 2 , of the impulse response of the filter $F_{b}\left(-z_{1},-z_{2}\right)$.

Another approach that utilizes multirate concepts is based on a novel idea of applying frequency masking in the 2-D case [31].

### 22.5 2-D FIR Filter Implementation

The straightforward way to implement 2-D FIR filters is to evaluate the convolution sum given in Equation 22.1. Let us assume that the FIR filter has $L$ nonzero coefficients in its region of support $I$. In order to get an output sample, $L$ multiplications and $L$ additions need to be performed. The number of arithmetic operations can be reduced by taking advantage of the symmetry of the filter coefficients, that is, $h\left(n_{1}, n_{2}\right)=h\left(-n_{1},-n_{2}\right)$. For example, let the filter support be a rectangular region, $I=\left\{n_{1}=-N_{1}, \ldots, 0,1, \ldots, N_{1}, n_{2}=-N_{2}, \ldots\right.$, $\left.0,1, \ldots, N_{2}\right\}$. In this case,

$$
\begin{align*}
y\left(n_{1}, n_{2}\right)= & \sum_{k_{1}=-N_{1}}^{N_{1}} \sum_{k_{2}=1}^{N_{2}}\left[h\left(k_{1}, k_{2}\right) x\left(n_{1}-k_{1}, n_{2}-k_{2}\right)+x\left(n_{1}+k_{1}, n_{2}+k_{2}\right)\right] \\
& +h(0,0) x\left(n_{1}, n_{2}\right)+\sum_{k_{1}=1}^{N_{1}} h_{1}\left(k_{1}, 0\right)\left[x\left(n_{1}-k_{1}, n_{2}\right)+x\left(n_{1}+k_{1}, n_{2}\right)\right], \tag{22.51}
\end{align*}
$$

which requires approximately half of the multiplications required in the direct implementation equation 22.1.

Any 2-D FIR filter can also be implemented by using an FFT algorithm. This is the direct generalization of 1-D FFT-based implementation [14,30]. The number of arithmetic operations may be less than the space domain implementation in some cases.
Some 2-D filters have special structures that can be exploited during implementation. As we pointed out in Section 22.4, 2-D filters designed by McClellan-type transformations can be implemented in an efficient manner $[14,34,35]$ by building a network whose basic module is the transformation function which is usually a low order 2-D FIR filter.

2-D FIR filters that have separable system responses can be implemented in a cascade structure. In general, an arbitrary 2-D polynomial cannot be factored into subpolynomials due to the absence of a counterpart of fundamental theorem of algebra in two or higher dimensions (whereas in 1-D any polynomial can be factored into polynomials of lower orders). Since separable 2-D filters are constructed from 1-D polynomials, they can be factored and implemented in a cascade form. Let us consider Equation 22.35 where $H\left(x_{1}, x_{2}\right)=H_{1}\left(x_{2}\right) H_{2}\left(x_{2}\right)$ which corresponds to $h\left(n_{1}, n_{2}\right)=h_{1}\left(n_{1}\right) h_{2}\left(n_{2}\right)$ in space domain. Let us assume that orders of the 1-D filters $h_{1}(n)$ and $h_{2}(n)$ are $2 N_{1}+1$ and $2 N_{2}+1$, respectively. In this case the 2-D filter, $h\left(n_{1}, n_{2}\right)$, has the same rectangular support, $I$, as in Equation 22.51. Therefore,

$$
\begin{equation*}
y\left(n_{1}, n_{2}\right)=\sum_{k_{2}=-N_{2}}^{N_{2}} h_{2}\left(k_{2}\right) \sum_{k_{1}=-N_{1}}^{N_{1}} h\left(k_{1}\right) x\left(n_{1}-k_{1}, n_{2}-k_{2}\right) . \tag{22.52}
\end{equation*}
$$

The 2-D filtering operation in Equation 22.52 is equivalent to a two-stage 1-D filtering in which the input image, $x\left(n_{1}, n_{2}\right)$, is first filtered horizontally line by line by $h_{1}(n)$, then the resulting output is filtered vertically column by column by $h_{2}(n)$. In order to produce an output sample, the direct implementation requires $\left(2 N_{1}+1\right) \times\left(2 N_{2}+1\right)$ multiplications, whereas the separable implementation requires $\left(2 N_{1}+1\right)+\left(2 N_{2}+1\right)$ multiplications, which is computationally much more efficient than the direct form realization. This is achieved at the expense of memory space (separable implementation needs a buffer to store the results of first stage during the implementation). By taking advantage of the symmetric nature of $h_{1}$ and $h_{2}$, the number of multiplications can be further reduced.

Filter design methods by imposing structural constraints like cascade, parallel, and other forms are proposed by several researchers including Refs. [16,47]. These filters can be efficiently implemented because of their special structures. Unfortunately, the design procedure requires nonlinear optimization techniques which may be very complicated.

With advances in VLSI technology, the implementation of 2-D FIR filters using high-speed digital signal processors is becoming increasingly common in complex image processing systems.

### 22.6 Two-Dimensional Filter Banks

2-D subband decomposition of signals using filter banks (that implement a 2-D wavelet transform) find applications in a wide range of tasks including image and video coding, restoration, denoising, and signal analysis. For example, in recently finalized JPEG-2000 image coding standard an image is first processed by a $2-\mathrm{D}$ filter bank. Data compression is then carried out in the subband domain. In this section we briefly discuss the case of four-channel separable filter banks. Chapter 24 provides a detailed description of 1-D filter banks.

In most cases, 2-D filter banks are constructed in a separable form with the use of the filters of 1-D filter banks, i.e., as a product of two 1-D filters [49,52]. We confine our attention to a 2-D four-channel filter bank obtained from a 1-D two-channel filter bank. Let $h_{0}$ and $h_{1}$ denote the analysis filters of a 1-D two-channel filter bank. The four analysis filters of the separable 2-D filter bank are given by

$$
\begin{equation*}
h_{i, j}\left(n_{1}, n_{2}\right)=h_{i}\left(n_{1}\right) h_{j}\left(n_{2}\right), \quad i, j=0,1 \tag{22.53}
\end{equation*}
$$

The filters $h_{0}$ and $h_{1}$ can be either FIR or IIR. If they are FIR (IIR), then the 2-D filters, $h_{i, j}$, are also FIR (IIR). Frequency responses of these four filters, $H_{i, j}\left(\omega_{1}, \omega_{2}\right), i, j=0,1$, are given by

$$
\begin{equation*}
H_{i, j}\left(\omega_{1}, \omega_{2}\right)=H_{i}\left(\omega_{1}\right) H_{j}\left(\omega_{2}\right), \quad i, j=0,1 \tag{22.54}
\end{equation*}
$$

where $H_{0}\left(\omega_{1}\right)$ and $H_{1}\left(\omega_{2}\right)$ are the frequency responses of the 1-D low-pass (approximating an ideal cutoff frequency at $\pi / 2$ ) and high-pass filters of a 1-D subband filter bank, respectively [51]. Any 1-D filter bank described in Chapter 24 can be used in Equation 22.53 to design 2-D filter banks. Feature-rich structures for 1-D filter banks are described in Ref. [6].

The 2-D signal is decomposed by partitioning its frequency domain support into four rectangular regions of equal areas. The ideal passband regions of the filters, $H_{i, j}\left(\omega_{1}, \omega_{2}\right)$, are shown in Figure 22.15. For example, the ideal passband of $H_{0,0}\left(\omega_{1}, \omega_{2}\right)$ is the square region $[-\pi / 2, \pi / 2] \times[-\pi / 2, \pi / 2]$. The 2-D filter bank is shown in Figure 22.16.

Corresponding 2-D synthesis filters are also


FIGURE 22.15 Ideal passband regions of the separable filters of a rectangular filter bank.
constructed in a separable manner from the synthesis filters of the 1-D filter bank. If the 1-D filter bank has the perfect reconstruction (PR) property, then the 2-D filter bank also has the PR property. Subband decomposition filter banks (or filter banks implementing the 2-D wavelet transform) consist of analysis and synthesis filters, upsamplers, and downsamplers as discussed in Chapter 24. In the separable 2-D filter bank, downsampling is carried out both horizontally and vertically as follows:

$$
\begin{equation*}
x_{0}\left(n_{1}, n_{2}\right)=x_{a}\left(2 n_{1}, 2 n_{2}\right) \tag{22.55}
\end{equation*}
$$

Here we consider the input 2-D signal $x_{a}$ to be an image. The downsampled image $x_{0}$ is a quarter-size version of $x_{a}$. Only one sample out of four is retained in the downsampling operation described in Equation 22.55. The upsampling operation is the dual of the downsampling


FIGURE 22.16 Block diagram of separable processing in 2D filter bank.
operation. In other words, a zero valued sample is inserted in upsampling corresponding to the location of each dropped sample during downsampling.

The implementation of the above filter bank can be carried out separably in a computationally efficient manner as described in Chapter 24 and Refs. [49,52]. The input image is first processed horizontally row by row by a 1-D filter bank with filters, $h_{0}$ and $h_{1}$. After the input signal is horizontally filtered with the 1D two-channel filter bank, the signal in each channel is downsampled row-wise to yield two images. Each image is then filtered and downsampled vertically by the filter bank. As a result, four quarter-size subimages, $x_{i}, i=0,1,2,3$, are obtained. These images are the same as the images obtained by direct implementation of the analysis filter bank shown in Figure 22.16. The synthesis filter bank is also implemented in a separable manner.

Nonseparable 2-D filter banks [14] are not as computationally efficient as separable filter banks as discussed in Section 22.5.

In two or higher dimensions, downsampling and upsampling are not restricted to the rectangular grid, but can be carried out in a variety of ways. One example of this is quincunx downsampling where the downsampled image $x_{q}$ is related to the input image $x_{a}$ as follows:

$$
\begin{equation*}
x_{q}\left(n_{1}, n_{2}\right)=x_{a}\left(n_{1}+n_{2}, n_{2}-n_{1}\right) \tag{22.56}
\end{equation*}
$$

In this case only the samples for which $n_{1}+n_{2}$ is even are retained in the output. Filter banks employing quincunx and other downsampling strategies are described in Refs. [6,8,9,19,50,52] and in Chapter 25. Filter banks that employ quincunx downsampling have only two channels and the frequency support is partitioned in a diamond-shaped manner as shown in Figure 22.13. Filters of a quincunx filter bank which have diamond-shaped passbands and stopbands can be designed from a 1-D subband decomposition filter bank using the transformation method described in Equations 22.45 through 22.48. Chapter 25 provides a detailed discussion of the theory and applications of directional filter banks.
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### 23.1 Introduction

A linear 2-D IIR digital filter can be characterized by its transfer function

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{N\left(z_{1}, z_{2}\right)}{D\left(z_{1}, z_{2}\right)}=\frac{\sum_{i=0}^{N_{2}} \sum_{j=0}^{M_{2}} a_{i j} z_{1}^{-i} z_{2}^{-j}}{\sum_{i=0}^{N_{1}} \sum_{j=0}^{M_{1}} b_{i j} z_{1}^{-i} z_{2}^{-j}} \tag{23.1}
\end{equation*}
$$

where the sampling period $T_{i}=2 \pi / \omega_{s i}$ for $i=1,2$ with $\omega_{s i}$ and the sampling frequencies $a_{i j}$ and $b_{i j}$ are real numbers known as the coefficients of the filter. Without loss of generality we can assume $M_{1}=M_{2}=N_{1}=N_{2}=M$ and $T_{1}=T_{2}=T$. Designing a 2-D filter is to calculate the filter coefficients $a_{i j}$ and $b_{i j}$ in such a way that the amplitude response and/or the phase response (group delay) of the designed filter approximates to some ideal responses while maintaining the stability of the designed filter. The latter requires that

$$
\begin{equation*}
D\left(z_{1}, z_{2}\right) \neq 0 \quad \text { for }\left|z_{i}\right| \geq 1, i=1,2 \tag{23.2}
\end{equation*}
$$

The amplitude response of the 2-D filter is expressed as

$$
\begin{equation*}
M\left(\omega_{1}, \omega_{2}\right)=\left|H\left(e^{j \omega_{1} T}, e^{j \omega_{2} T}\right)\right| \tag{23.3}
\end{equation*}
$$

the phase response as

$$
\begin{equation*}
\phi\left(\omega_{1}, \omega_{2}\right)=\arg H\left(e^{j \omega_{1} T}, e^{j \omega_{2} T}\right) \tag{23.4}
\end{equation*}
$$

and the two group delay functions as

$$
\begin{equation*}
\tau_{i}\left(\omega_{1}, \omega_{2}\right)=\frac{\mathrm{d} \phi\left(\omega_{1}, \omega_{2}\right)}{\mathrm{d} \omega_{i}}, i=1,2 \tag{23.5}
\end{equation*}
$$

Equation 23.1 is the general form of transfer functions of the nonseparable numerator and denominator 2-D IIR filters. It can involve two subclasses, namely, the separable product transfer function

$$
\begin{align*}
H\left(z_{1}, z_{2}\right) & =H_{1}\left(z_{1}\right) H_{2}\left(z_{2}\right) \\
& =\frac{\sum_{i=0}^{N_{2}} a_{1 i} z_{1}^{-i} \sum_{j=0}^{M_{2}} a_{2 i} z_{2}^{-j}}{\sum_{i=0}^{N_{1}} b_{1 i} z_{1}^{-i} \sum_{j=0}^{M_{1}} b_{2 i} z_{2}^{-j}} \tag{23.6}
\end{align*}
$$

and the separable denominator, nonseparable numerator transfer function given by

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{\sum_{i=0}^{N_{2}} \sum_{j=0}^{M_{2}} a_{i j} z_{1}^{-i} z_{2}^{-j}}{\sum_{i=0}^{N_{1}} b_{1 i} z_{1}^{-i} \sum_{j=0}^{M_{1}} b_{2 j} z_{2}^{-j}} \tag{23.7}
\end{equation*}
$$

The stability constraints for the above two transfer functions are the same as those for the individual two 1-D cases. These are easy to check and correspondingly the transfer function is easy to stabilize if the designed filter is found to be unstable. Therefore, in the design of the above two classes, in order to reduce the stability problem to that of the 1-D case, the denominator of the 2-D transfer function is chosen to have two 1-D polynomials in $z_{1}$ and $z_{2}$ variables in cascade. However, in the general formulation of nonseparable numerator and denominator filters, this oversimplification is removed. The filters of this type are generally designed either through transformation of 1-D filters, or through optimization approaches, as is discussed in the following.

### 23.2 Transformation Techniques

### 23.2.1 Analog Filter Transformations

In the design of 1-D analog filters, a group of analog filter transformations of the form $s=g\left(s^{\prime}\right)$ is usually applied to normalized continuous low-pass transfer functions like those obtained by using the Bessel, Butterworth, Chebyshev, and elliptic approximations. These transformations can be used to design low-pass, high-pass, bandpass, or bandstop filters satisfying piecewise-constant amplitude response specifications. Through the application of the bilinear transformation, corresponding 1-D digital filters can be designed, and since 2-D digital filters can be designed in terms of 1-D filters, these transformations are of considerable importance in the design of 2-D digital filters as well. In the 2-D cases, the transformations have a form of

$$
\begin{equation*}
s=g\left(s_{1}, s_{2}\right) \tag{23.8}
\end{equation*}
$$

As a preamble, in this section two groups of transformations of interest in the design of 2-D digital filters are introduced, which essentially produce $2-\mathrm{D}$ continuous transfer functions from 1-D ones.

### 23.2.1.1 Rotated Filter

The first group of transformations, suggested by Shanks, Treitel, and Justice [1], are of the form

$$
\begin{gather*}
g_{1}\left(s_{1}, s_{2}\right)=-s_{1} \sin \beta+s_{2} \cos \beta  \tag{23.9a}\\
g_{2}\left(s_{1}, s_{2}\right)=s_{1} \cos \beta+s_{2} \sin \beta \tag{23.9b}
\end{gather*}
$$

They map 1-D into 2-D filters with arbitrary directionality in a 2-D frequency response plane. These filters are called rotated filters because they are obtained by rotating 1-D filters.

If $H(s)$ is a 1-D continuous transfer function, then a corresponding 2-D continuous transfer function can be generated as

$$
\begin{align*}
& H_{D 1}\left(s_{1}, s_{2}\right)=\left.H(s)\right|_{s=g_{1}\left(s_{1}, s_{2}\right)}  \tag{23.10a}\\
& H_{D 2}\left(s_{1}, s_{2}\right)=\left.H(s)\right|_{s=g_{2}\left(s_{1}, s_{2}\right)} \tag{23.10b}
\end{align*}
$$

by replacing the $s$ in $H(s)$ with $g_{1}\left(s_{1}, s_{2}\right)$ and $g_{2}\left(s_{1}, s_{2}\right)$, respectively.
It is easy to show [2] that a transformation of $g_{1}\left(s_{1}, s_{2}\right)$ or $g_{2}\left(s_{1}, s_{2}\right)$ will give rise to a contour in the amplitude response of the 2-D analog filter that is a straight line rotated by an angle $\beta$ with respect to the $s_{1}$ or $s_{2}$ axis, respectively. Figure 23.1 illustrates an example of 1-D to 2-D analog transformation by (23.10a) for $\beta=0^{\circ}$ and $\beta=45^{\circ}$.

The rotated filters are of special importance in the design of circularly symmetric filters, as will be discussed in Section 23.4.

### 23.2.1.2 Transformation Using a Two-Variable Reactance Function

The second group of transformations is based on the use of a two-variable reactance function. One of the transformations was suggested by Ahmadi, Constantinides, and King [3,4]. This is given by

$$
\begin{equation*}
g_{3}\left(s_{1}, s_{2}\right)=\frac{a_{1} s_{1}+a_{2} s_{2}}{1+b s_{1} s_{2}} \tag{23.11}
\end{equation*}
$$

where $a_{1}, a_{2}$, and $b$ are all positive constants.
Let us consider a 2-D filter designed by using a 1-D analog low-pass filter with cutoff frequency $\Omega_{\mathrm{c}}$. Equation 23.11 results in

$$
\begin{equation*}
\Omega_{2}=\frac{\Omega_{c}-a_{1} \Omega_{1}}{a_{2}-b \Omega_{\mathrm{c}} \Omega_{1}} \tag{23.12}
\end{equation*}
$$

The mapping of $\Omega=\Omega_{\mathrm{c}}$ onto the $\left(\Omega_{1}, \Omega_{2}\right)$ plane for various values of $b$ is depicted in Figure 23.2 [5]. The cutoff frequencies along the $\Omega_{1}$ and $\Omega_{2}$ axes can be adjusted by simply varying $a_{1}$ and $a_{2}$. On the other hand, the convexity of the boundary can be adjusted by varying $b$. We note that $b$ must be greater than zero to preserve stability. Also, it should be noted that $g_{3}\left(s_{1}, s_{2}\right)$ becomes a low-pass to bandpass transformation along $s_{1}=s_{2}$, and therefore the designed filter will behave like a bandstop filter along $\Omega_{1}=\Omega_{2}$. This problem can be overcome by using a guard filter of any order.

King and Kayran [6] have extended the above technique by using a higher order reactance function of the form


FIGURE 23.1 1D to 2D analog filter transformation. (a) Amplitude response of 1 D analog filter. (b) Contour plot of 2D filter, $\beta=0^{\circ}$. (c) Contour plot of 2D filter, $\beta=45^{\circ}$. (d) Contour plot of 2D filter, $\beta=45^{\circ}$, after applying double bilinear transformation.


FIGURE 23.2 Plot of Equation 23.12 for different values of $b$.

$$
\begin{equation*}
g_{4}\left(s_{1}, s_{2}\right)=\frac{a_{1} s_{1}+a_{2} s_{2}}{1+b_{1}\left(s_{1}^{2}+s_{2}^{2}\right)+b_{2} s_{1} s_{2}} \tag{23.13}
\end{equation*}
$$

and they proved that the stability of $g_{4}\left(s_{1}, s_{2}\right)$ is ensured if

$$
\begin{equation*}
b_{1}>0 \tag{23.14}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{1}>\frac{b_{2}^{2}}{4}-b_{1}^{2}>0 \tag{23.15}
\end{equation*}
$$

However, it is necessary as earlier to include a guard filter, which may have the simple form of

$$
\begin{equation*}
G\left(z_{1}, z_{2}\right)=\frac{\left(1+z_{1}\right)\left(1+z_{2}\right)}{\left(d_{1}+z_{1}\right)\left(d_{2}+z_{2}\right)} \tag{23.16}
\end{equation*}
$$

in order to remove the high-pass regions along all radii except the coordinate axes.
Then, through an optimization procedure, the coefficients of $g_{4}\left(s_{1}, s_{2}\right)$ and $G\left(z_{1}, z_{2}\right)$ are calculated subject to the constraints of Equations 23.14 and 23.15 , so that the cutoff frequency of the 1-D filter is mapped into a desired cutoff boundary in the $\left(\Omega_{1}, \Omega_{2}\right)$ plane.

### 23.2.2 Spectral Transformations

Spectral transformation is another kind of important transformation in the design of both 1-D and 2-D IIR filters. In this section, three groups of spectral transformations are discussed. Among them, the linear transformations map frequency axes onto frequency axes in the ( $\Omega_{1}, \Omega_{2}$ ) plane, the complex transformation is of wide applications to the design of fan filters, and the Constantinides transformations transform a discrete function into another discrete function and through which any transformation of a low-pass filter to another low-pass, high-pass, bandpass, or bandstop filter becomes possible.

### 23.2.2.1 Linear Transformations

Consider a group of linear transformations that map frequency axes onto themselves in the $\left(\Omega_{1}, \Omega_{2}\right)$ plane. There are eight possible such transformations $[7,8]$ and they have the algebraic structure of a finite group under the operation of multiplication [2]; each transformation can be expressed as

$$
\left[\begin{array}{l}
\omega_{1}  \tag{23.17}\\
\omega_{2}
\end{array}\right]:=D(T)\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]
$$

where $D(T)$ is a $2 \times 2$ unitary matrix representing transformation $T \delta$. The eight transformations and their effect on the frequency response of the digital filter are as follows with a multiplication table being illustrated in Table 23.1 [2].

1. Identity (I):

$$
D(I)=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

2. Reflection about the $\omega_{1}$ axis $\left(\rho_{\omega 1}\right)$ :

$$
D\left(\rho_{\omega 1}\right)=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

TABLE 23.1 Multiplication Table of Group

|  | $I$ | $\rho \omega 1$ | $\rho \omega 2$ | $\rho \psi 1$ | $\rho \psi 2$ | $R_{4}$ | $R_{4}^{2}$ | $R_{4}^{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| I | I | $\rho \omega 1$ | $\rho \omega 2$ | $\rho \psi 1$ | $\rho \psi 2$ | $R_{4}$ | $R_{4}^{2}$ | $R_{4}^{3}$ |
| $\rho \omega 1$ | $\rho \omega 1$ | I | $R_{4}^{2}$ | $R_{4}^{3}$ | $R_{4}$ | $\rho \psi 2$ | $\rho \omega 2$ | $\rho \psi 1$ |
| $\rho \omega 2$ | $\rho \omega 2$ | $R_{4}^{2}$ | I | $\mathrm{R}_{4}$ | $R_{4}^{3}$ | $\rho \psi 1$ | $\rho \omega 1$ | $\rho \psi 2$ |
| $\rho \psi 1$ | $\rho \psi 1$ | $R_{4}$ | $R_{4}^{3}$ | I | $R_{4}^{2}$ | $\rho \omega 1$ | $\rho \psi 2$ | $\rho \omega 2$ |
| $\rho \psi 2$ | $\rho \psi 2$ | $R_{4}^{3}$ | $R_{4}$ | $R_{4}^{2}$ | I | $\rho \omega 2$ | $\rho \psi 1$ | $\rho \omega 1$ |
| $R_{4}$ | $R_{4}$ | $\rho \psi 1$ | $\rho \psi 2$ | $\rho \omega 2$ | $\rho \omega 1$ | $R_{4}^{2}$ | $R_{4}^{3}$ | I |
| $R_{4}^{2}$ | $R_{4}^{2}$ | $\rho \omega 2$ | $\rho \omega 1$ | $\rho \psi 2$ | $\rho \psi 1$ | $R_{4}^{3}$ | I | $R_{4}$ |
| $R_{4}^{3}$ | $R_{4}^{3}$ | $\rho \psi 2$ | $\rho \psi 1$ | $\rho \omega 1$ | $\rho \omega 2$ | I | $R_{4}$ | $R_{4}^{2}$ |

3. Reflection about the $\omega_{2}$ axis $\left(\rho_{\omega 2}\right)$ :

$$
D\left(\rho_{\omega 2}\right)=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right]
$$

4. Reflection about the $\left(\rho_{\psi 1}\right)$ :

$$
D\left(\rho_{\psi 1}\right)=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

5. Reflection about the $\left(\rho_{\psi 2}\right)$ :

$$
D\left(\rho_{\psi 2}\right)=\left[\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right]
$$

6. Counterclockwise rotation by $90^{\circ}\left(R_{4}\right)$ :

$$
D\left(R_{4}\right)=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

7. Counterclockwise rotation by $180^{\circ}\left(R_{4}^{2}\right)$ :

$$
D\left(R_{4}^{2}\right)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right]
$$

8. Counterclockwise rotation by $270^{\circ}\left(R_{4}^{3}\right)$ :

$$
D\left(R_{4}^{3}\right)=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

In the above symbolic representation, $\psi_{1}$ and $\psi_{2}$ represent axes that are rotated by $45^{\circ}$ in the counterclockwise sense relative to the $\omega_{1}$ and $\omega_{2}$ axes, respectively, and $R_{k}$ denotes rotation by $360^{\circ} / k$ in the counterclockwise sense. These transformations could equivalently be defined in the ( $z_{1}, z_{2}$ ) domain by complex conjugating and/or interchanging the complex variables $z_{1}$ and $z_{2}$ in the filter transfer function.

An important property of the group is that each transformation distributes over a product of functions of $\omega_{1}$ and $\omega_{2}$, that is,


FIGURE 23.3 Design of zero-phase filters: (a) noncausal filter; (b) equivalent causal implementation; (c) cascade zero-phase filter.

$$
\begin{equation*}
T_{\delta}\left[\prod_{i=1}^{K} F_{i}\left(\omega_{1}, \omega_{2}\right)\right]=\prod_{i=1}^{K} T_{\delta}\left[F_{i}\left(\omega_{1}, \omega_{2}\right)\right] \tag{23.18}
\end{equation*}
$$

where $T \delta$ represents any of the eight transformation operators. The validity of this property follows the definition of the transformations [8].

In the $\left(z_{1}, z_{2}\right)$ domain, if $H\left(z_{1}, z_{2}\right)$ represents a causal filter with impulse response $h\left(n_{1}, n_{2}\right)$, then the filter represented by $H\left(z_{1}^{-1}, z_{2}^{-1}\right)$ will have an impulse response $h\left(-n_{1},-n_{2}\right)$, and is therefore, noncausal, since $h\left(-n_{1},-n_{2}\right) \neq 0$ for $n_{1}<0, n_{2}<0$. Such a filter can be implemented in terms of causal transfer function $H\left(z_{1}, z_{2}\right)$, i.e., by rotating the $n_{1}$ and $n_{2}$ axes of the input signal by $180^{\circ}$, processing the rotated signal by the causal filter, and then rotating the axes of the output signal by $180^{\circ}$, as illustrated in Figure 23.3b.

Noncausal filters can be used for the realization of zero-phase filters by cascading $K$ pairs of filters whose transfer functions are $H_{i}\left(z_{1}, z_{2}\right)$ and $H\left(z_{1}^{-1}, z_{2}^{-1}\right)$ for $i=1,2, \ldots, K$, as depicted in Figure 23.3c.

### 23.2.2.2 Complex Transformation and 2-D Fan Filters

Complex Transformation. A complex transformation is of the form [9]

$$
\begin{equation*}
z=e^{\phi} z_{1}^{\alpha_{1} / \beta_{1}} z_{2}^{\alpha_{2} / \beta_{1}} \tag{23.19}
\end{equation*}
$$

by which a 2-D filter $H\left(z_{1}, z_{2}\right)$ can be derived from 1-D filter $H_{1}(z)$. The corresponding frequency transformation of Equation 23.19 is

$$
\begin{equation*}
\exp (j \omega) \rightarrow \exp \left\{j\left(\phi+\omega_{1} \frac{\alpha_{1}}{\beta_{1}}+\omega_{2} \frac{\alpha_{2}}{\beta_{2}}\right)\right\} \tag{23.20}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega \rightarrow \phi+\omega_{1} \frac{\alpha_{1}}{\beta_{1}}+\omega_{2} \frac{\alpha_{2}}{\beta_{2}} \tag{23.21}
\end{equation*}
$$

There are three major effects of transformation Equation 23.20 on the resulting filter:

1. Frequency shifting along the $\omega_{1}$ axis. The frequency response of the resulting filter will be shifted by $\phi$ along the $\omega_{1}$ axis.
2. Rotation of the frequency response. The angle of rotation is

$$
\begin{equation*}
\theta=\arctan \left(\frac{\alpha_{2}}{\beta_{2}}\right) \tag{23.22}
\end{equation*}
$$

Since the original filter is $1-\mathrm{D}$ and a function of $z_{1}$, the angle of rotation will be defined by the fractional power of $z_{2}$.
3. Scaling the frequency response along the $\omega_{1}$ axis. The fractional power of $z_{1}$ will scale the frequency response by a factor $\beta_{1} / \alpha_{1}$. However, the periodicity of the frequency response will be $\left(\alpha_{1} / \beta_{1}\right) 2 \pi$ instead of $2 \pi$. Other effects may also be specified [9].

The complex transformation is of importance in the design of fan filters. By using a prototype lowpass filter with a cutoff frequency at $\omega_{c}=\pi / 2$, and the transformation Equation 23.19 , one obtains the shifted, scaled, and rotated characteristics in the frequency domain. We denote the transformed filter by

$$
\begin{equation*}
H\left(z_{1}, z_{2} ; \frac{\alpha_{1}}{\beta_{1}}, \frac{\alpha_{2}}{\beta_{2}}\right)=\left.H_{1}(z)\right|_{z=e^{\phi} z_{1}^{\alpha_{1} / \beta_{1}} z_{2}^{\alpha_{2} / \beta_{2}}} \tag{23.23}
\end{equation*}
$$

In general, the filter coefficients in function $H$ will be complex and the variables $z_{1}$ and $z_{2}$ will have rational noninteger powers. However, appropriate combinations of transformed filters will remove both of these difficulties, as will be shown in the following.

Symmetric Fan Filters. An ideal symmetric fan filter has the specification of

$$
H_{f 1}\left(e^{j_{\omega 1} T}, e^{j_{\omega 2} T}\right)= \begin{cases}1 & \text { for }\left|\omega_{1}\right| \geq\left|\omega_{2}\right|  \tag{23.24}\\ 0 & \text { otherwise }\end{cases}
$$

We introduce transfer function $\hat{H}_{1}\left(z_{1}, z_{2}\right), \hat{H}_{2}\left(z_{1}, z_{2}\right), \hat{H}_{3}\left(z_{1}, z_{2}\right)$, and $\hat{H}_{4}\left(z_{1}, z_{2}\right)$, of four filters generated by Equation 23.23 with $\left(\alpha_{1} / \beta_{1}, \alpha_{1} / \beta_{2}\right)=(1 / 2,1 / 2),(-1 / 2,1 / 2),(1 / 2,-1 / 2)$, and $(-1 / 2,-1 / 2)$, respectively, and $\phi=\pi / 2$. The responses of the transformed filters, $\hat{H}_{1}\left(z_{1}, z_{2}\right), i=1,2,3,4$, can be found in Figure 23.4 together with the prototype filter.


FIGURE 23.4 Basic building blocks of symmetric fan filters.


FIGURE 23.5 Amplitude characteristics of $G_{11}\left(z_{1}, z_{2}\right)$ and $G_{22}\left(z_{1}, z_{2}\right)$.
In this design procedure, the filters in Figure 23.4 will be used as the basic building blocks for a fan filter specified by Equation 23.24. One can construct the following filter characteristics:

$$
\begin{align*}
G_{11}\left(z_{1}, z_{2}\right)= & \hat{H}_{1}\left(z_{1}, z_{2}\right) \hat{H}_{1}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{2}\left(z_{1}, z_{2}\right) \hat{H}_{2}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \\
& +\hat{H}_{3}\left(z_{1}, z_{2}\right) \hat{H}_{3}^{*}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{4}\left(z_{1}, z_{2}\right) \hat{H}_{4}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right)  \tag{23.25a}\\
G_{22}\left(z_{1}, z_{2}\right)= & \hat{H}_{1}\left(z_{1}, z_{2}\right) \hat{H}_{1}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{3}\left(z_{1}, z_{2}\right) \hat{H}_{3}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \\
& +\hat{H}_{2}\left(z_{1}, z_{2}\right) \hat{H}_{2}^{*}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{4}\left(z_{1}, z_{2}\right) \hat{H}_{4}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \tag{23.25b}
\end{align*}
$$

which are shown in Figure 23.5.
Quadrant Fan Filters. The frequency characteristic of a quadrant fan filter is specified as

$$
H_{f 2}\left(e^{j \omega_{1} T}, e^{j \omega_{2} T}\right)= \begin{cases}1 & \text { for } \omega_{1} \omega_{2} \geq 0  \tag{23.26}\\ 0 & \text { otherwise }\end{cases}
$$

We consider the same ideal prototype filter. Then the transformed filters $\hat{H}_{14}\left(z_{1}, z_{2}\right), \hat{H}_{12}\left(z_{1}, z_{2}\right)$, $\hat{H}_{23}\left(z_{1}, z_{2}\right)$, and $\hat{H}_{34}\left(z_{1}, z_{2}\right)$, are obtained via Equation 23.23 with ( $\alpha_{1} / \beta_{1}, \alpha_{2} / \beta_{2}$ ) equal to ( 1,0 ), ( 0,1 ), $(-1,0)$, and $(0,-1)$, respectively, and $\phi=\pi / 2$. The subscripts on $\hat{H}$ refer to quadrants to which the lowpass filter characteristics have been shifted. Figure 23.6 illustrates the amplitude responses of these transformed filters together with the prototype.

The filters in Figure 23.6 will be used as the basic building blocks for fan filters specified by Equation 23.26. In a similar manner to Equations 23.25 a and $b$, the filter characteristics $G_{13}\left(z_{1}, z_{2}\right)$ and $G_{23}\left(z_{1}, z_{2}\right)$ can be constructed as follows:

$$
\begin{align*}
G_{13}\left(z_{1}, z_{2}\right)= & \hat{H}_{12}\left(z_{1}, z_{2}\right) \hat{H}_{12}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{14}\left(z_{1}, z_{2}\right) \hat{H}_{14}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \\
& +\hat{H}_{23}\left(z_{1}, z_{2}\right) \hat{H}_{23}^{*}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{34}\left(z_{1}, z_{2}\right) \hat{H}_{34}^{*}\left(z_{1}^{-1}, z_{2}^{-1}\right)  \tag{23.27a}\\
G_{24}\left(z_{1}, z_{2}\right)= & \hat{H}_{12}\left(z_{1}, z_{2}\right) \hat{H}_{12}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{23}\left(z_{1}, z_{2}\right) \hat{H}_{23}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \\
& +\hat{H}_{14}\left(z_{1}, z_{2}\right) \hat{H}_{14}^{*}\left(z_{1}^{-1}, z_{2}^{-1}\right) \hat{H}_{34}\left(z_{1}, z_{2}\right) \hat{H}_{34}^{\star}\left(z_{1}^{-1}, z_{2}^{-1}\right) \tag{23.27b}
\end{align*}
$$

whose amplitude responses are depicted in Figure 23.7.

### 23.2.2.3 Constantinides Transformations

The so-called Constantinides $[10,19]$ are of importance in the design of 1-D digital filters, and are of the form


FIGURE 23.6 Basic building blocks for quadrant fan filter design.


FIGURE 23.7 Two quadrant pass filters.

$$
\begin{equation*}
z=f(\bar{z})=e^{j l \pi} \prod_{t=1}^{m} \frac{\bar{z}-a_{t}^{\star}}{1-a_{t} \bar{z}} \tag{23.28}
\end{equation*}
$$

where
$l$ and $m$ are integers
$a_{t}^{*}$ is the complex conjugate of $a_{t}$
Pendergrass, Mitra, and Jury [11] showed that, in the decision of 2-D IIR filters, this group of transformations is as useful as in 1-D cases. By choosing the parameters $l, m$, and $a_{t}$ in Equation 23.28 properly, a set of four specific transformations can be obtained that can be used to transform a low-pass transfer function into a corresponding low-pass, high-pass, bandpass, or a bandstop transfer function. These transformations are summarized in Table 23.2, where subscript $i$ is included to facilitate the application of the transformation to 2-D discrete transfer functions.

Let $\Omega_{i}$ and $\omega_{i}$ for $i=1,2$ be the frequency variables in the original and transformed transfer function, respectively. Suppose $H_{L}\left(z_{1}, z_{2}\right)$ is a low-pass transfer function with respect to $z_{i}$, if each of $z_{1}$ and $z_{2}$ is

TABLE 23.2 Constantinides Transformations

| Type | Transformation | Parameters |
| :---: | :---: | :---: |
| LP to LP | $z_{i}=\frac{\bar{z}_{i}-\alpha_{i}}{1-\alpha_{i} \bar{z}_{i}}$ | $\alpha_{i}=\frac{\sin \left[\left(\Omega_{p i}-\omega_{p i}\right) T_{i} / 2\right]}{\sin \left[\left(\Omega_{p i}+\omega_{p i}\right) T_{i} / 2\right]}$ |
| LP to HP | $z_{i}=\frac{\bar{z}_{i}-\alpha_{i}}{1-\alpha_{i} \bar{z}_{i}}$ | $\alpha_{i}=\frac{\cos \left[\left(\Omega_{p i}-\omega_{p i}\right) T_{i} / 2\right]}{\cos \left[\left(\Omega_{p i}+\omega_{p i}\right) T_{i} / 2\right]}$ |
| LP to BP LP to BS | $\begin{array}{r} z_{i}=-\frac{\bar{z}_{i}^{2}-\frac{2 \alpha_{i} k_{i}}{k_{i}+1} \bar{z}_{i}+\frac{k_{i}-1}{k_{i}+1}}{1-\frac{2 \alpha_{i} k_{i}}{k_{i}+1} \bar{z}_{i}+\frac{k_{i}-1}{k_{i}+1} \bar{z}_{i}^{2}} \\ z_{i}=-\frac{\bar{z}_{i}^{2}-\frac{2 \alpha_{i}}{1+k_{i}} \bar{z}_{i}+\frac{1-k_{i}}{1+k_{i}}}{1-\frac{2 \alpha_{i}}{1+k_{i}} \bar{z}_{i}+\frac{1-k_{i}}{1+k_{i}} \bar{z}_{i}^{2}} \end{array}$ | $\begin{aligned} & \alpha_{i}=\frac{\cos \left[\left(\omega_{p 2 i}+\omega_{p 1 i}\right) T_{i} / 2\right]}{\cos \left[\left(\omega_{p 2 i}+\omega_{p 1 i}\right) T_{i} / 2\right]} \\ & k_{i}=\tan \frac{\Omega_{p i} T_{i}}{2} \cot \frac{\left(\omega_{p 2 i}-\omega_{p 1 i}\right) T_{i}}{2} \\ & \alpha_{i}=\frac{\cos \left[\left(\omega_{p 2 i}-\omega_{p 1 i}\right) T_{i} / 2\right]}{\cos \left[\left(\omega_{p 2 i}+\omega_{p 1 i}\right) T_{i} / 2\right]} \\ & k_{i}=\tan \frac{\Omega_{p i} T_{i}}{2} \tan \frac{\left(\omega_{p 2 i}-\omega_{p 1 i}\right) T_{i}}{2} \end{aligned}$ |



FIGURE 23.8 Application of Constantinides transformations to 2D IIR filters. (a) Circularly symmetric low-pass filter. (b) LP to LP for $z_{1}$ and $z_{2}$. (c) LP to HP for $z_{1}$ and $z_{2}$. (d) LP to BP for $z_{1}$ and $z_{2}$. (e) LP to HP for $z_{1}$ and LP to LP for $z_{2}$. (f) LP to BP for $z_{1}$ and LP to LP for $z_{2}$.
transformed to be low-pass, bandpass, or high-pass, then a number of different 2-D filter combinations can be achieved. As an example, some of the possible amplitude responses are illustrated in Figure 23.8a through f [2].

### 23.3 Design of Separable Product Filters

A 2-D IIR filter is characterized by a separable product transfer function of the form

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=H_{1}\left(z_{1}\right) H_{2}\left(z_{2}\right) \tag{23.29}
\end{equation*}
$$

if its passband or stopband is of the shape of a rectangular domain. The design of such a class of filters can be accomplished by using the method proposed by Hirano and Aggarwal [12]. The method can be used to design filters with quadrantal or half-plane symmetry.

### 23.3.1 Design of Quadrantally Symmetric Filters

A 2-D filter is said to be quadrantally symmetric if its amplitude response satisfies the equality

$$
\begin{equation*}
\left|H\left(z_{1}, z_{2}\right)\right|=\left|H\left(z_{1}^{*}, z_{1}^{*}\right)\right|=\left|H\left(z_{1}^{*}, z_{2}\right)\right|=\left|H\left(z_{1}, z_{1}^{*}\right)\right| \tag{23.30}
\end{equation*}
$$

Consider two 1-D bandpass filters specified by two transfer functions $H_{1}(z)$ and $H_{2}(z)$, respectively, and let $z=z_{1}$ in the first one and $z=z_{2}$ in the second. If their frequency responses can be expressed by

$$
\left|H_{1}\left(e^{j \omega_{1} T_{1}}\right)\right|= \begin{cases}1 & \omega_{12} \leq \omega_{1}<\omega_{13}  \tag{23.31a}\\ 0 & 0 \leq \omega_{1}<\omega_{11} \text { or } \omega_{14} \leq \omega_{1}<\infty\end{cases}
$$

and

$$
\left|H_{2}\left(e^{j \omega_{2} T_{2}}\right)\right|= \begin{cases}1 & \omega_{22} \leq \omega_{2}<\omega_{23}  \tag{23.31b}\\ 0 & 0 \leq \omega_{2}<\omega_{21} \text { or } \omega_{24} \leq \omega_{2} \leq \infty\end{cases}
$$

respectively, and since

$$
\left|H\left(e^{j \omega_{1} T_{1}}, e^{j \omega_{2} T_{2}}\right)\right|=\left|H_{1}\left(e^{j \omega_{1} T_{1}}\right)\right|\left|H_{2}\left(e^{j \omega_{2} T_{2}}\right)\right|
$$

Equations 23.31a and b give

$$
\left|H\left(e^{j \omega_{1} T_{1}}, e^{j \omega_{2} T_{2}}\right)\right|= \begin{cases}1 & \omega_{12} \leq \omega_{1}<\omega_{13} \text { and } \omega_{22} \leq \omega_{2}<\omega_{23} \\ 0 & \text { otherwise }\end{cases}
$$

Evidently, the 2-D filter obtained will pass frequency components that are in both passband of $H_{1}\left(z_{1}\right)$ and $H_{2}\left(z_{2}\right)$; that is, the passband $H_{1}\left(z_{1}, z_{2}\right)$ will be a rectangle with sides $\omega_{13}-\omega_{12}$ and $\omega_{23}-\omega_{22}$. On the other hand, frequency components that are in the stopband of either the first filter or the second filter will be rejected. Hence, the stopband of $H\left(z_{1}, z_{2}\right)$ consists of the domain obtained by combining the stopbands of the two filters.
By a similar method, if each of the two filters is allowed to be a low-pass, bandpass, or high-pass 1-D filter, then nine different rectangular passbands can be achieved, as illustrated in Figure 23.9. The cascade arrangement of any two of those filters may be referred to as a generalized bandpass filter [12].

Another typical simple characteristic is specified by giving the rectangular stopband region, which is referred to as the rectangular stop filter. Also, there are nine possible types of such a filter which are complementary to that of the generalized bandpass filter shown in Figure 23.9 (i.e., considering the shadowed region as the stopband). This kind of bandstop filter can be realized in the form of

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=H_{A}\left(z_{1}\right) H_{A}\left(z_{2}\right)-e^{j k \pi}\left[H_{1}\left(z_{1}\right) H_{2}\left(z_{2}\right)\right]^{2} \tag{23.32}
\end{equation*}
$$



FIGURE 23.9 Idealized amplitude response of generalized bandpass filter.
where $H_{1}\left(z_{1}\right) H_{2}\left(z_{2}\right)$ is a generalized bandpass filter described above, and $H_{A}\left(z_{1}\right)$ and $H_{A}\left(z_{2}\right)$ are allpass 1D filters [13] whose poles are poles of $H_{1}\left(z_{1}\right)$ and $H_{2}\left(z_{2}\right)$, respectively. Equation 23.32 can be referred to as a generalized bandstop filter.

Extending the principles discussed above, if a 2-D filter is constructed by cascading K 2-D filters with passbands $P_{i}$, stopbands $S_{i}$, and transfer function $H_{i}\left(z_{1}, z_{2}\right)$, the overall transfer function is obtained as

$$
H\left(z_{1}, z_{2}\right)=\prod_{i=1}^{k} H_{i}\left(z_{i}, z_{2}\right)
$$

and the passband $P$ and stopband $S$ of the cascaded 2-D filter are defined by

$$
P=\bigcap P_{i} \quad \text { and } \quad S=\bigcup_{i=1}^{K} S_{i}
$$

that is, the only frequency components not to be rejected will be those that will be passed by each and every filter in the cascade arrangement.

On the other hand, if a 2-D filter is constructed by connecting K 2-D filters in parallel, then

$$
H\left(z_{1}, z_{2}\right)=\sum_{i=1}^{K} H_{i}\left(z_{1}, z_{2}\right)
$$

Assuming that all the parallel filters have the same phase shift, and the passband $P_{i}=1$ of the various filters are not overlapping, then the passband and stopband of the parallel arrangement is given by

$$
P=\bigcup_{i=1}^{K} P_{i} \quad \text { and } \quad S=\bigcap S_{i}
$$

Parallel IIR filters are more difficult to design than cascade ones, due to the requirement that the phase shifts of the various parallel filters be equal. However, if all the data to be filtered are available at the start of the processing, zero-phase filters can be used.

By combining parallel and cascade subfilters, 2-D IIR filters whose passbands or stopbands are combinations of rectangular regions can be designed, as illustrated by the following example.

## Example 23.1

Design a 2-D IIR filter whose passband is the area between two overlapping rectangles, as depicted in Figure 23.10a.

## Solution

1. Construct a first 2-D low-pass filter with rectangular passband $\left(\omega_{12}, \omega_{22}\right)$ by using 1-D low-pass filters, as shown in Figure 23.10a.
2. Construct a second 2-D low-pass filter with rectangular passband $\left(\omega_{11}, \omega_{21}\right)$ by 1-D low-pass filters. Then using Equation 23.32 to construct a 2-D high-pass filter with rectangular stopband ( $\omega_{11}, \omega_{21}$ ), as shown in Figure 23.10c.
3. Cascade the first 2-D low-pass filter with the 2-D high-pass filter to obtain the required filter. The amplitude response of a practically designed 2-D filter is in Figure 23.10d.


FIGURE 23.10 Amplitude response for the filter of Example 23.1: (a) specified response; (b) response of the 2D low-pass filter; (c) response of the 2D high-pass filter; (d) 3D plot of the amplitude response of a real 2D IIR filter.

### 23.3.2 Design of Half-Plane Symmetric Filters

A 2-D filter is said to be half-plane symmetric if its amplitude response satisfies

$$
\begin{equation*}
\left|H\left(z_{1}, z_{2}\right)\right|=\left|H\left(z_{1}^{*}, z_{2}^{*}\right)\right| \tag{23.33}
\end{equation*}
$$

but

$$
\begin{equation*}
\left|H\left(z_{1}, z_{2}\right)\right| \neq\left|H\left(z_{1}^{*}, z_{2}\right)\right| \neq\left|H\left(z_{1}, z_{2}^{*}\right)\right| \tag{23.34}
\end{equation*}
$$

that is, half-plane symmetry does not imply quadrantal symmetry.
The design of those filters can be accomplished by cascading two quadrant pass filters derived previously in Section 23.2.2.2 with quadrantally symmetric filters, as is demonstrated in Example 23.2.

## Example 23.2

Design a 2-D half-plane symmetric filter whose passband is defined in Figure 23.11a.

## Solution

1. Follow the steps 1 to 3 in Example 23.1 to construct a 2-D bandpass filter with the passband being the area between two overlapping rectangles, as shown in Figure 23.10a.


FIGURE 23.11 Amplitude response for the filter of Example 23.2: (a) specified response; (b) 3D plot of the amplitude response of a real 2D IIR filter.
2. Construct a two quadrant (first and third quadrants) pass filter as depicted in Figure 23.7a.
3. Cascade the 2-D bandpass filter with the two quadrant pass filters to obtain the required filter.

The amplitude response of a practically designed filter is shown in Figure 23.11b.

### 23.3.3 Design of Filters Satisfying Prescribed Specifications

The problem of designing filters that satisfy prescribed specifications to a large extent has been solved for the case of 1-D filters, and by extending the available methods, 2-D IIR filters satisfying prescribed specifications can also be designed.

Assume that we are to design a 2-D low-pass filter with the following specification:

$$
\left|H\left(\omega_{1}, \omega_{2}\right)\right|= \begin{cases}1 \pm \Delta p & \text { for } 0 \leq\left|\omega_{i}\right| \leq \omega_{\mathrm{p} i}  \tag{23.35}\\ \Delta a & \text { for } \omega_{\mathrm{a} i} \leq\left|\omega_{i}\right| \leq \omega_{\mathrm{si}} / 2, \quad i=1,2\end{cases}
$$

where $\omega_{\mathrm{p} i}$ and $\omega_{\mathrm{a} i}, i=1,2$ are passband and stopband edges along the $\omega_{1}$ and $\omega_{2}$ axes, respectively. The two 1-D filters that are cascaded to form a 2-D one are specified by $\omega_{\mathrm{p} i}, \omega_{\mathrm{a} i}, \delta_{\mathrm{p} i}$, and $\delta_{\mathrm{a} i}(i=1,2)$ as the passband edge, stopband edge, passband ripple, and stopband loss, respectively. From Equation 23.29 we have

$$
\max \left\{M\left(\omega_{1}, \omega_{2}\right)\right\}=\max \left\{M_{1}\left(\omega_{1}\right)\right\} \max \left\{M_{2}\left(\omega_{2}\right)\right\}
$$

and

$$
\min \left\{M\left(\omega_{1}, \omega_{2}\right)\right\}=\min \left\{M_{1}\left(\omega_{1}\right)\right\} \min \left\{M_{2}\left(\omega_{2}\right)\right\}
$$

Hence the derived 2-D filter will satisfy the specifications of Equation 23.35 if the following constraints are satisfied

$$
\begin{align*}
\left(1+\delta_{\mathrm{p} 1}\right)\left(1+\delta_{\mathrm{p} 2}\right) & \leq 1+\Delta p  \tag{23.36}\\
\left(1-\delta_{\mathrm{p} 1}\right)\left(1-\delta_{\mathrm{p} 2}\right) & \geq 1-\Delta p  \tag{23.37}\\
\left(1+\delta_{\mathrm{p} 1}\right) \delta_{\mathrm{a} 2} & \leq \Delta a  \tag{23.38}\\
\left(1+\delta_{\mathrm{p} 2}\right) \delta_{\mathrm{a} 1} & \leq \Delta a  \tag{23.39}\\
\delta_{\mathrm{a} 1} \delta_{\mathrm{a} 2} & \leq \Delta a \tag{23.40}
\end{align*}
$$

Constraints 23.36 and 23.37 can be expressed respectively in the alternative form

$$
\begin{equation*}
\delta_{\mathrm{p} 1}+\delta_{\mathrm{p} 2}+\delta_{\mathrm{p} 1} \delta_{\mathrm{p} 2} \leq \Delta p \tag{23.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\mathrm{p} 1}+\delta_{\mathrm{p} 2}-\delta_{\mathrm{p} 1} \delta_{\mathrm{p} 2} \leq \Delta p \tag{23.42}
\end{equation*}
$$

Hence if Equation 23.41 is satisfied, Equation 23.42 is also satisfied. Similarly, Constraints 23.38 through 23.40 will be satisfied if

$$
\begin{equation*}
\max \left\{\left(1+\delta_{\mathrm{p} 1}\right) \delta_{\mathrm{a} 2},\left(1+\delta_{\mathrm{p} 2}\right) \delta_{\mathrm{a} 1}\right\} \leq \Delta a \tag{23.43}
\end{equation*}
$$

since $\left(1+\delta_{\mathrm{p} 1}\right) \gg \delta_{\mathrm{a} 1}$ and $\left(1+\delta_{\mathrm{p} 2}\right) \gg \delta_{\mathrm{a} 2}$. Now if we assume that $\delta_{\mathrm{p} 1}=\delta_{\mathrm{p} 2}=\delta_{\mathrm{p}}$ and $\delta_{\mathrm{a} 1}=\delta_{\mathrm{a} 2}=\delta_{\mathrm{a}}$, then we can assign

$$
\begin{equation*}
\delta_{\mathrm{p}}=(1+\Delta p)^{1 / 2}-1 \tag{23.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\mathrm{a}}=\frac{\Delta a}{(1+\Delta p)^{1 / 2}} \tag{23.45}
\end{equation*}
$$

so as to satisfy Constraints 23.36 through 23.40 . And since $\Delta p \ll 1$, we have

$$
\begin{align*}
& \delta_{\mathrm{p}} \approx \frac{\Delta p}{2}  \tag{23.46}\\
& \delta_{\mathrm{a}} \approx \Delta a \tag{23.47}
\end{align*}
$$

Consequently, if the maximum allowable passband and stopband errors $\Delta p$ and $\Delta a$ are specified, the maximum passband ripple $A_{\mathrm{p}}$ and the maximum stopband attenuation $A_{\mathrm{a}}$ and dB for the two 1-D filters can be determined as

$$
\begin{equation*}
A_{\mathrm{p}}=20 \log \frac{1}{1-\delta_{\mathrm{p}}}=20 \log \frac{2}{2-\Delta p} \tag{23.48}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\mathrm{a}}=20 \log \frac{1}{\delta_{\mathrm{p}}}=20 \log \frac{1}{\Delta a} \tag{23.49}
\end{equation*}
$$

Finally, if the passband and stopband edges $\omega_{\mathrm{p} i}$ and $\omega_{\mathrm{a} i}$ are also specified, the minimum order and the transfer function of each of the two 1-D filters can readily be obtained using any of the approaches of the previous sections. Similar treatments for bandpass, bandstop, and high-pass filters can be carried out.

## Example 23.3 [12]

Design a zero-phase filter whose amplitude response is specified in Figure 23.12 a , with $A_{\mathrm{p}}=3 \mathrm{~dB}$, $A_{\mathrm{a}}=20 \mathrm{~dB}$.


FIGURE 23.12 Amplitude responses of the filters in Example 23.3: (a) the given characteristics; (b) rectangular pass subfilter; (c) rectangular step subfilter; (d) final configuration of the 2D filter; (e) 3D plot of the amplitude response of the resulting 2D filter.

## Solution

1. Decomposition: Because there are no contiguous passbands between the characteristics of the first and third quadrants and that of the second and fourth quadrants, in the first step of design, the required 2-D filter can be decomposed into two subfilters $H_{13}\left(z_{1}, z_{2}\right)$ and $H_{24}\left(z_{1}, z_{2}\right)$, which represent the characteristics of the first and third quadrants and that of the second and fourth quadrants, respectively. By connecting $H_{13}\left(z_{1}, z_{2}\right)$ and $H_{24}\left(z_{1}, z_{2}\right)$, in parallel, the required characteristics of the 2-D filter specified in Figure 23.12a can then be realized.

$$
H\left(z_{1}, z_{2}\right)=H_{13}\left(z_{1}, z_{2}\right)+H_{24}\left(z_{1}, z_{2}\right)
$$

(a) Decomposition of $H_{13}\left(z_{1}, z_{2}\right)$ : To accomplish the design of $H_{13}\left(z_{1}, z_{2}\right)$, further decompositions should be made. The characteristics of the first and third quadrants can be realized by cascading three subfilters, i.e., a two quadrant filter $G_{13}\left(z_{1}, z_{2}\right)$ [as shown in Figure 23.7a], a low-pass filter $H_{L}\left(z_{1}, z_{2}\right)$ [as shown in Figure 23.12b], and a rectangular stop filter $H_{S}\left(z_{1}, z_{2}\right)$ [as shown in Figure 23.12c],

$$
H_{13}\left(z_{1}, z_{2}\right)=G_{13}\left(z_{1}, z_{2}\right) H_{\mathrm{L}}\left(z_{1}, z_{2}\right) H_{\mathrm{S}}\left(z_{1}, z_{2}\right)
$$

furthermore, the rectangular stop filter $H_{s}\left(z_{1}, z_{2}\right)$ can be designed by allpass filter $H_{A}\left(z_{1}, z_{2}\right)$ and low-pass filter $H_{\text {SL }}\left(z_{1}, z_{2}\right)$, using Equation 23.32

$$
H_{S}\left(z_{1}, z_{2}\right)=H_{A}\left(z_{1}, z_{2}\right)-\left[H_{S L}\left(z_{1}, z_{2}\right)\right]^{2}
$$

(b) Decomposition of $H_{24}\left(z_{1}, z_{2}\right)$ : Similarly, $H_{24}\left(z_{1}, z_{2}\right)$ can be decomposed into the cascade of a two quadrant filter $G_{24}\left(z_{1}, z_{2}\right)$ [as is shown in Figure 23.7b], and a bandpass filter $H_{B}\left(z_{1}, z_{2}\right)$ which can be realized by using two 1-D bandpass filters for both directions.

$$
H_{24}\left(z_{1}, z_{2}\right)=G_{24}\left(z_{1}, z_{2}\right) H_{B}\left(z_{1}, z_{2}\right)
$$

The final configuration of the desired filter $H\left(z_{1}, z_{2}\right)$ is illustrated in Figure 23.12d, with the final transfer function being of the form

$$
H\left(z_{1}, z_{2}\right)=H_{13}\left(z_{1}, z_{2}\right)+H_{24}\left(z_{1}, z_{2}\right)-H_{13}\left(z_{1}, z_{2}\right) H_{24}\left(z_{1}, z_{2}\right)
$$

where the purpose of the term $H_{13}\left(z_{1}, z_{2}\right) H_{24}\left(z_{1}, z_{2}\right)$, is to remove the overlap that may be created by adding $H_{13}\left(z_{1}, z_{2}\right)$ and $H_{24}\left(z_{1}, z_{2}\right)$.
(2) Design of all the subfilters: At this point, the problem is to derive the two quadrant subfilters $G_{13}\left(z_{1}, z_{2}\right)$ and $G_{24}\left(z_{1}, z_{2}\right)$, the low-pass subfilters $H_{L}\left(z_{1}, z_{2}\right)$ and $H_{S L}\left(z_{1}, z_{2}\right)$, the allpass subfilter $H_{A}\left(z_{1}, z_{2}\right)$, and the bandstop filter $H_{B}\left(z_{1}, z_{2}\right)$.
Note the symmetry of the given characteristics, the identical 1-D sections can be used to develop all the above 2-D subfilters, and the given specifications can easily be combined into the designs of all the 1-D sections.
(3) By connecting all the 2-D subfilters in cascade or parallel as specified in Figure 23.12d, the required 2-D filter is obtained. The 3-D plot of the amplitude response of the final resulting 2D filter is depicted in Figure 23.12e.

### 23.4 Design of Circularly Symmetric Filters

### 23.4.1 Design of LP Filters

As mentioned in Section 23.2.1, rotated filters can be used to design circularly symmetric filters. Costa and Venetsanopoulos [14] and Goodman [15] proposed two methods of this class, based on transforming an analog transfer function or a discrete one by rotated filter transformation, respectively. The two methods lead to filters that are, theoretically, unstable but by using an alternative transformation suggested by Mendonca et al. [16], this problem can be eliminated.

### 23.4.1.1 Design Based on 1-D Analog Transfer Function

Costa and Venetsanopoulos [14] proposed a method to design circularly symmetric filters. In their method, a set of 2-D analog transfer functions is first obtained by applying the rotated filter transformation in Equation 23.9a for several different values of the rotation angle $\beta$ to a 1-D analog low-pass transfer function. A set of 2-D discrete low-pass functions are then deduced through the application of the bilinear transformation. The design is completed by cascading the set of 2-D digital filters obtained. The steps involved are as follows.

Step 1. Obtain a stable 1-D analog low-pass transfer function

$$
\begin{equation*}
H_{\mathrm{Al}}(s)=\frac{N s}{D s}=K_{0} \frac{\prod_{i=1}^{M}\left(s-z_{\mathrm{a} i}\right)}{\prod_{i=1}^{N}\left(s-p_{\mathrm{a} i}\right)} \tag{23.50}
\end{equation*}
$$

where
$z_{\mathrm{a} i}$ and $p_{\mathrm{a} i}$ for $i=1,2, \ldots$, are the zeros and poles of $H_{A 1}(s)$, respectively
$K_{0}$ is a multiplier constant

Step 2. Let $\beta_{k}$ for $k=1,2, \ldots, K$ be a set of rotation angles defined by

$$
\beta_{k}= \begin{cases}\left(\frac{2 k-1}{2 K}+1\right) \pi & \text { for even } K  \tag{23.51}\\ \left(\frac{k-1}{K}+1\right) \pi & \text { for even } K\end{cases}
$$

Step 3. Apply the transformation of Equation 23.9a to obtain a 2-D analog transfer function as

$$
\begin{equation*}
\left|H_{\mathrm{A} 2 k}\left(s_{1}, s_{2}\right)=H_{\mathrm{Al}}(s)\right|_{s=-s_{1} \sin \beta_{k}+s_{2} \cos \beta_{k}} \tag{23.52}
\end{equation*}
$$

for each rotation angle $\beta_{k}$ identified in Step 2.
Step 4. Apply the double bilinear transformation to $H_{A 2 k}\left(s_{1}, s_{2}\right)$ to obtain

$$
\begin{equation*}
H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)=\left|H_{\mathrm{A} 2 k}\left(s_{1}, s_{2}\right)\right|_{s_{i}=2\left(z_{i}-1\right) / T_{i}\left(z_{i}+1\right)}, \quad i=1,2 \tag{23.53}
\end{equation*}
$$

Assuming that $T_{1}=T_{2}=T$, Equations 23.50 and 23.53 yield

$$
\begin{equation*}
H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)=K_{1} \prod_{i=1}^{M_{0}} H_{2 i}\left(z_{1}, z_{2}\right) \tag{23.54}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{2 i}\left(z_{1}, z_{2}\right)=\frac{a_{11 i}+a_{21 i} z_{1}+a_{12 i} z_{2}+a_{22 i} z_{1} z_{2}}{b_{11 i}+b_{21 i} z_{1}+b_{12 i} z_{2}+b_{22 i} z_{1} z_{2}}  \tag{23.55}\\
& K_{1}=K_{0}\left(\frac{T}{2}\right)^{N-M}  \tag{23.56}\\
& a_{11 i}=-\cos \beta_{k}+\sin \beta_{k}-\frac{T z_{\mathrm{a} i}}{2} \\
& a_{21 i}=-\cos \beta_{k}-\sin \beta_{k}-\frac{T z_{\mathrm{a} i}}{2} \quad \text { for } 1 \leq i \leq M \\
& a_{12 i}=\cos \beta_{k}+\sin \beta_{k}-\frac{T z_{\mathrm{a} i}}{2}  \tag{23.57a}\\
& a_{22 i}=\cos \beta_{k}-\sin \beta_{k}-\frac{T z_{\mathrm{a} i}}{2} \\
& a_{11 i}=a_{12 i}=a_{21 i}=a_{22 i}=1 \quad \text { for } M \leq i \leq M_{0} \\
& b_{11 i}=-\cos \beta_{k}+\sin \beta_{k}-\frac{T p_{\mathrm{a} i}}{2} \\
& b_{21 i}=-\cos \beta_{k}-\sin \beta_{k}-\frac{T p_{\mathrm{a} i}}{2} \quad \text { for } 1 \leq i \leq N \\
& b_{12 i}=\cos \beta_{k}+\sin \beta_{k}-\frac{T p_{\mathrm{a} i}}{2}  \tag{23.57b}\\
& b_{22 i}=\cos \beta_{k}-\sin \beta_{k}-\frac{T p_{\mathrm{a} i}}{2} \\
& b_{11 i}=b_{12 i}=b_{21 i}=b_{22 i}=1 \quad \text { for } N \leq i \leq M_{0}
\end{align*}
$$

and

$$
M_{0}=\max (M, N)
$$

Step 5. Cascade the filters obtained in Step 4 to yield an overall transfer function

$$
H\left(z_{1}, z_{2}\right)=\prod_{k=1}^{K} H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)
$$

It is easy to find that, at point $\left(z_{1}, z_{2}\right)=(-1,-1)$, both the numerator and denominator polynomials of $H_{2 i}\left(z_{1}, z_{2}\right)$ assume the value of zero. And thus each $H_{2 i}\left(z_{1}, z_{2}\right)$ has nonessential singularity of the second kind on the unit bicircle

$$
U^{2}=\left\{\left(z_{1}, z_{2}\right):\left|z_{1}\right|=1,\left|z_{2}\right|=1\right\}
$$

The nonessential singularity of each $H_{2 i}\left(z_{1}, z_{2}\right)$ can be eliminated and, furthermore, each subfilter can be stabilized by letting

$$
\begin{align*}
& b_{12 i}^{\prime}=b_{12 i}+\varepsilon b_{11 i}  \tag{23.58a}\\
& b_{22 i}^{\prime}=b_{22 i}+\varepsilon b_{21 i} \tag{23.58b}
\end{align*}
$$

where $\varepsilon$ is a small positive constant. With this modification, the denominator polynomial of each $H_{2 i}\left(z_{1}, z_{2}\right)$ is no longer zero and, furthermore, the stability of the subfilter can be guaranteed if

$$
\begin{equation*}
\operatorname{Re}\left(p_{\mathrm{a} i}\right)<0 \tag{23.59}
\end{equation*}
$$

and

$$
\begin{equation*}
270^{\circ}<\beta_{k}<360^{\circ} \tag{23.60}
\end{equation*}
$$

As can be seen in Equation 23.51, half of the rotation angles are in the range $180^{\circ}<\beta_{k}<270^{\circ}$ and according to the preceding stable conditions they yield unstable subfilters. However, the problem can easily be overcome by using rotation angles in the range given by Equation 23.60 and the rotating the transfer function of the subfilter by $-90^{\circ}$ using linear transformations described in Section 23.2.1. For example, an effective rotation angle $\beta_{k}=225^{\circ}$ is achieved by rotating the input data by $90^{\circ}$, filtering using a subfilter rotated by $315^{\circ}$, and then rotating the output data by $-90^{\circ}$, as shown in Figure 23.13.


FIGURE 23.13 Realization of subfilter for rotation angle in the range $180^{\circ}<\beta_{k}<270^{\circ}$. (a) An effective rotation angle $\beta_{k}=225^{\circ}$ achieved by rotating the input by $90^{\circ}$. (b) Filtering using a subfilter rotated by $315^{\circ}$, and then rotating the output data by $-90^{\circ}$.

In addition, a 2-D zero-phase filter can be designed by cascading subfilters for rotation angles $\pi+\beta_{k}$ for $k=1,2, \ldots, N$. The resulting transfer function is given by

$$
H\left(z_{1}, z_{2}\right)=\prod_{k=1}^{K} H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right) H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)
$$

where the noncausal sections can be realized as illustrated in Figure 23.3.

### 23.4.1.2 Design Based on 1-D Discrete Transfer Function

The method proposed by Goodman [15] is based on the 1-D discrete transfer function transformation. In the method, a 1-D discrete transfer is first obtained by applying the bilinear transformation to a 1-D analog transfer function. Then, through the application of an allpass transformation that rotates the contours of the amplitude of the 1-D discrete transfer function, a corresponding 2-D transfer function is obtained. The steps involved are as follows.

Step 1. Obtain a stable 1-D analog low-pass transfer function $H_{\mathrm{A} 1}(s)$ of the form given by Equation 23.50.

Step 2. Apply the bilinear transformation to $H_{\mathrm{A} 1}(s)$ to obtain

$$
\begin{equation*}
H_{\mathrm{D} 1}(z)=\left.H_{\mathrm{Al}}(s)\right|_{s=2(z-1) / T(z+1)} \tag{23.61}
\end{equation*}
$$

Step 3. Let $\beta_{k}$ for $k=1,2, \ldots, K$ be a set of rotation angles given by Equation 23.51.
Step 4. Apply the allpass transformation defined by

$$
\begin{equation*}
z=f_{k}\left(z_{1}, z_{2}\right)=\frac{1+c_{k} z_{1}+d_{k} z_{2}+e_{k} z_{1} z_{2}}{e_{k}+d_{k} z_{1}+c_{k} z_{2}+z_{1} z_{2}} \tag{23.62}
\end{equation*}
$$

where

$$
\begin{align*}
c_{k} & =\frac{1+\sin \beta_{k}+\cos \beta_{k}}{1-\sin \beta_{k}+\cos \beta_{k}}  \tag{23.63a}\\
d_{k} & =\frac{1-\sin \beta_{k}-\cos \beta_{k}}{1-\sin \beta_{k}+\cos \beta_{k}}  \tag{23.63b}\\
e_{k} & =\frac{1+\sin \beta_{k}-\cos \beta_{k}}{1-\sin \beta_{k}+\cos \beta_{k}} \tag{23.63c}
\end{align*}
$$

to obtain the 2-D discrete transfer function

$$
\begin{equation*}
H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)=\left.H_{\mathrm{D} 1}(z)\right|_{z=f_{k}\left(z_{1}, z_{2}\right)} \tag{23.64}
\end{equation*}
$$

for $k=1,2, \ldots, K$. The procedure yields the 2-D transfer function of Equation 23.64 , as can be easily demonstrated, and by cascading the rotated subfilters $H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)$ the design can be completed.

The method of Goodman is equivalent to that of Costa and Venetsanopoulos and consequently, the resulting filter is subject to the same stability problem due to the nonessential singularity of the second kind at point $\left(z_{1}, z_{2}\right)=(-1,-1)$. To achieve a stable design, Goodman suggested that the transfer
function $H_{\mathrm{D} 2 k}\left(z_{1}, z_{2}\right)$ for $k=1,2, \ldots, K$ be obtained directly by minimizing an appropriate objective function subject to the constraints

$$
\begin{aligned}
c_{k}+d_{k}-e_{k} & \leq 1-\varepsilon \\
c_{k}-d_{k}+e_{k} & \leq 1-\varepsilon \\
-c_{k}+d_{k}+e_{k} & \leq 1-\varepsilon \\
-c_{k}-d_{k}-e_{k} & \leq 1-\varepsilon
\end{aligned}
$$

through an optimization procedure. If $\varepsilon$ is a small positive constant, the preceding constraints constitute necessary and sufficient conditions for stability and, therefore, such an approach will yield a stable filter.

### 23.4.1.3 Elimination of Nonessential Singularities

To eliminate the nonessential singularities in the preceding two methods, Mendonca et al. [16] suggested a new transformation of the form

$$
\begin{equation*}
s=g_{5}\left(s_{1}, s_{2}\right)=\frac{\cos \beta_{k} s_{1}+\sin \beta_{k} s_{2}}{1+c s_{1} s_{2}} \tag{23.65}
\end{equation*}
$$

by combining the transformations in Equations 23.9a and 23.11 to replace the transformation Equation 23.9a. If we ensure that

$$
\cos \beta_{k}>0, \quad \sin \beta_{k}>0, \quad \text { and } \quad c>0
$$

then the application of this transformation followed by the application of the double bilinear transformation yields stable 2-D digital filters that are free of nonessential singularities of the second kind. If, in addition

$$
c=\frac{1}{\omega_{\max }^{2}}
$$

then local-type preservation can be achieved on the set $\Omega_{2}$ given by

$$
\Omega_{2}=\left\{\left(\omega_{1}, \omega_{2}\right): \omega_{1} \geq 0, \omega_{2} \geq 0, \omega_{1} \omega_{2} \leq \omega_{\max }\right\}
$$

and if $\omega_{\max } \rightarrow \infty$, then a global-type preservation can be approached as closely as desired.
By using the transformation of Equation 23.65 instead of that in Equation 23.9a in the method of Costa and Venetsanopoulos, the transfer function of Equation 23.54 becomes

$$
\begin{equation*}
H_{D 2 k}\left(z_{1}, z_{2}\right)=K_{1} P_{D 2}\left(z_{1}, z_{2}\right) \times \prod_{i=1}^{M_{0}} \frac{a_{11 i}+a_{21 i} z_{1}+a_{12 i} z_{2}+a_{22 i} z_{1} z_{2}}{b_{11 i}+b_{21 i} z_{1}+b_{12 i} z_{2}+b_{22 i} z_{1} z_{2}} \tag{23.66}
\end{equation*}
$$

where

$$
\begin{gather*}
K_{1}=K_{0}\left(\frac{T}{2}\right)^{N-M}  \tag{23.67a}\\
P_{\mathrm{D} 2}\left(z_{1}, z_{2}\right)=\left[1+\frac{4 c}{T^{2}}+\left(1-\frac{4 c}{T^{2}}\right) z_{1}+\left(1-\frac{4 c}{T^{2}}\right) z_{2}+\left(1+\frac{4 c}{T^{2}}\right) z_{1} z_{2}\right]^{N-M} \tag{23.67b}
\end{gather*}
$$

and

$$
\begin{aligned}
& a_{11 i}=-\cos \beta_{k}-\sin \beta_{k}-\left(\frac{T}{2}+\frac{2 c}{T}\right) z_{\mathrm{a} i} \\
& a_{21 i}=\cos \beta_{k}-\sin \beta_{k}-\left(\frac{T}{2}+\frac{2 c}{T}\right) z_{\mathrm{a} i} \quad \text { for } 1 \leq i \leq M \\
& a_{12 i}=-\cos \beta_{k}+\sin \beta_{k}-\left(\frac{T}{2}-\frac{2 c}{T}\right) z_{\mathrm{a} i} \\
& a_{22 i}=\cos \beta_{k}+\sin \beta_{k}-\left(\frac{T}{2}+\frac{2 c}{T}\right) z_{\mathrm{a} i} \\
& a_{11 i}=a_{21 i}=a_{12 i}=a_{22 i}=1 \quad \text { for } M \leq i \leq M_{0} \\
& b_{11 i}=-\cos \beta_{k}-\sin \beta_{k}-\left(\frac{T}{2}+\frac{2 c}{T}\right) p_{\mathrm{a} i} \\
& b_{21 i}=\cos \beta_{k}-\sin \beta_{k}-\left(\frac{T}{2}-\frac{2 c}{T}\right) p_{\mathrm{a} i} \quad \text { for } 1 \leq i \leq N \\
& b_{12 i}=-\cos \beta_{k}+\sin \beta_{k}-\left(\frac{T}{2}-\frac{2 c}{T}\right) p_{\mathrm{a} i} \\
& b_{22 i}=\cos \beta_{k}+\sin \beta_{k}-\left(\frac{T}{2}-\frac{2 c}{T}\right) p_{\mathrm{a} i} \\
& b_{11 i}=b_{21 i}=b_{12 i}=b_{22 i}=1 \quad \text { for } N \leq i \leq M_{0} \\
& M_{0}=\max (M, N)
\end{aligned}
$$

An equivalent design can be obtained by applying the allpass transformation of Equation 23.62 in Goodman's method with

$$
\begin{aligned}
c_{k} & =\frac{1+\cos \beta_{k}-\sin \beta_{k}-4 c / T^{2}}{1-\cos \beta_{k}-\sin \beta_{k}+4 c / T^{2}} \\
d_{k} & =\frac{1-\cos \beta_{k}+\sin \beta_{k}-4 c / T^{2}}{1-\cos \beta_{k}-\sin \beta_{k}+4 c / T^{2}} \\
c_{k} & =\frac{1+\cos \beta_{k}+\sin \beta_{k}+4 c / T^{2}}{1-\cos \beta_{k}-\sin \beta_{k}+4 c / T^{2}}
\end{aligned}
$$

### 23.4.2 Realization of HP, BP, and BS Filters

Consider two zero-phase rotated subfilters that were obtained from a 1-D analog high-pass transfer function using rotating angles $-\beta_{1}$ and $\beta_{1}$, where $0^{\circ}<\beta_{1}<90^{\circ}$. The idealized contour plots of the two subfilters are shown in Figure 23.14a and b. If these two subfilters are cascaded, the amplitude response of the combination is obtained by multiplying the amplitude responses of the subfilters at corresponding points. The idealized contour plot of the composite filter is thus obtained as illustrated in Figure 23.14c. As can be seen, the contour plot does not represent the amplitude response of a 2-D circularly symmetric high-pass filter, and, therefore, the design of high-pass filters cannot readily be achieved by simply cascading rotated subfilters as in the case of low-pass filters. However, the design of these filters can be accomplished through the use of a combination of cascade and parallel subfilters [16].

If the above rotated subfilters are connected in parallel, we obtain a composite filter whose contour plot is shown in Figure 23.14d. By subtracting the output of the cascade filter from the output of the parallel filter, we achieve an overall filter whose contour plot is depicted in Figure 23.14e. Evidently, this plot


FIGURE 23.14 Derivation of 2D high-pass filter. (a) Contour plot of subfilter rotated by $-\beta_{1}$. (b) Contour plot of subfilter rotated by $\beta_{1}$. (c) Contour plot of subfilters in (a) and (b) connected in cascade. (d) Contour plot of subfilters in (a) and (b) connected in parallel. (e) Contour plot obtained by subtracting the amplitude response in (c) from that of (d).
resembles the idealized contour plot of a 2-D circularly symmetric high-pass filter, and, in effect, following this method a filter configuration is available for the design of high-pass filters.

The transfer function of the 2-D high-pass filter is then given by

$$
\begin{equation*}
\hat{H}_{1}=\bar{H}_{1}=H^{\beta_{1}}+H^{-\beta_{1}}-H^{\beta_{1}} H^{-\beta_{1}} \tag{23.68}
\end{equation*}
$$

where

$$
H^{\beta_{1}}=H_{1}\left(z_{1}, z_{2}\right) H_{1}\left(z_{1}^{-1}, z_{2}^{-1}\right)
$$

and

$$
H^{-\beta_{1}}=H_{1}\left(z_{1}, z_{2}^{-1}\right) H_{1}\left(z_{1}^{-1}, z_{2}\right)
$$

represent zero-phase subfilters rotated by angle $\beta_{1}$ and $-\beta_{1}$, respectively.
The above approach can be extended to two or more rotation angles in order to improve the degree of circularity. For $N$ rotation angles, $\hat{H}_{N}$ is given by the recursive relation

$$
\begin{equation*}
\hat{H}_{N}=\hat{H}_{N-1}+\bar{H}_{N}-\hat{H}_{N-1} \bar{H}_{N} \tag{23.69}
\end{equation*}
$$

where

$$
\bar{H}_{N}=H^{\beta_{N}}+H^{-\beta_{N}}-H^{\beta_{N}} H^{-\beta_{N}}
$$

and $\hat{H}_{N-1}$ can be obtained from $\bar{H}_{N-1}$ and $\hat{H}_{N-2}$. The configuration obtained is illustrated in Figure 23.15, where the realization of $\hat{H}_{N-1}$ is of the same as that of $\hat{H}_{N}$.


FIGURE 23.15 2D high-pass filter configuration.

As can be seen in Figure 23.15, the complexity of the high-pass configuration tends to increase rapidly with the number of rotations, and consequently, the number of rotations should be kept to a minimum. It should also be mentioned that the coefficients of the rotated filters must be properly adjusted, by using Equation 23.65, to ensure that the zero-phase is approximated. However, the use of this transformation leads to another problem: the 2-D digital transfer function obtained has spurious zeros at the Nyquist points. These zeros are due to the fact that the transformation in Equation 23.65 does not have type preservation in the neighborhoods of the Nyquist points but their presence does not appear to be of serious concern.
With the availability of circularly symmetric low-pass and high-pass filters, bandpass and bandstop filters with circularly symmetric amplitude responses can be readily obtained. A bandpass filter can be obtained by connecting a low-pass filter and a high-pass filter with overlapping passbands in cascade, whereas a bandstop filter can be realized by connecting a low-pass filter and a high-pass filter with overlapping passbands in parallel.

### 23.4.3 Design of Filters Satisfying Prescribed Specifications

A similar approach to that described in Section 23.3 .3 can be used for the design of circularly symmetric filters satisfying prescribed specifications. Assume that the maximum/minimum passband and the maximum stopband gain of the 2-D filter are ( $1 \pm \Delta p$ ) and $\Delta a$, respectively, if $K$ rotated filter sections are cascaded where half of the rotations are in the range of $180^{\circ}-270^{\circ}$ and the other half are in the range $270^{\circ}-360^{\circ}$. Then, we can assign the passband ripple $\delta_{\mathrm{p}}$ and the stopband loss $\delta_{\mathrm{a}}$ to be [2]

$$
\begin{equation*}
\delta_{\mathrm{p}}=\frac{\Delta p}{K} \tag{23.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\mathrm{a}}=\Delta a^{2 / K} \tag{23.71}
\end{equation*}
$$

The lower (or upper) bound of the passband gain would be achieved if all the rotated sections were to have minimum (or maximum) passband gains at the same frequency point. Although it is possible for all the rotated sections to have minimum (or maximum) gains at the origin of the ( $\omega_{1}, \omega_{2}$ ) plane, the gains are unlikely to be maximum (or minimum) together at some other frequency point and, in effect, the preceding estimate for $\delta_{\mathrm{p}}$ is low. A more realistic value for $\delta_{\mathrm{p}}$ is

$$
\begin{equation*}
\delta_{\mathrm{p}}=\frac{2 \Delta p}{K} \tag{23.72}
\end{equation*}
$$

If $\Delta p$ and $\Delta a$ are prescribed, then the passband ripple and minimum stopband attenuation of the analog filter can be obtained from Equations 23.72 and 23.71 as

$$
\begin{equation*}
A_{\mathrm{p}}=20 \log \left[\frac{K}{K-2 \Delta p}\right] \tag{23.73}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\mathrm{a}}=\frac{40}{K} \log \left[\frac{1}{\Delta a}\right] \tag{23.74}
\end{equation*}
$$

If the passband $\Omega_{\mathrm{p}}$ and stopband $\Omega_{\mathrm{a}}$ are also prescribed, the minimum order and the transfer function of the analog filter can be determined using the method in preceding sections.

## Example 23.4

Using the method of Costa and Venetsanopoulos, design a circularly symmetric low-pass filter satisfying the following specifications:

$$
\begin{aligned}
\omega_{\mathrm{s} 1} & =\omega_{\mathrm{s} 2}=2 \pi \mathrm{rad} / \mathrm{s} \\
\omega_{\mathrm{p}} & =0.4 \pi \mathrm{rad} / \mathrm{s}, \quad \omega_{\mathrm{a}}=0.6 \pi \mathrm{rad} / \mathrm{s} \\
\delta_{\mathrm{p}} & =\delta_{\mathrm{a}}=0.1
\end{aligned}
$$

## Solution

The filter satisfying prescribed specifications can be designed through the following steps:

1. Select a prototype of approximation and suitably select the number of rotations $K$.
2. Calculate rotation angles by Equation 23.51.
3. Determine $A_{\mathrm{p}}$ and $A_{\mathrm{a}}$ from $\delta_{\mathrm{p}}$ and $\delta_{\mathrm{a}}$, respectively, using Equations 23.73 and 23.74. Calculate the prewarped $\Omega_{\mathrm{p}}$ and $\Omega_{\mathrm{a}}$, from $\omega_{\mathrm{p}}$ and $\omega_{\mathrm{a}}$, respectively.
4. Use above calculated specifications to obtain the prewarped 1-D analog transfer function.
5. Apply the transformations of Equations 23.52, 23.53, 23.57, and 23.58 to obtain $K$ rotated subfilters.
6. Cascade all the rotated subfilters.

The 3-D plot of the amplitude response of the resulting filter is shown in Figure 23.16, where $K=10$.

### 23.5 Design of 2-D IIR Filters by Optimization

In the preceding sections, several methods for the solution of approximation problems in 2-D IIR filters have been described. These methods lead to a complete description of the transfer function in closed form, either in terms of its zeros and poles or its coefficients. They are, as a consequence, very efficient and lead to very precise designs. Their main advantage is that they are applicable only for the design of filters with piecewise-constant amplitude responses. In the following sections, the optimization methods for the design of 2-D IIR filters are considered. In these methods, a discrete transfer function is assumed and an error function is formulated on the basis of some desired amplitude and/or phase response. These methods are iterative and, as a result, they usually involve a large amount of computation. However, unlike the closed-form methods, they are suitable for the design of filters having arbitrary amplitude or phase responses.


FIGURE 23.16 Amplitude response of a circularly symmetric filter in Example 23.4. (a) Subfilter for rotation angle of $243^{\circ}$. (b) Subfilters for rotation angles of $189^{\circ}, 207^{\circ}, 225^{\circ}, 243^{\circ}$, and $261^{\circ}$ in cascade. (c) Subfilters for rotation angles of $279^{\circ}, 297^{\circ}, 315^{\circ}, 333^{\circ}$, and $351^{\circ}$ in cascade. (d) All 10 subfilters in cascade. (e) 3 D plot of the amplitude response of the resulting 2 D low-pass filter.

### 23.5.1 Design by Least pth Optimization

The least $p$ th optimization method has been used quite extensively in the past in a variety of applications. In this approach, an objective function in the form of a sum of elemental error functions, each raised to the $p$ th power, is first formulated and is then minimized using any one of the available unconstrained optimization methods [17].

### 23.5.1.1 Problem Formulation

Consider the transfer function

$$
\begin{align*}
H\left(z_{1}, z_{2}\right) & =H_{0} \prod_{k=1}^{K} \frac{N_{k}\left(z_{1}, z_{2}\right)}{D_{k}\left(z_{1}, z_{2}\right)} \\
& =H_{0} \prod_{k=1}^{K} \frac{\sum_{l=0}^{L_{l k}} \sum_{m=0}^{M_{l k}} a_{l m}^{(k)} z_{1}^{-1} z_{2}^{-m}}{\sum_{l=0}^{L_{2 k}} \sum_{m=0}^{M_{2 k}} b_{l m}^{(k)} z_{1}^{-1} z_{2}^{-m}} \tag{23.75}
\end{align*}
$$

where $N_{k}\left(z_{1}, z_{2}\right)$ and $D_{k}\left(z_{1}, z_{2}\right)$ are polynomials of order equal to or less than 2 and $H_{0}$ is a constant, and let

$$
\mathbf{x}=\left[\begin{array}{lll}
\mathbf{a}^{\mathrm{T}} & \mathbf{b}^{\mathrm{T}} & H_{0} \tag{23.76}
\end{array}\right]^{\mathrm{T}}
$$

where

$$
\mathbf{a}=\left[\begin{array}{lllllllll}
a_{10}^{(1)} & a_{20}^{(1)} & \ldots & a_{L_{11} M_{11}}^{(1)} & a_{10}^{(2)} & a_{20}^{(2)} & \ldots & a_{L_{12} M_{12}}^{(2)} & \ldots
\end{array} a_{L_{1 K} M_{1 K}}^{(\mathrm{K})}\right]^{T}
$$

and

$$
\mathbf{b}=\left[\begin{array}{llllllllll}
b_{10}^{(1)} & b_{20}^{(1)} & \ldots & b_{L_{11} M_{11}}^{(1)} & b_{10}^{(2)} & a_{20}^{(2)} & \ldots & b_{L_{12} M_{12}}^{(2)} & \ldots & b_{L_{2 K} M_{2 K}}^{(\mathrm{K})}
\end{array}\right]^{T}
$$

are row vectors whose elements are the coefficients of $N_{k}\left(z_{1}, z_{2}\right)$ and $D_{k}\left(z_{1}, z_{2}\right)$, respectively. An objective function can be defined in terms of the $L_{p}$ norm of $\mathbf{E}(\mathbf{x})$ as

$$
\begin{equation*}
J(\mathbf{x})=L_{p}=\|\mathbf{E}(\mathbf{x})\|_{p}=\left[\sum_{i=1}^{K}\left|E_{m n}(\mathbf{x})\right|^{p}\right]^{1 / p} \tag{23.77}
\end{equation*}
$$

where $p$ is an even positive integer

$$
\begin{equation*}
E_{m n}(\mathbf{x})=\mathbf{M}(\mathbf{m}, \mathbf{n})-\mathbf{M}_{1}(m, n) \tag{23.78}
\end{equation*}
$$

and

$$
M(m, n)=\left|H\left(e^{j \omega_{1 m} T_{1}}, e^{j \omega_{2} T_{2}}\right)\right|, \quad m=1, \ldots, M, n=1, \ldots, N
$$

are samples of the amplitude response of the filter at a set of frequency pairs $\left(\omega_{1 m}, \omega_{2 n}\right)(m=1, \ldots, M$, $n=1, \ldots, N$ ) with

$$
\omega_{1 m}=\frac{\omega_{\mathrm{s} 1}(m-1)}{2(M-1)} \quad \text { and } \quad \omega_{2 n}=\frac{\omega_{\mathrm{s} 2}(n-1)}{2(N-1)}
$$

$M_{1}(m, n)$ represents the desired amplitude response at frequencies ( $\omega_{1 m}, \omega_{2 n}$ ).
Several special cases of the $L_{p}$ norm are of particular interest. The $L_{1}$ norm, namely

$$
L_{1}=\sum_{i=1}^{K}\left|E_{m n}(x)\right|
$$

is the sum of the magnitudes of the elements of $\mathbf{E}(\mathbf{x})$; the $L_{2}$ norm given by

$$
L_{2}=\left[\sum_{i=1}^{K}\left|E_{m n}(\mathbf{x})\right|^{2}\right]^{1 / 2}
$$

is the well-known Euclidean norm; and $L_{2}^{2}$ is the sum of the squares of the elements of $\boldsymbol{E}(\mathbf{x})$. In the case where $p \rightarrow \infty$ and

$$
E_{M}(\mathbf{x})=\max _{m, n}\left\{E_{m n}(\mathbf{x})\right\} \neq 0
$$

we can write

$$
\begin{align*}
L_{\infty} & =\lim _{\mathrm{p} \rightarrow \infty}\left\{\sum_{k=1}^{K}\left|E_{m n}(\mathbf{x})\right|^{p}\right\}^{1 / \mathrm{p}} \\
& =E_{M}(\mathbf{x})=\lim _{p \rightarrow \infty}\left\{\sum_{k=1}^{K}\left|\frac{E_{m n}(\mathbf{x})}{E_{M}(\mathbf{x})}\right|^{p}\right\}^{1 / \mathrm{p}} \\
& =E_{M}(\mathbf{x}) \tag{23.79}
\end{align*}
$$

The design task at hand amounts to finding a parameter vector $\mathbf{x}$ that minimizes the least $p$ th objective function $J(\mathbf{x})$ defined in Equation 23.77. If $J(\mathbf{x})$ is defined in terms of $L_{2}^{2}$, a least-squares solution is obtained; if the $L_{\infty}$ norm is used, a so-called minimax solution is obtained, since in this case the largest element in $E(\mathbf{x})$ is minimized.

### 23.5.1.2 Quasi-Newton Algorithms

The design problem described above can be solved by using any one of the standard unconstrained optimization algorithms. A class of such algorithms that has been found to be very versatile, efficient, and robust is the class of quasi-Newton algorithms [17-19]. These are based on the principle that the minimum point $\mathbf{x}^{*}$ of a quadratic convex function $J(\mathbf{x})$ of $N$ variables can be obtained by applying the correction

$$
\delta=-\mathbf{H}^{-1} \gamma
$$

to an arbitrary point $\mathbf{x}$, that is

$$
\mathbf{x}^{\star}=\mathbf{x}+\mathbf{d}
$$

where vector

$$
\mathbf{g}=\nabla J(\mathbf{x})=\left[\frac{\partial J}{\partial x_{1}}, \frac{\partial J}{\partial x_{2}}, \ldots, \frac{\partial J}{\partial x_{N}}\right]^{\mathrm{T}}
$$

and $N \times N$ matrix

$$
\mathbf{H}=\left|\begin{array}{cccc}
\frac{\partial^{2} J(\mathbf{x})}{\partial x_{1}^{2}} & \frac{\partial^{2} J(\mathbf{x})}{\partial x_{1} \partial x_{2}} & \cdots & \frac{\partial^{2} J(\mathbf{x})}{\partial x_{1} \partial x_{N}} \\
\frac{\partial^{2} J(\mathbf{x})}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} J(\mathbf{x})}{\partial x_{2}^{2}} & \cdots & \frac{\partial^{2} J(\mathbf{x})}{\partial x_{2} \partial x_{N}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial^{2} J(\mathbf{x})}{\partial x_{N} \partial x_{1}} & \frac{\partial^{2} J(\mathbf{x})}{\partial x_{N} \partial x_{2}} & \cdots & \frac{\partial^{2} J(\mathbf{x})}{\partial x_{N}^{2}}
\end{array}\right|
$$

are the gradient vector and Hessian matrix of $J(\mathbf{x})$ at point $\mathbf{x}$, respectively.

The basic quasi-Newton algorithm as applied to the 2-D IIR filter design problem is as follows [20].

## ALGORITHM 1: Basic Quasi-Newton Algorithm

Step 1. Input $\mathbf{x}_{0}$ and $\varepsilon$. Set $\mathbf{S}_{0}=\mathbf{I}_{N}$, where $\mathbf{I}_{N}$ is the $N \times N$ unity matrix and $N$ is the dimension of $\mathbf{x}$, and set $k=0$. Compute $\mathbf{g}_{0}=-\mathbf{J}\left(\mathbf{x}_{0}\right)$.
Step 2. Set $\mathbf{d}_{k}=-\mathbf{S}_{k} \mathbf{g}_{k}$ and find $\alpha_{k}$, the value of $\alpha$ that minimizes $\mathbf{J}\left(\mathbf{x}_{k}+\alpha \mathbf{d}_{k}\right)$, using a line search.
Step 3. Set $\mathrm{d}_{k}=\alpha_{k} \mathbf{d}_{k}$ and $\mathrm{x}_{k+1}=\mathbf{x}_{k}+\mathrm{d}_{k}$.
Step 4. If $\left\|\delta_{K}\right\|<\varepsilon$, then output $\mathbf{x}^{\star}=\mathbf{x}_{k+1}, \mathbf{J}\left(\mathbf{x}^{\star}\right)=\mathbf{J}\left(\mathbf{x}_{k+1}\right)$ and stop, else go to step 5 .
Step 5. Compute $\mathbf{g}_{k+1}=J\left(\mathbf{x}_{k+1}\right)$ and set $\gamma_{k}=\mathbf{g}_{k+1}-\mathbf{g}_{k}$.
Step 6. Compute $\mathbf{S}_{k+1}=\mathbf{S}_{k}+\mathbf{C}_{k}$, where $\mathbf{C}_{k}$ is a suitable matrix correction.
Step 7. Check $\mathbf{S}_{k+1}$ for positive definiteness and if it is found to be nonpositive definite force it to become positive definite.
Step 8. Set $k=k+1$ and go to step 2.
The correction matrix $C_{k}$ required in step 6 can be computed by using either the Davidon-FletcherPowell (DFP) formula

$$
\begin{equation*}
\mathbf{C}_{k}=\frac{\mathbf{d}_{k} \mathbf{d}_{k}^{\mathrm{T}}}{\mathbf{g}_{k}^{\mathrm{T}} \mathbf{g}_{k}} \frac{\mathbf{S}_{k} \mathbf{g}_{k} \mathbf{g}_{k}^{\mathrm{T}} \mathbf{S}}{\mathbf{g}_{k}^{\mathrm{T}} \mathbf{S}_{k} \mathbf{g}_{k}} \tag{23.80}
\end{equation*}
$$

or the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula

$$
\begin{equation*}
\mathbf{C}_{k}=\left(1+\frac{\mathbf{g}_{k}^{\mathrm{T}} \mathbf{S}_{k} \mathbf{g}_{k}}{\mathbf{d}_{k}^{\mathrm{T}} \mathbf{d}_{k}}\right) \quad \frac{\mathbf{d}_{k} \mathbf{d}_{k}^{\mathrm{T}}}{\mathbf{g}_{k}^{\mathrm{T}} \mathbf{d}_{k}}-\frac{\mathbf{d}_{k} \mathbf{g}_{k}^{\mathrm{T}} \mathbf{s}_{k}+\mathbf{S}_{k} \mathbf{g}_{k} \mathbf{d}_{k}^{\mathrm{T}}}{\mathbf{g}_{k}^{\mathrm{T}} \mathbf{d}_{k}} \tag{23.81}
\end{equation*}
$$

Algorithm 1 eliminates the need to calculate the second derivatives of the objective function; in addition, the matrix inversion is unnecessary. However, matrices $\mathbf{S}_{1}, \mathbf{S}_{2}, \ldots, \mathbf{S}_{k}$ need to be checked for positive definiteness and may need to be manipulated. This can be easily done in practice by diagonalizing $\mathbf{S}_{k+1}$ and then replacing any nonpositive diagonal elements with corresponding positive ones. However, this would increase the computational burden quite significantly. The amount of computation required to complete a design is usually very large, due with the large numbers in 2-D digital filters and the large number of sample points needed to construct the objective function. Generally, the computational load can often be reduced by starting with an approximate design based on some closed-form solution. For example, the design of circularly or elliptical symmetric filters may start with filters that have square or rectangular passbands and stopbands.

## Example 23.5 [20]

Design a circularly symmetric low-pass filter of order $(2,2)$ with $\omega_{p 1}=\omega_{p 2}=0.08 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{a 1}=\omega_{a 2}=0.12 \pi \mathrm{rad} / \mathrm{s}$, assuming that $\omega_{\mathrm{s} 1}=\omega_{\mathrm{s} 2}=2 \pi \mathrm{rad} / \mathrm{s}$.

## Solution

1. Construct the ideal discrete amplitude response of the filter

$$
M_{l}(m, n)= \begin{cases}1 & \text { for }\left(\omega_{1 m}^{2}+\omega_{2 n}^{2}\right) \leq 0.008 \pi \\ 0.5 & \text { for } 0.08 \pi \leq\left(\omega_{1 m}^{2}+\omega_{2 n}^{2}\right) \leq 0.12 \pi \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\left\{\boldsymbol{\omega}_{1 m}\right\}=\left\{\boldsymbol{\omega}_{2 n}\right\}=0,0.02 \pi, 0.04 \boldsymbol{\pi}, 0.2 \boldsymbol{\pi}, 0.4 \pi, 0.6 \pi, 0.8 \pi, \pi
$$

2. To reduce the amount of computation, a 1-D low-pass filter with passband edge $\omega_{\mathrm{p}}=0.08 \pi$ and stopband edge $\omega_{a}=0.1 \pi$ is first obtained with the 1-D transfer function being

$$
H_{1}(z)=0.11024 \frac{1-1.64382 z^{-1}+z^{-2}}{1-1.79353 z^{-1}+0.84098 z^{-2}}
$$

and then a 2-D transfer function with a square passband is obtained as

$$
H\left(z_{1}, z_{2}\right)=H_{1}\left(z_{1}\right) H_{1}\left(z_{2}\right)
$$

3. Construct the objective function of Equation 23.77, using algorithm 1 to minimize the objective function $J(\mathbf{x})$. After 20 more iterations the algorithm converges to

$$
H\left(z_{1}, z_{2}\right)=0.00895 \times \frac{\left[\begin{array}{lll}
1 & z_{1}^{-1} & z_{1}^{-2}
\end{array}\right]\left|\begin{array}{cccc}
1.0 & -1.62151 & 0.99994 \\
-1.62151 & 2.6370 & -1.62129 \\
0.99994 & -1.62129 & 1.00203
\end{array}\right|\left|\begin{array}{c}
1 \\
z_{2}^{-1} \\
z_{2}^{-2}
\end{array}\right|}{\left[\begin{array}{lll}
1 & z_{1}^{-1} & z_{1}^{-2}
\end{array}\right]\left|\begin{array}{cccc}
1.0 & -1.78813 & 0.82930 & 1 \\
-1.78813 & 3.20640 & -1.49271 \\
0.82930 & -1.49271 & 0.69823 & \| \\
z_{2}^{-1} \\
z_{2}^{-2}
\end{array}\right|}
$$

The amplitude response of the final optimal filter is depicted in Figure 23.17.

### 23.5.1.3 Minimax Algorithms

Least pth Minimax Algorithm. When a objective function is formulated in terms of the $L_{p}$ norm of the error function and then minimizing $J(\mathbf{x})$ for increasing values of $p$, such an objective function can be obtained as


FIGURE 23.17 Amplitude response of the 2D optimal filter in Example 23.5.

$$
\begin{equation*}
J(x)=E_{M}(x)\left\{\sum_{i=1}^{m}\left|\frac{E\left(x, \omega_{1 i}, \omega_{2 i}\right)}{E_{M}(x)}\right|^{p}\right\}^{1 / p} \tag{23.82}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{M}(\mathbf{x})=\max _{1 \leq i \leq m}\left\{E_{i}(\mathbf{x})\right\}=\max _{1 \leq i \leq m}\left\{E_{i}\left(\mathbf{x}, \omega_{1 i}, \omega_{2 i}\right)\right\} \tag{23.83}
\end{equation*}
$$

A minimax algorithm based on $J(\mathbf{x})$ is as follows [21].

## ALGORITHM 2: Least- $p$ th Minimax Algorithm

Step 1. Input $\mathbf{x}_{0}$ and $\varepsilon$. Set $k=1, p=1, \mu=2, \mathbf{E}_{0}=10^{99}$.
Step 2. Initialize frequencies $\omega_{1 i}, \omega_{2 i}$ for $i=1,2, \ldots, m$.
Step 3. Using point $\mathbf{x}_{k-1}$ as initial point, minimize $J(\mathbf{x})$ with respect to $\mathbf{x}$ to obtain $\mathbf{x}_{k}$. Set $\mathbf{E}_{k}=E\left(\mathbf{x}_{k}\right)$.
Step 4. If $\left|E_{k-1}-E_{k}\right|<\varepsilon$, then output $\mathbf{x}^{*}=\mathbf{x}_{k}$ and $\mathbf{E}_{k}$ and stop. Else, set $p=\mu p, k=k+1$ and go to step 3.

The minimization in step 3 can be carried out using algorithm 1 or any other unconstrained optimization algorithms.

Charalambous Minimax Algorithm. The preceding algorithm gives excellent results except that it requires a considerable amount of computation. An alternative and much more efficient algorithm is the minimax algorithm proposed by Charalambous and Antoniou [22,23]. This algorithm is based on principles developed by Charalambous [24] and involves the minimization of the objective function $J(\mathbf{x}, \zeta, \lambda)$, defined by

$$
\begin{equation*}
J(\mathbf{x}, \zeta, \lambda)=\sum_{i \in I_{1}} \frac{1}{2} \lambda_{i}\left[J_{i}(\mathbf{x}, \zeta)\right]^{2}+\sum_{i \in I_{2}} \frac{1}{2}\left[J_{i}(\mathbf{x}, \zeta)\right]^{2} \tag{23.84}
\end{equation*}
$$

where $\zeta$ and $\lambda_{i}$ for $i=1,2, \ldots, m$ are constants,

$$
\begin{aligned}
J_{i}(\mathbf{x}, \zeta) & =E_{i}(\mathbf{x})-\zeta \\
I_{1} & =\left\{i: J_{i}(\mathbf{x}, \zeta)>0 \text { and } \lambda_{i}>0\right\}
\end{aligned}
$$

and

$$
I_{2}=\left\{i: J_{i}(\mathbf{x}, \zeta)>0 \text { and } \lambda_{i}>0\right\}
$$

The factor $1 / 2$ in Equation 23.84 is included for the purpose of simplifying the gradient that is given by

$$
\begin{equation*}
\nabla J(\mathbf{x}, \zeta, \lambda)=\sum_{i \in I_{1}} \lambda_{i} J_{i}(\mathbf{x}, \zeta) \nabla J_{i}(x, \zeta)+\sum_{i \in I_{2}} J_{i}(\mathbf{x}, \zeta) \nabla J_{i}(\mathbf{x}, \zeta) \tag{23.85}
\end{equation*}
$$

It can be shown that, if

1. The second-order sufficient conditions for a minimum hold at $x^{*}$,
2. $\lambda_{i}=\lambda_{i}^{\star}, i=1,2, \ldots, m$, where $\lambda_{i}^{*}$ are the minimax multipliers corresponding to a minimum optimum solution $\mathbf{x}^{*}$, and
3. $E\left(\mathbf{x}^{*}\right)-\xi$ is sufficiently small then $\mathbf{x}^{\star}$ is a strong local minimum point of $J(\mathbf{x}, \xi, \lambda)$.

Condition 1 is usually satisfied in practice. Therefore, a local minimum point $\mathrm{x}^{*}$ can be found by forcing $\lambda_{i}$ to approach $\lambda_{i}^{*}(i=1,2, \ldots, m)$ and making $E\left(\mathbf{x}^{*}\right)-\xi$ sufficiently small. These two constraints can be simultaneously satisfied by applying the following algorithm.

## ALGORITHM 3: Charalambous Minimax Algorithm

Step 1. Set $\xi=0$ and $\lambda_{i}=1$ for $i=1,2, \ldots, m$. Initialize $\mathbf{x}$.
Step 2. Minimize function $J(\mathbf{x}, \xi, \lambda)$ to obtain $\mathbf{x}$.
Step 3. Set

$$
S=\sum_{i \in I_{1}} \lambda_{i} j_{i}(\mathbf{x}, \xi)+\sum_{i \in I_{2}} J_{i}(\mathbf{x}, \xi)
$$

and update $\lambda_{i}$ and $\xi$ as

$$
\begin{aligned}
\lambda_{i} & = \begin{cases}\lambda_{i} J_{i}(\mathbf{x}, \xi) / S & \text { if } \mathbf{J}_{i}(\mathbf{x}, \xi) \geq 0, \lambda_{i} \geq 0 \\
J_{i}(\mathbf{x}, \xi) / S & \text { if } \mathbf{J}_{i}(\mathbf{x}, \xi) \geq 0, \lambda=0 \\
0 & \text { if } \mathbf{J}_{i}(\mathbf{x}, \xi)<0\end{cases} \\
\xi & =\sum_{i=1}^{\mathrm{m}} \lambda_{i} \mathbf{E}_{i}(\mathbf{x})
\end{aligned}
$$

Step 4. Stop if

$$
\frac{E_{M}(\mathbf{x})-\xi}{E_{M}(\mathbf{x})} \leq \varepsilon
$$

otherwise go to step 2.
The parameter $\varepsilon$ is a prescribed termination tolerance. When the algorithm converges, conditions 2 and 3 are satisfied and $\mathbf{x}=\mathbf{x}^{*}$. The unconstrained optimization in step 2 can be accomplished by applying a quasi-Newton algorithm.

## Example 23.6 [23]

Design a 2-D circularly symmetric filter with the same specifications as in Example 23.5, using algorithm 3.

## Solution

1. Construct the ideal discrete amplitude response of the filter. Since the passband and stopband contours are circles, the sample points can be placed on arcs of a set of circles centered at the origin. Five circles with radii

$$
r_{1}=0.3 \omega_{p}, \quad r_{2}=0.6 \omega_{p}, \quad r_{3}=0.8 \omega_{p}, \quad r_{4}=0.9 \omega_{p}, \quad \text { and } \quad r_{5}=\omega_{p}
$$

are placed in the passband and five circles with radii $r_{6}=\omega_{a}, \quad r_{7}=\omega_{a}+0.1\left(\pi-\omega_{a}\right), \quad r_{8}=\omega_{a}+0.2\left(\pi-\omega_{a}\right), r_{9}=\omega_{a}+0.55\left(\pi-\omega_{a}\right), \quad$ and $\quad r_{10}=\pi$ are placed in the stopband.


FIGURE 23.18 3D plot of the amplitude response of the filter in Example 23.6.
For circularly symmetric filters, the amplitude is uniquely specified by the amplitude response in the sector $\left[0^{\circ}, 45^{\circ}\right]$. Therefore, six equally spaced points on each circle described above between $0^{\circ}$ and $45^{\circ}$ are chosen. These points plus the origin $\left(\omega_{1}, \omega_{2}\right)=(0,0)$ form a set of 61 sample points.
2. Select the 2-D transfer function. Because a circularly symmetric filter has a transfer function with separable denominator [24], we can select the transfer function to be of the form

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=H_{0}\left(z_{1}, z_{2}\right)^{-1} \times \prod_{k=1}^{k} \frac{z_{1} z_{2}+z_{1}^{-1} z_{2}^{-1}+a_{k}\left(z_{1}+z_{1}^{-1}+z_{2}+z_{2}^{-1}\right)+z_{1}^{-1} z_{2}+z_{1} z_{2}^{-1}+b_{k}}{\left(1+c_{k} z_{1}^{-1}+d_{k} z_{1}^{-2}\right)\left(1+c_{k} z_{2}^{-1}+d_{k} z_{2}^{-2}\right)} \tag{23.86}
\end{equation*}
$$

with parameter $H_{0}$ fixed as $H_{0}=(0.06582)^{2}, K=1, \varepsilon=0.01$.
3. Starting from

$$
a_{1}^{(0)}=-1.514, \quad b_{1}^{(0)}=\left(a_{1}^{(0)}\right)^{2}, \quad c_{1}^{(0)}=-1.784, \quad d_{1}^{(0)}=0.8166
$$

and algorithm 3 yields the solution

$$
\begin{gathered}
a_{1}^{*}=1.96493, \quad b_{1}^{*}=-10.9934, \quad c_{1}^{*}=-1.61564, \quad d_{1}^{*}=0.66781 \\
E_{M}(\mathbf{x})=0.37995
\end{gathered}
$$

The 3-D plot of the amplitude response of the resulting filter is illustrated in Figure 23.18.

### 23.5.2 Design by Singular-Value Decomposition

As will be seen, an important merit of the design methods of 2-D IIR filters based on singular-value decomposition (SVD) is that the required 2-D filter is decomposed into a set of 1-D digital subfilters, which are much easier to design by optimization than the original 2-D filters.

### 23.5.2.1 Problem Formulation

In a quadrantally symmetric filter, $H\left(z_{1}, z_{2}\right)$ has a separable denominator [25]. Therefore, it can be expressed as

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\sum_{i=1}^{K} f_{i}\left(z_{1}\right) g_{i}\left(z_{2}\right) \tag{23.87}
\end{equation*}
$$

In effect, a quadrantally symmetric filter can always be realized using a set of $K$ parallel sections where the $i$ th section is a separable subfilter characterized by the transfer function $f_{i}\left(z_{1}\right) g_{i}\left(z_{2}\right)$.

Consider the desired amplitude response sample of 2-D filter $H\left(z_{1}, z_{2}\right)$, we form a 2-D amplitude specification matrix $\mathbf{A}$ as

$$
\mathbf{A}=\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 L}  \tag{23.88}\\
a_{21} & a_{22} & \cdots & a_{2 L} \\
\vdots & \vdots & & \vdots \\
a_{M 1} & a_{M 1} & \cdots & a_{M L}
\end{array}\right|
$$

where $\left\{a_{m l}\right\}$ is a desired amplitude response sampled at frequencies $\left(\omega_{1 l}, \omega_{2 m}\right)=\left(\pi \mu_{l} / T_{i}, \pi v_{m} / T_{2}\right)$, with

$$
\mu_{l}=\frac{l-1}{L-1}, \quad v_{m}=\frac{m-1}{M-1} \quad \text { for } 1 \leq l \leq L, \quad 1 \leq m \leq M
$$

that is,

$$
a_{m l}=\left|H\left(e^{j \pi \mu_{1}}, e^{j \pi v_{m}}\right)\right|
$$

If the matrix $\mathbf{A}$ can be decomposed into the form of

$$
\begin{equation*}
\mathbf{A}=\sum_{i=1}^{r} \mathbf{F}_{i} \mathbf{G}_{i} \tag{23.89}
\end{equation*}
$$

then, by using the column vectors $\mathbf{F}_{i}$ and row vectors $\boldsymbol{G}_{i}$, we can construct matrices

$$
\begin{align*}
\mathbf{F} & =\left[\begin{array}{llll}
\mathbf{F}_{1} & \mathbf{F}_{2} & \cdots & \mathbf{F}_{r}
\end{array}\right]  \tag{23.90}\\
\mathbf{G} & =\left[\begin{array}{llll}
\mathbf{G}_{1} & \mathbf{G}_{2} & \cdots & \mathbf{G}_{r}
\end{array}\right]^{\mathrm{T}} \tag{23.91}
\end{align*}
$$

If all elements of $\mathbf{F}$ and $\mathbf{G}$ are nonnegative then they can be regarded as the amplitude specifications matrices of an r-input/1-output 1-D filter $F\left(z_{1}\right)$ and a 1-input/r-output 1-D filter $G\left(z_{2}\right)$,

$$
\begin{gather*}
F\left(z_{1}\right)=\left[f_{1}\left(z_{1}\right), f_{2}\left(z_{1}\right), \ldots, f_{r}\left(z_{1}\right)\right]  \tag{23.92}\\
G\left(z_{2}\right)=\left[g_{1}\left(z_{2}\right), g_{2}\left(z_{2}\right), \ldots, g_{r}\left(z_{2}\right)\right]^{\mathrm{T}} \tag{23.93}
\end{gather*}
$$

Therefore, the 2-D filter of Equation 23.87 can be approximated by

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=F\left(z_{1}\right) G\left(z_{2}\right) \tag{23.94}
\end{equation*}
$$

In this section, two design procedures are described that can be applied to the design of 2-D IIR filters whose amplitude responses are quadrantally symmetric.

### 23.5.2.2 Method of Antoniou and Lu

Antoniou and Lu proposed a method of 2-D IIR filter based on the SVD of the amplitude response matrix A [26]. The SVD of matrix A gives [27]

$$
\begin{equation*}
\mathbf{A}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{\mathrm{T}}=\sum_{i=1}^{r} \mathbf{f}_{i} \mathbf{g}_{i}^{\mathrm{T}} \tag{23.95}
\end{equation*}
$$

where $\sigma_{i}$ are the singular values of $\mathbf{A}$ such that $\sigma_{1} \leq \sigma_{2} \leq \cdots \leq \sigma_{r} \leq 0$ is the rank of $\mathbf{A}, \mathbf{u}_{i}$, and $\mathbf{v}_{i}$ are the $i$ th eigenvector of $\mathbf{A A}^{\mathrm{T}}$ and $\mathbf{A}^{\mathrm{T}} \mathbf{A}$, respectively, $\boldsymbol{\phi}_{i}=\boldsymbol{\sigma}_{i}^{1 / 2} \mathbf{u}_{i}, \boldsymbol{\gamma}_{i}=\sigma_{i}{ }^{1 / 2} \mathbf{v}_{i}$, and $\left\{\Phi_{i}: 1 \leq i \leq r\right\}$ and $\left\{\gamma_{i}: 1 \leq i \leq r\right\}$ are sets of orthogonal $L$-dimensional and $M$-dimensional vectors, respectively.

An important property of the SVD can be stated as

$$
\begin{equation*}
\left\|\mathbf{A}-\sum_{i=1}^{K} \mathbf{F}_{\mathbf{i}} \mathbf{g}_{\mathrm{i}}^{\mathrm{T}}\right\|=\min _{\bar{\phi}, \bar{\gamma}}\left\|\mathbf{A}-\sum_{i=1}^{K} \overline{\mathbf{F}}_{i} \overline{\mathbf{g}}_{i}^{\mathrm{T}}\right\| \quad \text { for } 1 \leq K \leq r \tag{23.96}
\end{equation*}
$$

where $\bar{\phi}_{i} \in R^{L}, \bar{\gamma}_{i} \in R^{M}$
To design a 2-D IIR filter by SVD, two steps are involved, namely
Step 1. Design of the main section.
Step 2. Design of the error correction sections as will be detailed below.
Design of the Main Section. Note that Equation 23.95 can be written as

$$
\begin{equation*}
\mathbf{A}=\mathbf{f}_{1} \mathbf{g}_{1}^{\mathrm{T}}+\varepsilon_{1} \tag{23.97}
\end{equation*}
$$

where $\varepsilon_{1}=\Sigma_{i}^{\gamma} \Phi_{i} \gamma_{i}^{\mathrm{T}}$. And since all the elements of $\mathbf{A}$ are nonnegative, if follows that all elements of $\phi_{1}$ and $\gamma_{1}$ are nonnegative.

On comparing Equation 23.97 with Equation 23.95 and assuming that $K=1$ and that $\phi_{1}, \gamma_{1}$ are sampled versions of the desired amplitude responses for the 1-D filters characterized by $f_{1}\left(z_{1}\right)$ and $g_{1}\left(z_{2}\right)$, respectively, a 2-D filter can be designed through the following procedures:

1. Design 1-D filters $F_{1}$ and $G_{1}$ characterized by $f_{1}\left(z_{1}\right)$ and $g_{1}\left(z_{2}\right)$.
2. Connect filters $F_{1}$ and $G_{1}$ in cascade, i.e.,

$$
H_{1}\left(z_{1}, z_{2}\right)=f_{1}\left(z_{1}\right) g_{1}\left(z_{2}\right)
$$

Step 1 above can be carried out by using an optimization algorithm such as the quasi-Newton algorithm or the minimax algorithm.
Since $f_{1}\left(z_{1}\right) g_{1}\left(z_{2}\right)$ corresponds to the largest singular value $\sigma_{1}$, the subfilter characterized by $f_{1}\left(z_{1}\right) g_{1}\left(z_{2}\right)$ is said to be the main section of the 2-D filter.

Design of the Error Correction Sections. The approximation error of $H_{1}\left(z_{1}, z_{2}\right)$ can be reduced by realizing more of the terms in Equation 23.95 by means of parallel filter sections. From Equation 23.97, we can write

$$
\begin{equation*}
\mathbf{A}=\mathbf{f}_{1} \mathbf{g}_{1}^{\mathrm{T}}+\mathbf{f}_{2} \mathbf{g}_{2}^{\mathrm{T}}+\varepsilon_{21} \tag{23.98}
\end{equation*}
$$

Since $\phi_{2}$ and $\lambda_{2}$ may have some negative components, a careful treatment in Equation 23.98 is necessary.
Let $\phi_{2}^{-}$and $\gamma_{2}^{-}$be the absolute values of the most negative components of $\phi_{2}$ and $\gamma_{2}$, respectively. If

$$
\left.\mathbf{e}_{\phi}=\left[\begin{array}{lll}
1 & 1 & \cdots
\end{array}\right]^{\mathrm{T}} \in R^{L} \quad \text { and } \quad \mathbf{e}_{\gamma}=\left[\begin{array}{lll}
1 & 1 & \cdots
\end{array}\right]\right]^{\mathrm{T}} \in R^{M}
$$

then all components of

$$
\boldsymbol{\phi}_{2 p}=\boldsymbol{\phi}_{2}+\boldsymbol{\phi}_{2}^{-} \boldsymbol{\varepsilon}_{\boldsymbol{\phi}} \boldsymbol{\alpha} \boldsymbol{\nu} \boldsymbol{\delta} \boldsymbol{\gamma}_{2 p}=\boldsymbol{\gamma}_{2}+\boldsymbol{\gamma}_{2}^{-} \boldsymbol{\varepsilon}_{\boldsymbol{\gamma}}
$$

are nonnegative. If it is possible to design 1-D linear-phase or zero-phase filters characterized by $f_{1}\left(z_{1}\right)$, $g_{1}\left(z_{2}\right), f_{2 p}\left(z_{1}\right)$, and $g_{2 p}\left(z_{2}\right)$, such that

$$
\begin{aligned}
f_{1}\left(e^{j \pi \mu_{i}}\right) & =\left|f_{1}\left(e^{j \pi \mu_{i}}\right)\right| e^{j \alpha_{1} \mu_{i}} \\
g_{1}\left(e^{j \pi v_{m}}\right) & =\left|g_{1}\left(e^{j \pi v_{m}}\right)\right| e^{j \alpha_{2} v_{m}}
\end{aligned}
$$

and

$$
\begin{aligned}
f_{2 p}\left(e^{j \pi \mu_{i}}\right) & =\left|f_{2 p}\left(e^{j \pi \mu_{i}}\right)\right| e^{j \alpha_{1} \mu_{i}} \\
g_{2 p}\left(e^{j \pi v_{m}}\right) & =\left|g_{2 p}\left(e^{j \pi v_{m}}\right)\right| e^{j \alpha_{2} v_{m}}
\end{aligned}
$$

for $1 \leq l \leq L, \leq m \leq M$, where

$$
\begin{aligned}
& \left|f_{1}\left(e^{j \pi \mu_{1}}\right)\right| \approx \phi_{1 l} \\
& \left|g_{1}\left(e^{j \pi v_{m}}\right)\right| \approx \gamma_{1 m} \\
& \left|f_{2 p}\left(e^{j \pi \mu_{l}}\right)\right| \approx \phi_{2 l p} \\
& \left|g_{2 p}\left(e^{j \pi v_{m}}\right)\right| \approx \gamma_{2 m p}
\end{aligned}
$$

In above $\phi_{1 l}, \phi_{2 l p}, \gamma_{l m}, \gamma_{2 m p}$ represent the $l$ th component of $\phi_{1}, \phi_{2 p}$ and $m$ th component of $\gamma_{1}$ and $\gamma_{2 p}$, respectively. $\alpha_{1}$ and $\alpha_{2}$ are constants that are equal to zero if zero-phase filters are to be designed. Let

$$
\begin{equation*}
\alpha_{1}=-\pi n_{1}, \quad \alpha_{2}=-\pi n_{2} \quad \text { with integers } n_{1}, n_{2} \geq 0 \tag{23.99}
\end{equation*}
$$

and define

$$
\begin{align*}
& f_{2}\left(z_{1}\right)=f_{2 p}\left(z_{1}\right)-\phi_{2}^{-} z_{1}^{-n_{1}}  \tag{23.100}\\
& g_{2}\left(z_{2}\right)=g_{2 p}\left(z_{2}\right)-\gamma_{2}^{-} z_{2}^{-n_{2}} \tag{23.101}
\end{align*}
$$

It follows that

$$
\begin{aligned}
f_{2}\left(e^{j \pi \mu_{l}}\right) & =\left[f_{2 p}\left(e^{j \pi \mu_{l}}\right)-\phi_{2}^{-}\right] e^{-j \pi n_{1} \mu_{l}} \approx \phi_{2 l} e^{-j \pi \mu_{l} n_{1}} \\
g_{2}\left(e^{j \pi v_{m}}\right) & =\left[g_{2 p}\left(e^{j \pi v_{m}}\right)-\gamma_{2}^{-}\right] e^{-j \pi n_{2} v_{m}} \approx \gamma_{2 m} e^{-j \pi \gamma_{m} n_{2}}
\end{aligned}
$$

Furthermore, if we form

$$
\begin{equation*}
H_{2}\left(z_{1}, z_{2}\right)=f_{1}\left(z_{1}\right) g_{1}\left(z_{2}\right)+f_{2}\left(z_{1}\right) g_{2}\left(z_{2}\right) \tag{23.102}
\end{equation*}
$$

then

$$
\begin{align*}
\left|H_{2}\left(e^{j \pi \mu_{l}}, e^{j \pi v_{m}}\right)\right| & =\left|f_{1}\left(e^{j \pi \mu_{l}}\right) g_{1}\left(e^{j \pi v_{m}}\right)+f_{2}\left(e^{j \pi \mu_{l}}\right) g_{2}\left(e^{j \pi v_{m}}\right)\right|  \tag{23.103}\\
& \approx\left|\phi_{1 l} \gamma_{1 m}+\phi_{2 l} \gamma_{2 m}\right|
\end{align*}
$$

Follow this procedure, $K-1$ correction sections characterized by $k_{2}\left(z_{1}\right) g_{2}\left(x_{2}\right), \ldots, g_{2}\left(x_{1}\right) g_{1}\left(x_{2}\right)$ can be obtained, and $H_{k}\left(z_{1}, z_{2}\right)$ can be formed as

$$
\begin{equation*}
H_{k}\left(z_{1}, z_{2}\right)=\sum_{i=1}^{K} f_{i}\left(z_{i}\right) g_{i}\left(z_{2}\right) \tag{23.104}
\end{equation*}
$$

and from Equation 23.96 we have

$$
\begin{align*}
& \left\|\mathbf{A}-\left|H_{k}\left(e^{j \pi \mu_{l}}, e^{j \pi v_{m}}\right)\right|\right\| \approx\left\|\mathbf{A}-\sum_{i=1}^{K} \mathbf{f}_{i} \mathbf{g}_{i}^{\mathrm{T}}\right\| \\
& \quad \leq\left\|\varepsilon_{K}\right\|=\min _{\bar{\phi}_{i}, \bar{\gamma}_{i}}\left\|\sum_{i=1}^{K} \overline{\mathbf{f}}_{\overline{\mathbf{i}}} \overline{\mathbf{g}}_{i}^{\mathrm{T}}\right\| \tag{23.105}
\end{align*}
$$

In effect, a 2-D filter consisting of $K$ sections is obtained whose amplitude response is a minimal mean-square-error approximation to the desired amplitude response.
The method leads to an asymptotically stable 2-D filter, provided that all 1-D subfilters employed are stable. The general configuration of the 2-D filter obtained is illustrated in Figure 23.19, where the various 1-D subfilters may be either linear-phase or zero-phase filters.


FIGURE 23.19 Configurations of 2D IIR filter by SVD. (a) General structure of 2D filter. (b) Structure using zerophase IIR filters.

If linear-phase subfilters are to be used, the equalities in Equation 23.99 must be satisfied. This implies that the subfilters must have constant group delays. If zero-phase subfilters are employed, where $f_{i}\left(z_{1}\right)$ and $f_{i}\left(z_{1}^{-1}\right)$,and $g_{i}\left(z_{2}\right)$ and $g_{i}\left(z_{2}^{-1}\right)$ contribute equally to the amplitude response of the 2-D filter. The design can be accomplished by assuming that the desired amplitude responses for subfilters $F_{i}, G_{i}$ are $\phi_{i}^{1 / 2}, \gamma_{i}^{1 / 2}$, for $i=1,2, k, \ldots, K$, respectively.
Error Compensation Procedure. When the main section and correction sections are designed by an optimization procedure as described above, approximation errors inevitably occur that will accumulate and manifest themselves as the overall error. The accumulation of error can be reduced by the following compensation procedure.

When filters $F_{1}$ and $G_{1}$ are designed, the approximation error matrix $\mathbf{E}_{1}$ can be calculated as

$$
\begin{equation*}
\mathbf{E}_{1}=\mathbf{A}-f_{1}\left(e^{j \pi \mu_{l}}\right) g_{1}\left(e^{j \pi \nu_{m}}\right) \tag{23.106}
\end{equation*}
$$

and then perform SVD on $\mathbf{E}_{1}$ to obtain

$$
\begin{equation*}
\mathbf{E}_{1}=S_{22} \mathbf{f}_{22} \mathbf{g}_{22}^{\mathrm{T}}+\cdots+S_{r 2} \mathbf{f}_{r 2} \mathbf{g}_{r 2}^{\mathrm{T}} \tag{23.107}
\end{equation*}
$$

Data $\phi_{22}$ and $\gamma_{22}$ can be used to deduce filters $f_{2}\left(z_{1}\right)$ and $g_{2}\left(z_{2}\right)$. Thus, the first correction section can be designed. Next, form the error matrix $\mathbf{E}_{2}$ as

$$
\begin{equation*}
\mathbf{E}_{2}=\mathbf{E}_{1}-S_{22} f_{2}\left(e^{j \pi \mu_{l}}\right) g_{2}\left(e^{j \pi v_{m}}\right) \tag{23.108}
\end{equation*}
$$

and then perform SVD on $\mathbf{E}_{2}$ to obtain

$$
\begin{equation*}
\mathbf{E}_{2}=\mathbf{S}_{33} \mathbf{f}_{33} \mathbf{g}_{33}^{\mathrm{T}}+\cdots+S_{r 3} \mathbf{f}_{r 3} \mathbf{g}_{r 3}^{\mathrm{T}} \tag{23.109}
\end{equation*}
$$

and use data $f_{33}$ and $g_{33}$ to design the second correction section. The procedure is continued until the norm of the error matrix becomes sufficiently small that a satisfactory approximation to the desired amplitude response is reached.

Design of 1-D filters by using optimization can sometimes yield unstable filters. This problem can be eliminated by replacing poles outside the unit circle of the $z$ plane by their reciprocals and simultaneously adjusting the multiplier constant to compensate for the change in gain [19].

## Example 23.7 [26]

Design a circularly symmetric, zero-phase 2-D filter specified by

$$
\left|H\left(\omega_{1}, \omega_{2}\right)\right|= \begin{cases}1 & \text { for }\left(\omega_{1}^{2}+\omega_{2}^{2}\right)^{1 / 2}<0.35 \pi \\ 0 & \text { for }\left(\omega_{1}^{2}+\omega_{2}^{2}\right)^{1 / 2} \geq 0.65 \pi\end{cases}
$$

assuming that $\omega_{s 1}=\omega_{52}=2 \pi$.

## Solution

1. Construct a sampled amplitude response matrix. By taking $L=M=21$ and assuming that the amplitude response varies linearly with the radius in the transition band, the amplitude response matrix can be obtained as

$$
\mathbf{A}=\left|\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right|_{21 \times 21}
$$

where

$$
\mathbf{A}=\left|\begin{array}{cccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0.75 & 0.5 & 0.25 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0.75 & 0.75 & 0.5 & 0.25 & 0 & 0 & 0 & 0 & 0 \\
1 & 0.75 & 0.75 & 0.5 & 0.5 & 0.25 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.75 & 0.5 & 0.5 & 0.25 & 0.25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.5 & 0.25 & 0.25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right|
$$

The ideal amplitude response of the filter is illustrated in Figure 23.20a.
2. Perform SVD to matrix $\mathbf{A}$ to obtain the amplitude response of the main section of the 2-D filter. It is worth noting that when a circularly symmetric 2-D filter is required, matrix $\mathbf{A}$ is symmetric and, therefore, Equation 23.95 becomes


FIGURE 23.20 Amplitude responses of (a) the ideal circularly symmetric 2D filter; (b) the main section; (c) the main section plus the first correction; (d) the main section plus the first and second correction sections.

TABLE 23.3 Design Based on Fourth-Order Subfilters (Example 23.7)

| The main section | $f_{1}(z)=0.1255 \frac{\left(z^{2}+0.7239 z+1\right)\left(z^{2}+1.6343 z+1\right)}{\left(z^{2}+0.1367 z+1\right)\left(z^{2}-0.5328 z+0.2278\right)}$ |
| :--- | :--- |
| The first correction section | $f_{2}(z)=0.6098 \frac{\left(z^{2}+1.1618 z+0.1661\right)\left(z^{2}+0.8367 z+0.9958\right)}{\left(z^{2}+0.9953 z\right)\left(z^{2}+0.5124 z+0.32\right)}$ |
|  | $S_{2}=-1, \phi_{2}^{-}=0.6266$ |
| The second correction section | $f_{3}(z)=0.4630 \frac{\left(z^{2}+1.5381 z+0.4456\right)\left(z^{2}-1.397 z+1.1191\right)}{\left(z^{2}+2.0408 z-1\right)\left(z^{2}-0.7092 z+0.6961\right)}$ |
|  | $S_{3}=+1, \phi_{3}^{-}=0.2764$ |

$$
\begin{equation*}
\mathbf{A}=\sum_{i=1}^{r} S_{i} \mathbf{f}_{i} \mathbf{f}_{i}^{T} \tag{23.110}
\end{equation*}
$$

where $S_{1}=1$ and $S_{i}= \pm 1$ or -1 , for $2 \leq i \leq r$. This implies that each parallel section requires only one 1-D subfilter to be designed. As a consequence the design work is reduced by $50 \%$.

When vector $f_{1}$ is obtained, by selecting a fourth-order approximation and after optimization, the transfer function of the main section $f_{1}(z)$ is obtained.
3. Design the correction sections. Successively perform SVD to the error $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$, and apply the preceding design technique; the transfer functions of the first and second correction sections can be obtained.

The transfer function of the main section and the first and second correction sections are listed in Table 23.3. And the amplitude responses of (1) the main section, (2) the main section plus the first correction, and (3) the main section plus the first and second correction sections are depicted in Figure 23.20b through d.

### 23.5.2.3 Method of Deng and Kawamata

In decomposing 2-D amplitude specifications into 1-D ones, the conventional SVD cannot avoid the problem that the 1-D amplitude specifications that result are often negative. Since negative values cannot be viewed as amplitude response, the problem of 1-D digital filter design becomes intricate. Deng and Kawamata [28] proposed a procedure that guarantees all the decomposition results to be always nonnegative and thus simplifies the design of correction sections.

The method decomposes the matrix $\mathbf{A}$ into the form

$$
\begin{equation*}
\mathbf{A}=\sum_{i=1}^{r} S_{i} \mathbf{F}_{i} \mathbf{G}_{i} \tag{23.111}
\end{equation*}
$$

where all the elements of $\mathbf{F}_{i}$ and $\mathbf{G}_{i}$ are nonnegative and the decomposition error

$$
\begin{equation*}
\mathbf{E}=\left\|\mathbf{A}-\sum_{i=1}^{r} \mathbf{S}_{i} \mathbf{F}_{i} \mathbf{G}_{i}\right\| \tag{23.112}
\end{equation*}
$$

is sufficiently small, and $S_{i}=1$ or -1 for $i=1,2, \ldots, r$.
The design procedure can be desired as follows.
Step 1. Let $A_{1}^{\prime}=A, A_{1}^{-}=0$, and perform the SVD on $A_{1}^{+}$as

$$
\begin{equation*}
\mathbf{A}_{1}^{+}=\sum_{i=1}^{r_{i}} \sigma_{1 i} \mathbf{u}_{1 i} \mathbf{v}_{1 i} \approx \mathbf{F}_{1}^{+} \mathbf{G}_{1}^{+} \tag{23.113}
\end{equation*}
$$

where $\sigma_{1 i}$ is the $i$ th singular value of $\mathbf{A}_{1}^{+}\left(\sigma_{11} \geq \sigma_{12} \geq \cdots \geq \sigma_{1 r_{1}}\right)$ and $\mathbf{F}_{1}^{+}=u_{11} \sigma_{11}^{1 / 2}, \mathbf{G}_{1}^{+}=u_{11} \sigma_{11}^{1 / 2}$.
Let

$$
\begin{equation*}
\mathbf{F}_{1}=\mathbf{F}_{1}^{+}, \quad \mathbf{G}_{1}=\mathbf{G}_{1}^{+}, \quad \text { and } \quad S_{1}=1 \tag{23.114}
\end{equation*}
$$

all the elements of $\mathbf{F}_{1}$ and $\mathbf{G}_{1}$ are nonnegative.
Step 2. Calculate the approximation error matrix $\mathbf{A}_{2}$ and decompose it into the sum of $A_{2}^{+}$and $A_{2}^{-}$as

$$
\begin{equation*}
\mathbf{A}_{2}=\mathbf{A}-S_{1} \mathbf{F}_{1} \mathbf{G}_{1}=\mathbf{A}_{2}^{+}+\mathbf{A}_{2}^{-} \tag{23.115}
\end{equation*}
$$

where

$$
\mathbf{A}_{2}^{+}(m, n)= \begin{cases}A_{2}(m, n) & \text { if } A_{2}(m, n) \geq 0  \tag{23.116}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\mathbf{A}_{2}^{-}(m, n)= \begin{cases}A_{2}(m, n) & \text { if } A_{2}(m, n) \leq 0  \tag{23.117}\\ 0 & \text { otherwise }\end{cases}
$$

To determine $S_{2}$ and $\mathbf{F}_{2}$ and $\mathbf{G}_{2}$ for approximating $\mathbf{A}_{2}$ as accurately as possible, the following three steps are involved.

1. Perform the SVD on $A_{2}^{1}$ and approximate it as

$$
\begin{equation*}
\mathbf{A}_{2}^{+}=\sum_{i=1}^{r_{2}} \mathbf{s}_{2 i} \mathbf{u}_{2 i} \mathbf{v}_{2 i} \approx \mathbf{F}_{2}^{+} \mathbf{G}_{2}^{+} \tag{23.118}
\end{equation*}
$$

where $\mathbf{F}_{2}^{+}=\mathbf{u}_{21} \sigma_{21}^{1 / 2}, \mathbf{G}_{2}^{+}=\sigma_{21}^{1 / 2} \mathbf{v}_{21}$. All the elements of $\mathrm{F}_{2}^{1}$ and $\mathrm{G}_{2}^{1}$ and $\mathrm{G}^{*}$ are nonnegative. If $\mathbf{F}_{2}=\mathbf{F}_{2}^{+}, \mathbf{G}_{2}=\mathbf{G}_{2}^{+}$, and $S_{2}=1$, the approximation error is

$$
\begin{equation*}
\mathbf{E}_{2}^{+}=\left\|\mathbf{A}-\sum_{i=1}^{2} \mathbf{S}_{i} \mathbf{F}_{i} \mathbf{G}_{i}\right\| \tag{23.119}
\end{equation*}
$$

2. Perform the SVD on $-\mathbf{A}_{2}^{-}$and approximate it as

$$
\begin{equation*}
-\mathbf{A}_{2}^{-}=\sum_{i=1}^{r_{2-}} \sigma_{2 i-} \mathbf{u}_{2 i-} \mathbf{v}_{2 i-} \approx \mathbf{F}_{2}^{-} \mathbf{G}_{2}^{-} \tag{23.120}
\end{equation*}
$$

where $\mathbf{F}_{2}^{-}=\mathbf{u}_{21-} \sigma_{21-}^{1 / 2}, \mathbf{G}_{2}^{-}=\sigma_{21-}^{1 / 2} \mathbf{v}_{21-}$, and $r_{2-}$ is the rank of $\mathrm{A}_{2}^{-}$. All the elements of $\mathbf{F}_{2}^{-}$and $\mathbf{G}_{2}^{-}$are nonnegative. If $\mathbf{F}_{2}=\mathbf{F}_{2}^{-}, \mathbf{G}_{2}=\mathbf{G}_{2}^{-}$, and $S_{2}=1$, the approximation error $\mathbf{E}_{2}^{-}$is

$$
\begin{equation*}
\mathbf{E}_{2}^{-}=\left\|\mathbf{A}-\sum_{i=1}^{2} S_{i} \mathbf{F}_{i} \mathbf{G}_{i}\right\| \tag{23.121}
\end{equation*}
$$

3. According to the results from steps 1 and 2, the optimal vectors $\mathbf{F}_{2}$ and $\mathbf{G}_{2}$ for approximating $\mathbf{A}$ are determined as

$$
\begin{array}{ll}
\mathbf{F}_{2}=\mathbf{F}_{2}^{+}, & \mathbf{G}_{2}=\mathbf{G}_{2}^{+}, \quad S_{2}=1 \quad \text { if } \mathbf{E}_{2}^{+} \leq \mathbf{E}_{2}^{-} \\
\mathbf{F}_{2}=\mathbf{F}_{2}^{-}, & \mathbf{G}_{2}=\mathbf{G}_{2}^{-}, \quad S_{2}=-1 \quad \text { if } \mathbf{E}_{2}^{+} \geq \mathbf{E}_{2}^{-}
\end{array}
$$



FIGURE 23.21 2D filter realization based on iterative SVD.

Successively decomposing the approximation error matrices $\mathbf{A} j(j=3,4, \ldots, r)$ in the same way above described, a good approximation of matrix $\mathbf{A}$ can be obtained as in Equation 23.111.

Step 3. With the matrix A being decomposed into nonnegative vectors, the 1-D subfilters are designed through an optimization procedure, and a 2-D filter can then be readily realized, as shown in Figure 23.21.

It is noted that, in addition to SVD based methods as described in this section, design method based on other decomposition is also possible [29].

### 23.5.3 Design Based on Two-Variable Network Theory

Ramamoorthy and Bruton proposed a design method of 2-D IIR filters that always guarantees the stability of a filter and that involves the application of two-variable (2-V) strictly Hurwitz polynomials [30]. A $2 V$ polynomial $b\left(s_{1}, s_{2}\right)$ is said to be strictly Hurwitz if

$$
\begin{equation*}
b\left(s_{1}, s_{2}\right) \neq 0 \quad \text { for } \operatorname{Re} e\left\{s_{1}\right\} \geq 0 \text { and } \operatorname{Re}\left\{s_{2}\right\} \geq 0 \tag{23.122}
\end{equation*}
$$

In their method, a family of $2-V$ strictly Hurwitz polynomials is obtained by applying network theory $[31,32]$ to the frequency-independent, 2-V lossless network illustrated in Figure 23.22. The network has


FIGURE 23.22 A $\left(1+N_{1}+N_{2}+N_{r}\right)$-port 2- $V$ lossless network.
$1+N_{1}+N_{2}+N_{r}$ ports and $N_{1}$ and $N_{2}$ are terminated in unit capacitors in complex variables $s_{1}$ and $s_{2}$, respectively, and $N_{r}$ is terminated in unit resistors. Since the network is lossless and frequency independent, its admittance matrix $\mathbf{Y}$ is a real and skew-symmetric matrix given by

$$
\begin{align*}
\mathbf{Y} & =\left|\begin{array}{ccccc}
0 & y_{12} & y_{12} & \cdots & y_{1 N} \\
-y_{12} & 0 & y_{23} & \cdots & y_{2 N} \\
-y_{13} & -y_{23} & 0 & \cdots & y_{3 N} \\
\vdots & \vdots & \vdots & & \vdots \\
-y_{1 N} & -y_{2 N} & -y_{3 N} & \cdots & 0
\end{array}\right| \\
& =\left|\begin{array}{cc}
\mathbf{Y}_{11} & \mathbf{Y}_{12} \\
-\mathbf{Y}_{12}^{T} & \mathbf{Y}_{22}
\end{array}\right| \begin{array}{l}
N=1+N_{1}+N_{2}+N_{r}
\end{array} \tag{23.123}
\end{align*}
$$

If we define

$$
\begin{gather*}
N_{r} \quad N_{1} \quad N_{2} \\
\mathbf{Y}_{22}\left(s_{1}, s_{2}, y_{k l}\right)=\mathbf{Y}_{22}+\operatorname{diag}\left\{1 \cdots 1 s_{1} \cdots s_{1} s_{2} \cdots s_{2}\right\} \tag{23.124}
\end{gather*}
$$

and

$$
\begin{equation*}
\Delta\left(s_{1}, s_{2}, y_{k l}\right)=\operatorname{det}\left[\Psi_{22}\left(s_{1}, s_{2}, y_{k l}\right)\right] \tag{23.125}
\end{equation*}
$$

where $\operatorname{diag}\left(1 \cdots 1 s_{1} \cdots s_{1} s_{2} \cdots s_{2}\right)$ represents a diagonal matrix in which each of the first $N_{r}$ elements is unity, each of the next $N_{1}$ elements is $s_{1}$, and each of the last $N_{2}$, elements is $s_{2}$. Then, from the network theory, the input admittance at port 1 is given by

$$
\begin{align*}
\mathbf{Y}_{\text {in }}\left(s_{1}, s_{2}, y_{k l}\right) & =\frac{\mathbf{Y}_{12} \operatorname{adj}\left[\mathbf{Y}_{22}\left(s_{1}, s_{2}, y_{k l}\right)\right] \mathbf{Y}_{12}^{\mathrm{T}}}{\operatorname{det}\left[\mathbf{Y}_{22}\left(s_{1}, s_{2}, y_{k l}\right]\right]} \\
& =\frac{p\left(s_{1}, s_{2}, y_{k k}\right)}{\Delta\left(s_{1}, s_{2}, y_{k l}\right)} \tag{23.126}
\end{align*}
$$

where $\Delta\left(s_{1}, s_{2}, y_{k l}\right)$ is defined by Equation 23.125 and is a strictly Hurwitz polynomial for any set of real values of the $(N-1)(N-2) / 2$ independent parameters $\left\{y_{k l}: 1<k<l \leq N\right\}$. Table 23.4 lists polynomial $\Delta\left(s_{1}, s_{2}, y_{k l}\right)$ for $N_{r}=1\left(N_{1}, N_{2}\right)=(2,1)$ and $\left(N_{1}, N_{2}\right)=(2,2)[30]$.

Having obtained the parameterized strictly Hurwitz polynomial $\Delta\left(s_{1}, s_{2}, y_{k l}\right)$ the design procedure of a 2-D IIR filter can be summarized as follows.

TABLE 23.4 $2-V$ Strictly Hurwitz Polynomials

| $N_{1}$ | $\mathrm{N}_{2}$ | $N$ | $\Delta\left(s_{1}, s_{2}, y_{k l}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 4 | $s_{1} s_{2}+y_{24}^{2} s_{1}+y_{23}^{2} s_{2}+y_{34}^{2}$ |
| 2 | 1 | 5 | $\begin{aligned} & s_{1}^{2} s_{2}+y_{25}^{2} s_{1}^{2}+\left(y_{23}^{2}\right)\left(y_{23}^{2}+y_{24}^{2}\right) s_{1} s_{2}+\left(y_{35}^{2}+y_{45}^{2}\right) s_{1}+y_{34}^{2} s_{2} \\ & \quad+\left(y_{23} y_{46}-y_{24} y_{35}+y_{25} y_{34}\right)^{2} \end{aligned}$ |
| 2 | 2 | 6 | $\begin{aligned} & s_{1}^{2} s_{2}^{2}+\left(y_{23}^{2}+y_{24}^{2}\right) s_{1} s_{2}^{2}+\left(y_{25}^{2}+y_{26}^{2}\right) s_{1}^{2} s_{2}+y_{56}^{2} s_{1}^{2}+y_{34}^{2} s_{2}^{2} \\ & \quad+\left(y_{35}^{2}+y_{36}^{2}-y_{45}^{2}+y_{46}^{2} s_{1} s_{2}+y_{34}^{2} s_{2}+\left[\left(y_{23} y_{56}-y_{25} y_{36}+y_{26} y_{35}\right)^{2}\right.\right. \\ & \quad+\left(y_{24} y_{56}-y_{25} y_{46}+y_{26} y_{454}\right)^{2} s_{1}+\left[\left(y_{23} y_{45}-y_{24} y_{35}+y_{25} y_{34}\right)^{2}\right. \\ & \left.\quad+\left(y_{23} y_{46}-y_{24} y_{36}+y_{26} y_{34}\right)^{2}\right] s_{2}+\left(y_{34} y_{56}-y_{35} y_{46}+y_{36} y_{45}\right)^{2} \end{aligned}$ |

Step 1. Construct a parameterized analog transfer function of the 2-D IIR filter, by using the Hurwitz polynomial $\Delta\left(s_{1}, s_{2}, y_{k l}\right)$

$$
\begin{equation*}
H\left(s_{1}, s_{2}, y_{k l}, a_{i j}\right)=\frac{p\left(s_{1}, s_{2}\right)}{\Delta\left(s_{1}, s_{2}, y_{k l}\right)} \tag{23.127}
\end{equation*}
$$

where

$$
p\left(s_{1}, s_{2}\right)=\sum_{i=1}^{N_{1}} \sum_{j=1}^{N_{2}} a_{i j} j_{1}^{i} s_{2}^{j}
$$

is an arbitrary $2-V$ polynomial in $s_{1}$ and $s_{2}$ with degree in each variable not greater than the corresponding degree of the denominator.
Step 2. Perform the double bilinear transformation to the parameterized analog transfer function obtained in step 1.

$$
\begin{equation*}
H\left(z_{1}, z_{2}, y_{k l}, a_{i j}\right)=\left.\frac{p\left(s_{1}, s_{2}\right)}{\Delta\left(s_{1}, s_{2}, y_{k l}\right)}\right|_{s_{i}=2\left(z_{i}-1\right) / T_{i}\left(z_{i}+1\right), i=1,2} \tag{23.128}
\end{equation*}
$$

Step 3. Construct an objective function according to the given design specifications and the parameterized discrete transfer function obtained in step 2.

$$
\begin{equation*}
J(\mathbf{x})=\sum_{n_{1}} \sum_{n_{2}}\left[M\left(n_{1}, n_{2}\right)-M_{I}\left(n_{1}, n_{2}\right)\right]^{p} \tag{23.129}
\end{equation*}
$$

where $p$ is an even positive, $M\left(n_{1}, n_{2}\right)$ and $M_{I}\left(n_{1}, n_{2}\right)$ are the actual and desired amplitude responses, respectively, of the required filter at frequencies $\left(\omega_{1 n 1}, \omega_{1 n 2}\right)$, and $\mathbf{x}$ is the vector consisting of parameters $\left\{y_{k l}: 1<k<1 \leq N\right\}$ and $\left\{a_{i j}, 0 \leq i \leq N_{1}, 0 \leq j \leq N_{2}\right\}$.
Step 4. Apply an optimization algorithm to find the optimal vector $\mathbf{x}$ that minimizes the objective function and substitute the resulting $x$ into Equation 23.128 to obtain the required transfer function $H\left(z_{1}, z_{2}\right)$.

## Example 23.8 [33]

By using the preceding approach, design a 2-D circularly symmetric low-pass filter of order $(5,5)$ with $\omega_{p}=0.2 \pi$, assuming that $\omega_{s 1}=\omega_{s 2}=1.2 \pi$.

## Solution

1. Construct the desired amplitude response of the desired filter

$$
M_{l}\left(\omega_{1 n_{1}}, \omega_{2 n_{2}}\right)= \begin{cases}1 & \text { for }\left(\omega_{1 n_{1}}^{2}+\omega_{2 n_{2}}^{2}\right) \leq 0.2 \pi \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\omega_{1 n_{1}}= \begin{cases}0.01 \pi n_{2} & \text { for } 0 \leq n_{1} \leq 20 \\ 0.01 \pi n_{1} & \text { for } 21 \leq n_{1} \leq 24\end{cases}
$$

and

$$
\omega_{2 n_{2}}=\omega_{1\left(24-n_{2}\right)} \quad \text { for } 0 \leq n_{2} \leq 24
$$

2. Construct the 2-D analog transfer function and perform double bilinear transformation to obtain the discrete transfer function. The analog transfer function at hand is assumed to be an all-pole transfer function of the form

$$
\mathbf{H}\left(s_{1}, s_{2}, \mathbf{x}\right)=\frac{1}{\mathbf{D}\left(s_{1}, s_{2}, y_{k l}\right)}
$$

Therefore, the corresponding discrete transfer function can be written as

$$
\begin{equation*}
H\left(z_{1}, z_{2}, \mathbf{x}\right)=\frac{A\left(z_{1}+1\right)^{5}\left(z_{2}+1\right)^{5}}{\sum_{i=0}^{5} \sum_{j=0}^{5} b_{i j} z_{1}^{i} z_{2}^{j}} \tag{23.130}
\end{equation*}
$$

TABLE 23.5 Coefficients of Transfer Function in Equation 23.130
[ $\left.A=0.28627, b_{i j}: 0 \leq i \leq 5,0 \leq j \leq 5\right]$

| 0.0652 | -0.6450 | 3.3632 | -4.8317 | 0.3218 | -0.1645 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| -0.7930 | 7.8851 | -25.871 | 23.838 | 3.4048 | 3.4667 |
| 4.2941 | -28.734 | 61.551 | -29.302 | -13.249 | -25.519 |
| -6.3054 | 28.707 | -33.487 | -7.2275 | -22.705 | 83.011 |
| 0.7907 | 1.4820 | -7.4214 | -33.313 | 136.76 | -128.43 |
| -0.4134 | 6.0739 | -36.029 | 101.47 | 140.20 | 78.428 |



FIGURE 23.23 Amplitude response of circularly symmetric low-pass filter of Example 23.8.

$$
\begin{aligned}
& \text { where } \\
& \qquad \sum_{i=0}^{5} \sum_{j=0}^{5} b_{i j} z_{1}^{i} z_{2}^{j}=\left.\left(z_{1}+1\right)^{5}\left(z_{2}+1\right)^{5} \Delta\left(s_{1}, s_{2}, y_{k k}\right)\right|_{s_{i}=\left(z_{i}-1 / z_{i}+1\right), i=1,2} \\
& \text { contains }(N-1)(N-2) / 2=36 \text { parameters. } \\
& \text { 3. Optimization: A conventional quasi-Newton algorithm has been applied to minimize the object- } \\
& \text { ive function in Equation } 23.129 \text { with } p=2 \text {. The resulting coefficients are listed in Table } 23.5 \text {. The } \\
& \text { amplitude response of the resulting filter is depicted in Figure } 23.23 \text {. }
\end{aligned}
$$
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## 1-D Multirate Filter Banks

### 24.1 Introduction: Why Use Filter Banks?

An important class of digital filter system is the multirate filter bank. In this chapter we shall only be considering the one-dimensional (1-D) type of filter bank, as might be applied to typical signals that evolve with time, such as audio waveforms and communications signals.

The reason that filter banks are important is that we can often achieve useful functionality by separating signals into various different frequency bands and applying different processing to each
band. Typical examples of this are the widely used MP3 digital audio compression systems. In order to achieve a low coded data file size for digital music tracks, the MP3 coding standard specifies that the audio signal should be split into many frequency bands and that separate adaptive quantization should be applied to each band. The quantization is designed to take maximum advantage of the noise masking properties of the human auditory system, such that frequency bands containing substantial audio energy are quantized quite coarsely (because the quantizing noise gets masked by the signal here), whereas bands with low levels of audio are quantized more finely (since the masking is only effective at frequencies close to those containing most of the audio energy).

Filter banks can operate with filtered outputs being sampled at the same rate as the input signal. However, with many filters operating in parallel, this can lead to an unacceptably large amount of output data being generated. It is therefore sensible to subsample the outputs of the filters in a filter bank so that the total output data rate from all the filters is similar to that of the input. Such filters are called multirate filters, and the complete system is a multirate filter bank. When signals are subsampled, aliasing can occur and cause degradation of signal quality, but, with careful design, aliasing effects can be eliminated in multirate filter banks as long as the total output data rate is no less than the input rate. Multirate filters can be implemented with much less computational cost than the equivalent full rate filters, and, in the case of compression systems, they generate much less data to be coded by the adaptive quantizers.

An alternative way to view the advantages of filter banks is that, with careful design, they can encourage signal sparsity, i.e., most of the energy of an input signal can be concentrated in a small proportion of the output samples from the filter bank. Sparsity has been shown to be a key element in successfully performing many signal processing tasks, such as compression, denoising, signal separation, and other enhancement techniques. Sparsity can be achieved if, at any given time, the input signal can be well approximated by a weighted sum of the impulse responses from just a few of the filters in the filter bank. This occurs when the filters are matched to typical components of the signal.

Digital filter banks have been actively studied since the 1960s. However their use achieved a considerable boost with the development of wavelet theory in the 1980s. The theory of wavelet transforms was developed principally by French and Belgian mathematicians, notably A. Grossman, J. Morlet, Y. Meyer, I. Daubechies, and S. Mallat, and efficient implementation of the wavelet transform is usually achieved with multirate filter banks. The two topics are now firmly linked and are of great importance for signal analysis and compression.

The discrete wavelet transform (DWT) may be used to analyze a wide variety of signals, particularly those that combine long low-frequency events with much shorter high-frequency events (e.g., transients). It has perhaps achieved its greatest success with images. Although these are two-dimensional (2-D) signals, the 1-D filters considered in this chapter are still highly relevant since $2-\mathrm{D}$ wavelet transforms are usually achieved using separable 1-D processing along the rows and then down the columns of the image (or vice versa).

In this chapter we shall be introducing some of the basic ideas behind 1-D filter banks, and then will concentrate much of our coverage on the 2-band multirate filter bank, which is the workhorse of the DWT. In the final sections we shall extend the discussion to $M$-band $(M>2)$ filter banks and also to Hilbert pairs of filter banks, which lead to the dual-tree complex wavelet transform.

Most of the following discussions in this chapter will assume that the filters are finite-impulse-response (FIR) filters and that all samples of the input signal are available in the memory of the signal processing hardware. Hence causality of the filters is not an issue and filter taps corresponding to negative delays (positive powers of $z$ in the $z$-transform) pose no implementation problems. In this situation, the most natural way to design filters is for zero overall delay (the zero-phase condition).

If these assumptions are not valid (e.g., in the case of a continuously evolving audio signal), then appropriate delays can usually be inserted so that the filters are still implementable. Only in the case of recursive infinite-impulse-response (IIR) filters is the causality issue a real potential problem; and so more care is required on this issue in Section 24.7. Elsewhere we shall ignore problems of causality.

### 24.2 2-Band Filter Bank

A simple analysis filter bank with just two bands is shown in Figure 24.1a. It comprises two filters $H_{0}$ and $H_{1}$ which split the input signal $X$ into its lower and higher frequency components, respectively. If $X$ is sampled at a rate of $f_{s} \mathrm{~Hz}$, then its frequency spectrum can occupy the range 0 to $\frac{1}{2} f_{S}$, while still satisfying Nyquist's rule; and so $H_{0}$ will normally be designed to pass frequencies from 0 to $\frac{1}{4} f_{S}$, and $H_{1}$ from $\frac{1}{4} f_{S}$ to $\frac{1}{2} f_{s}$. Hence, $H_{0}$ will be a low-pass filter and $H_{1}$ will be high-pass.

Let us initially consider the simplest practical form of 2-band filter bank in which $H_{0}$ and $H_{1}$ are both 2-tap FIR filters with coefficient vectors $\mathbf{h}_{0}=\left[\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right]$ and $\mathbf{h}_{1}=\left[\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right]$ (corresponding to the wellknown Haar wavelet basis). Hence the filter outputs may be expressed as

$$
\begin{align*}
& y_{0}(n)=\frac{1}{\sqrt{2}} x(n-1)+\frac{1}{\sqrt{2}} x(n) \\
& y_{1}(n)=\frac{1}{\sqrt{2}} x(n-1)-\frac{1}{\sqrt{2}} x(n) \tag{24.1}
\end{align*}
$$

As $z$-transforms, Equation 24.1 becomes

$$
\begin{array}{lll}
Y_{0}(z)=H_{0}(z) X(z) & \text { where } & H_{0}(z)=\frac{1}{\sqrt{2}}\left(z^{-1}+1\right) \\
Y_{1}(z)=H_{1}(z) X(z) & \text { where } & H_{1}(z)=\frac{1}{\sqrt{2}}\left(z^{-1}-1\right) \tag{24.2}
\end{array}
$$

(By substituting $z=e^{j \omega}$, the reader may check that these filters are indeed low-pass and high-pass, respectively. We shall later extend the filters to be more complicated.)

In practice, $y_{0}(n)$ and $y_{1}(n)$ are only calculated at alternate (say even) values of $n$ so that the total number of samples in vectors $\mathbf{y}_{0}$ and $\mathbf{y}_{1}$ is the same as in the input vector $\mathbf{x}$. This is shown by the 2:1 downsamplers on the right in Figure 24.1a.

It is straightforward to invert Equation 24.1 to obtain the two samples of $x$ back from the filter output samples, as follows:

$$
\begin{align*}
x(n-1) & =\frac{1}{\sqrt{2}} y_{0}(n)+\frac{1}{\sqrt{2}} y_{1}(n) \\
x(n) & =\frac{1}{\sqrt{2}} y_{0}(n)-\frac{1}{\sqrt{2}} y_{1}(n) \tag{24.3}
\end{align*}
$$



FIGURE 24.1 Two-band filter banks for analysis (a) and reconstruction (b).

Assuming that the missing samples of $\mathbf{y}_{0}$ and $\mathbf{y}_{1}$ are zero at odd values of $n$, we may combine the equations in Equation 24.3 into a single expression for $x(n)$, valid for all $n$ :

$$
\begin{equation*}
x(n)=\frac{1}{\sqrt{2}}\left[y_{0}(n+1)+y_{0}(n)\right]+\frac{1}{\sqrt{2}}\left[y_{1}(n+1)-y_{1}(n)\right] \tag{24.4}
\end{equation*}
$$

or as $z$-transforms

$$
\begin{equation*}
X(z)=G_{0}(z) Y_{0}(z)+G_{1}(z) Y_{1}(z) \tag{24.5}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{0}(z)=\frac{1}{\sqrt{2}}(z+1) \quad \text { and } \quad G_{1}(z)=\frac{1}{\sqrt{2}}(z-1) \tag{24.6}
\end{equation*}
$$

Note that the factors of $\frac{1}{\sqrt{2}}$ in the coefficients of the $H$ and $G$ filters are chosen to ensure that the $l_{2}$-norm (energy) of each vector of filter coefficients is unity, so that total energy is preserved from the $X$-domain to the $Y$-domain and vice versa.

In Equation 24.5 the signals $Y_{0}(z)$ and $Y_{1}(z)$ are not really the same as $Y_{0}(z)$ and $Y_{1}(z)$ in Equation 24.2 because those in Equation 24.2 have not had alternate samples set to zero. Also, in Equation 24.5 $\mathrm{X}(z)$ is the reconstructed output whereas in Equation 24.2 it is the input signal.

To avoid confusion we shall use $\hat{X}, \hat{Y}_{0}$, and $\hat{Y}_{1}$ for the signals in Equation 24.5, so it becomes

$$
\begin{equation*}
\hat{X}(z)=G_{0}(z) \hat{Y}_{0}(z)+G_{1}(z) \hat{Y}_{1}(z) \tag{24.7}
\end{equation*}
$$

We may show this reconstruction operation as upsampling followed by two filters, as in Figure 24.1b, forming a 2-band reconstruction filter bank.

If $\hat{Y}_{0}$ and $\hat{Y}_{1}$ are not the same as $Y_{0}$ and $Y_{1}$, it is important to know how they do relate to each other.
Now

$$
\begin{equation*}
\hat{y}_{0}(n)=y_{0}(n) \text { for } n \text { even, } \quad \hat{y}_{0}(n)=0 \text { for } n \text { odd } \tag{24.8}
\end{equation*}
$$

Therefore its $z$-transform, $\hat{Y}_{0}(z)$, is a polynomial in $z$, comprising only the terms in even powers of $z$ from $Y_{0}(z)$. This may be written as

$$
\begin{equation*}
\hat{Y}_{0}(z)=\sum_{\text {even } n} y_{0}(n) z^{-n}=\sum_{\text {all } n} \frac{1}{2}\left[y_{0}(n) z^{-n}+y_{0}(n)(-z)^{-n}\right]=\frac{1}{2}\left[Y_{0}(z)+Y_{0}(-z)\right] \tag{24.9}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\hat{Y}_{1}(z)=\frac{1}{2}\left[Y_{1}(z)+Y_{1}(-z)\right] \tag{24.10}
\end{equation*}
$$

This is our general model for downsampling by two, followed by upsampling by two as defined in Equation 24.8.

Substituting Equations 24.9 and 24.10 into Equation 24.7 and then using Equation 24.2, we get

$$
\begin{align*}
\hat{X}(z)= & \frac{1}{2} G_{0}(z)\left[Y_{0}(z)+Y_{0}(-z)\right]+\frac{1}{2} G_{1}(z)\left[Y_{1}(z)+Y_{1}(-z)\right] \\
= & \frac{1}{2} G_{0}(z) H_{0}(z) X(z)+\frac{1}{2} G_{0}(z) H_{0}(-z) X(-z) \\
& +\frac{1}{2} G_{1}(z) H_{1}(z) X(z)+\frac{1}{2} G_{1}(z) H_{1}(-z) X(-z) \\
= & \frac{1}{2} X(z)\left[G_{0}(z) H_{0}(z)+G_{1}(z) H_{1}(z)\right] \\
& +\frac{1}{2} X(-z)\left[G_{0}(z) H_{0}(-z)+G_{1}(z) H_{1}(-z)\right] \tag{24.11}
\end{align*}
$$

This result will be used in Section 24.6.

### 24.3 Multirate Filtering

In order to be able to calculate the characteristics of more complicated configurations, for example, comprising cascaded filter banks such as used for wavelet transforms, it is necessary to derive some key results for multirate filter systems.

### 24.3.1 Multirate Filtering Theorem

To calculate the impulse and frequency responses for a multistage filter network with downsampling/ upsampling between stages, we derive an important theorem for multirate filters.

## THEOREM 24.1

The downsample-filter-upsample operation of Figure 24.2a is equivalent to either the filter-downsampleupsample operation of Figure 24.2b or the downsample-upsample-filter operation of Figure 24.2c, if the filter is changed from $H(z)$ to $H\left(z^{2}\right)$.

PROOF: Expressing the convolution and down + upsampling of Figure 24.2a in full:

$$
\begin{align*}
\hat{y}(n) & =\sum_{i} x(n-2 i) h(i) & & \text { for } n \text { even } \\
& =0 & & \text { for } n \text { odd } \tag{24.12}
\end{align*}
$$


(c)

FIGURE 24.2 Multirate filtering (a). This figure shows the result of shifting a filter ahead of a downsampling operation (b) or after an upsampling operation (c).

Taking $z$-transforms

$$
\begin{equation*}
\hat{Y}(z)=\sum_{n} \hat{y}(n) z^{-n}=\sum_{\text {even } n} \sum_{i} x(n-2 i) h(i) z^{-n} \tag{24.13}
\end{equation*}
$$

Reversing the order of summation and letting $m=n-2 i$ :

$$
\begin{align*}
\hat{Y}(z) & =\sum_{i} h(i) \sum_{\text {even } m} x(m) z^{-m} z^{-2 i} \\
& =\sum_{i} h(i) z^{-2 i} \sum_{\text {even } m} x(m) z^{-m} \\
& =H\left(z^{2}\right) \frac{1}{2}[X(z)+X(-z)]  \tag{24.14}\\
& =\frac{1}{2}\left[H\left(z^{2}\right) X(z)+H\left((-z)^{2}\right) X(-z)\right] \quad \text { since }(-z)^{2}=z^{2} \\
& =\frac{1}{2}[Y(z)+Y(-z)] \quad \text { where } Y(z)=H\left(z^{2}\right) X(z) \tag{24.15}
\end{align*}
$$

Equation 24.15 describes the operations of Figure 24.2 b. Hence the first result is proved. The result from Equation 24.14 gives

$$
\begin{equation*}
\hat{Y}(z)=H\left(z^{2}\right) \frac{1}{2}[X(z)+X(-z)]=H\left(z^{2}\right) \hat{X}(z) \tag{24.16}
\end{equation*}
$$

This shows that the filter $H\left(z^{2}\right)$ may be placed after the down + upsampler as in Figure 24.2c, which proves the second result.

### 24.3.2 General Results for $M: 1$ Subsampling

The results above may be extended to the case of $M: 1$ down and upsampling as follows:

- $H(z)$ becomes $H\left(z^{M}\right)$ if shifted ahead of an $M: 1$ downsampler or following an $M: 1$ upsampler. (These two results are known as the Noble identities.)
- $M: 1$ down + upsampling of a signal $X(z)$ produces

$$
\begin{equation*}
\hat{X}(z)=\frac{1}{M} \sum_{m=0}^{M-1} X\left(z e^{j 2 \pi m / M}\right) \tag{24.17}
\end{equation*}
$$

These results will now be used to analyze binary filter trees.

### 24.4 Binary Filter Trees

For applications such as signal compression, the purpose of the 2-band filter bank is to compress most of the signal energy into the samples representing the low-frequency half of the signal band. Hence $50 \%$ of the filter-bank output samples (the low-pass half) may well contain $90 \%$ or more of the signal energy (if it is a signal with dominant low-frequency components such as an image or audio signal).

We may achieve greater compression if the low band is further split into two. This may be repeated a number of times to give the binary filter tree. An example with four levels of decomposition is shown in Figure 24.3.


FIGURE 24.3 Extension of the 2-band filter bank into a binary filter tree. $H_{0}$ and $H_{1}$ are low-pass and high-pass filters.
For an $N$-sample input vector $\mathbf{x}$, sampled at a frequency $f_{\mathrm{s}}$, the sizes and bandwidths of the signals of the 4 -level filter tree are

| Signal | No. of Samples | Approximate Pass Band |
| :--- | :---: | :---: |
| $\mathbf{x}$ | $N$ | $0 \rightarrow \frac{1}{2} f_{s}$ |
| $\mathbf{y}_{1}$ | $N / 2$ | $\frac{1}{4} \rightarrow \frac{1}{2} f_{s}$ |
| $\mathbf{y}_{01}$ | $N / 4$ | $\frac{1}{8} \rightarrow \frac{1}{4} f_{\mathrm{s}}$ |
| $\mathbf{y}_{001}$ | $N / 8$ | $\frac{1}{16} \rightarrow \frac{1}{8} f_{\mathrm{s}}$ |
| $\mathbf{y}_{0001}$ | $N / 16$ | $\frac{1}{32} \rightarrow \frac{1}{16} f_{\mathrm{s}}$ |
| $\mathbf{y}_{0000}$ | $N / 16$ | $0 \rightarrow \frac{1}{32} f_{\mathrm{s}}$ |

Because of the downsampling by 2 at each level, the total number of output samples equals $N$, regardless of the number of levels in the tree; so the process is nonredundant.

The $H_{0}$ filter is normally designed to be a low-pass filter with a passband from 0 to approximately $\frac{1}{4}$ of the input sampling frequency for that stage; and $H_{1}$ is a high-pass (bandpass) filter with a pass band approximately from $\frac{1}{4}$ to $\frac{1}{2}$ of the input sampling frequency.

When formed into a 4-level tree, the filter outputs have the approximate pass bands given in the above table. The final output $\mathbf{y}_{0000}$ is a low-pass signal, while the other outputs are all bandpass signals, each covering a band of approximately one octave.
An inverse tree, mirroring Figure 24.3, may be constructed using filters $G_{0}$ and $G_{1}$ instead of $H_{0}$ and $H_{1}$, as shown for just one level in Figure 24.1b. If the PR conditions of Equations 24.40 and 24.41 are satisfied, then the output of each level will be identical to the input of the equivalent level in Figure 24.3, and the final output will be a PR of the input signal.

### 24.4.1 Transformation of the Filter Tree

Using the result of Equation 24.15, Figure 24.3 can be redrawn as in Figure 24.4 with all downsamplers moved to the outputs. (Note Figure 24.4 requires much more computation than Figure 24.3,


FIGURE 24.4 Binary filter tree, transformed so that all downsampling operations occur at the outputs.
but is a useful analysis aid.) We can now calculate the transfer function to each output (before the downsamplers) as

$$
\begin{align*}
H_{01}(z) & =H_{0}(z) H_{1}\left(z^{2}\right) \\
H_{001}(z) & =H_{0}(z) H_{0}\left(z^{2}\right) H_{1}\left(z^{4}\right) \\
H_{0001}(z) & =H_{0}(z) H_{0}\left(z^{2}\right) H_{0}\left(z^{4}\right) H_{1}\left(z^{8}\right)  \tag{24.18}\\
H_{0000}(z) & =H_{0}(z) H_{0}\left(z^{2}\right) H_{0}\left(z^{4}\right) H_{0}\left(z^{8}\right)
\end{align*}
$$

In general the transfer functions to the two outputs at level $k$ of the tree are given by

$$
\begin{equation*}
H_{k, 1}=\left(\prod_{i=0}^{k-2} H_{0}\left(z^{2^{i}}\right)\right) H_{1}\left(z^{2^{k-1}}\right) \quad \text { and } \quad H_{k, 0}=\prod_{i=0}^{k-1} H_{0}\left(z^{2^{i}}\right) \tag{24.19}
\end{equation*}
$$

For the Haar filters of Equation 24.2, the transfer functions to the outputs of the 4 -level tree become

$$
\begin{align*}
H_{01}(z)= & \frac{1}{2}\left[\left(z^{-3}+z^{-2}\right)-\left(z^{-1}+1\right)\right] \\
H_{001}(z)= & \frac{1}{2 \sqrt{2}}\left[\left(z^{-7}+z^{-6}+z^{-5}+z^{-4}\right)-\left(z^{-3}+z^{-2}+z^{-1}+1\right)\right] \\
H_{0001}(z)= & \frac{1}{4}\left[\left(z^{-15}+z^{-14}+z^{-13}+z^{-12}+z^{-11}+z^{-10}+z^{-9}+z^{-8}\right)\right.  \tag{24.20}\\
& \left.-\left(z^{-7}+z^{-6}+z^{-5}+z^{-4}+z^{-3}+z^{-2}+z^{-1}+1\right)\right] \\
H_{0000}(z)= & \frac{1}{4}\left(z^{-15}+z^{-14}+z^{-13}+z^{-12}+z^{-11}+z^{-10}+z^{-9}+z^{-8}\right. \\
& \left.+z^{-7}+z^{-6}+z^{-5}+z^{-4}+z^{-3}+z^{-2}+z^{-1}+1\right)
\end{align*}
$$

These transfer functions are illustrated in Figure 24.5, simply by interpreting the coefficients of the $z$-transform polynomials as samples of the corresponding impulse responses; and by substituting $z=e^{j 2 \pi f / f_{s}}$ into the transfer functions and evaluating their magnitudes as a function of frequency, $f$, to obtain the frequency responses.

### 24.5 Wavelets and Scaling Functions

The process of creating the outputs $\mathbf{y}_{1}$ to $\mathbf{y}_{0000}$ from $\mathbf{x}$ in Figure 24.3 is known as the DWT; and the reconstruction process is the inverse DWT [1-3]. The term wavelet refers to the impulse response of the cascade of filters which leads to a given bandpass output.

Since the frequency responses of the bandpass bands are scaled down by $2: 1$ at each level (see Figure 24.5), their impulse responses become longer by the same factor at each level, but their shapes remain very similar. The basic impulse response wave shape is almost independent of scale and is known as the mother wavelet. The impulse response to a low-pass output $H_{k, 0}$ is called the scaling function at level $k$.

Figure 24.5 shows these effects using the impulse responses and frequency responses for the five outputs of the 4-level tree of Haar filters, based on the $z$-transforms given in Equation 24.20. Notice the abrupt transitions in the midddle and at the ends of the Haar wavelets. These result in noticeable blocking artifacts in decompressed images and other signal types. For this reason we are interested in developing a more general theory of wavelets, with improved impulse and frequency responses.

There are several forms of the wavelet transform but the focus here will be on the form that is related to the 2-band filter bank. This form, which is the most popular in applications, is known as the DWT. Unless otherwise stated, it is assumed that the coefficients of all low-pass filters are scaled such that they


FIGURE 24.5 Impulse responses and frequency responses of the 4-level tree of Haar filters.
sum to the value $\sqrt{2}$, i.e., the DC frequency response is $H_{0}\left(e^{j 0}\right)=H_{0}(1)=\sum_{n} h_{0}(n)=\sqrt{2}$. (This scaling has the effect of making the DWT tend to be an energy preserving transformation.)

Central to the principle of the DWT are the two-scale equations that link the discrete time filters of the filter bank to continuous time functions known as the scaling function and the mother wavelet. These equations exist both for the analysis side of the filter bank and for the synthesis side:

1. Analysis side equations:

$$
\begin{align*}
& \tilde{\phi}(t)=\sqrt{2} \sum_{k} h_{0}(k) \tilde{\phi}(2 t-k)  \tag{24.21}\\
& \tilde{\psi}(t)=\sqrt{2} \sum_{k} h_{1}(k) \tilde{\phi}(2 t-k) \tag{24.22}
\end{align*}
$$

where $\tilde{\phi}(t)$ and $\tilde{\psi}(t)$ are the analysis scaling function and mother wavelet, respectively. The coefficients of filters $H_{0}(z)$ and $H_{1}(z)$ are $h_{0}(k)$ and $h_{1}(k)$ :
i.e.,

$$
\begin{equation*}
H_{0}(z)=\sum_{k} h_{0}(k) z^{-k} \quad \text { and } \quad H_{1}(z)=\sum_{k} h_{1}(k) z^{-k} \tag{24.23}
\end{equation*}
$$

2. Synthesis side equations:

$$
\begin{equation*}
\phi(t)=\sqrt{2} \sum_{k} g_{0}(k) \phi(2 t-k) \tag{24.24}
\end{equation*}
$$

$$
\begin{equation*}
\psi(t)=\sqrt{2} \sum_{k} g_{1}(k) \phi(2 t-k) \tag{24.25}
\end{equation*}
$$

where $\phi(t)$ and $\psi(t)$ are the synthesis scaling function and mother wavelet, respectively. The coefficients of filters $G_{0}(z)$ and $G_{1}(z)$ are $g_{0}(k)$ and $g_{1}(k)$ :
i.e.,

$$
\begin{equation*}
G_{0}(z)=\sum_{k} g_{0}(k) z^{-k} \quad \text { and } \quad G_{1}(z)=\sum_{k} g_{1}(k) z^{-k} \tag{24.26}
\end{equation*}
$$

Note that the scaling functions $(\tilde{\phi}(t)$ or $\phi(t))$ are effectively the result of a cascade of low-pass filters ( $H_{0}$ or $G_{0}$ ) across very many progressively finer scales. The mother wavelets $(\tilde{\psi}(t)$ or $\psi(t))$ are the result of cascading $H_{1}$ or $G_{1}$ at the coarsest scale, with very many low-pass filters at finer scales.

In the Fourier domain on the analysis side, this gives the infinite product formulae, achieved by transforming Equations 24.21 and 24.22 as follows:

$$
\begin{align*}
\tilde{\Phi}(\omega) & =\sqrt{2} \sum_{k} h_{0}(k) \int_{-\infty}^{\infty} \tilde{\phi}(2 t-k) e^{-j \omega t} \mathrm{~d} t \\
& =\sqrt{2} \sum_{k} h_{0}(k) \int_{-\infty}^{\infty} \tilde{\phi}(\tau) e^{-j \omega \tau / 2} e^{-j \omega k / 2} \frac{\mathrm{~d} \tau}{2} \quad \text { if } \tau=2 t-k \\
& =\frac{1}{\sqrt{2}} H_{0}\left(e^{j \omega / 2}\right) \tilde{\Phi}(\omega / 2) \\
& =\frac{1}{\sqrt{2}} H_{0}\left(e^{j \omega / 2}\right) \frac{1}{\sqrt{2}} H_{0}\left(e^{j \omega / 4}\right) \tilde{\Phi}(\omega / 4) \\
& \vdots  \tag{24.27}\\
& =\prod_{k=1}^{\infty}\left\{\frac{1}{\sqrt{2}} H_{0}\left(e^{j \omega / 2^{k}}\right)\right\} \tilde{\Phi}(0)
\end{align*}
$$

Similarly

$$
\begin{align*}
\tilde{\Psi}(\omega) & =\frac{1}{\sqrt{2}} H_{1}\left(e^{j \omega / 2}\right) \tilde{\Phi}(\omega / 2) \\
& =\frac{1}{\sqrt{2}} H_{1}\left(e^{j \omega / 2}\right) \prod_{k=2}^{\infty}\left\{\frac{1}{\sqrt{2}} H_{0}\left(e^{j \omega / 2^{k}}\right)\right\} \tilde{\Phi}(0) \tag{24.28}
\end{align*}
$$

where $\tilde{\Phi}(\omega)$ and $\tilde{\Psi}(\omega)$ are the Fourier transforms of $\tilde{\phi}(t)$ and $\tilde{\psi}(t)$, respectively.
The above equations explicitly define the analysis scaling function and mother wavelet in terms of the analysis filters. Similar infinite product formulae exist linking the synthesis scaling function and wavelet to the synthesis filters.

Equations 24.27 and 24.28 are reminiscient of the equivalent transfer functions defined in Equation 24.19 for the binary filter tree. The relationships can be made more precise as follows. The transfer functions (repeated here for convenience) for the $k$ level tree are

$$
\begin{equation*}
H_{k, 0}(z) \equiv \prod_{i=0}^{k-1} H_{0}\left(z^{z^{i}}\right)=\sum_{n} h_{k, 0}(n) z^{-n} \tag{24.29}
\end{equation*}
$$

$$
\begin{equation*}
H_{k, 1}(z) \equiv H_{1}\left(z^{z^{k-1}}\right) \prod_{i=0}^{k-2} H_{0}\left(z^{2^{i}}\right)=\sum_{n} h_{k, 1}(n) z^{-n} \tag{24.30}
\end{equation*}
$$

where $h_{k, 0}(n)$ and $h_{k, 1}(n)$ are the coefficients of $H_{k, 0}(z)$ and $H_{k, 1}(z)$.
From the coefficients of the equivalent filters, we construct the following piecewise constant functions:

$$
\begin{align*}
& \tilde{\phi}^{(k)}(t) \equiv 2^{k / 2} h_{k, 0}(n), \quad \frac{n}{2^{k}} \leq t<\frac{n+1}{2^{k}}  \tag{24.31}\\
& \tilde{\psi}^{(k)}(t) \equiv 2^{k / 2} h_{k, 1}(n), \quad \frac{n}{2^{k}} \leq t<\frac{n+1}{2^{k}} \tag{24.32}
\end{align*}
$$

Each coefficient defines a rectangular pulse of width $2^{-k}$, and both $\tilde{\phi}^{(k)}(t)$ and $\tilde{\psi}^{(k)}(t)$ are made up of sequences of such pulses. The width of the pulse is halved with each increase in tree level (scale) $k$ but the $2^{k / 2}$ amplitude normalization ensures that the total energy of each function remains constant. When the number of levels $k$ tends to infinity, the scaling function and mother wavelet are obtained:

$$
\begin{equation*}
\tilde{\phi}(t)=\lim _{k \rightarrow \infty} \tilde{\phi}^{(k)}(t) \quad \text { and } \quad \tilde{\psi}(t)=\lim _{k \rightarrow \infty} \tilde{\psi}^{(k)}(t) \tag{24.33}
\end{equation*}
$$

i.e., the shape of the scaling function and wavelet are the shape of the impulse response of equivalent filters of the binary tree as $k \rightarrow \infty$. In practice, the shape of the scaling function and wavelet is obtained quite accurately after $k \simeq 6$ levels. Similar relationships exist on the synthesis side.

The discussion above involving infinite products assumes convergence but this is not always guaranteed. The filters must be properly designed to ensure convergence. One condition that is necessary for convergence is

$$
\begin{equation*}
H_{0}\left(e^{j \pi}\right)=H_{0}(-1)=0 \quad \text { and } \quad G_{0}\left(e^{j \pi}\right)=G_{0}(-1)=0 \tag{24.34}
\end{equation*}
$$

i.e., the low-pass filter responses must vanish at the aliasing (half-sampling) frequency. This means that $\left(1+z^{-1}\right)$ must be a factor of both $H_{0}(z)$ and $G_{0}(z)$.

A simple degree-1 factor, i.e., $\left(1+z^{-1}\right)$, may not necessarily guarantee convergence; and even if convergence is achieved, the resultant scaling and wavelet functions may not be smooth. In general, higher order factors are usually imposed on the low-pass filters, such that

$$
\begin{align*}
& H_{0}(z)=2^{-L_{H}}\left(1+z^{-1}\right)^{L_{H}} R_{H}(z)  \tag{24.35}\\
& G_{0}(z)=2^{-L_{G}}\left(1+z^{-1}\right)^{L_{G}} R_{G}(z) \tag{24.36}
\end{align*}
$$

where $R_{H}(z)$ and $R_{G}(z)$ are the remainder factors of $H_{0}(z)$ and $G_{0}(z)$, respectively.
The orders $L_{H}$ and $L_{G}$ determine the numbers of vanishing moments (VM) of the corresponding wavelet function, such that

$$
\begin{align*}
& \int_{-\infty}^{+\infty} t^{n} \tilde{\psi}(t) \mathrm{d} t=0 \quad \text { for } n=0, \ldots, L_{H}-1  \tag{24.37}\\
& \int_{-\infty}^{+\infty} t^{n} \psi(t) \mathrm{d} t=0 \quad \text { for } n=0, \ldots, L_{G}-1 \tag{24.38}
\end{align*}
$$

In general the higher the number of VM, the smoother will be the scaling and wavelet functions.

### 24.6 Good FIR Filters and Wavelets

### 24.6.1 Perfect Reconstruction Condition

One of the most important requirements for most filter banks is to be able to reconstruct perfectly the input signal $X(z)$ at the reconstruction filter bank output $\hat{X}(z)$ (see Figure 24.1).

We now wish to find the constraints on arbitrary filters, $\left\{H_{0}, H_{1}, G_{0}, G_{1}\right\}$, such that perfect reconstruction (PR) occurs.

Repeating the result from Equation 24.11, the input-output relationship for the pair of filter banks in Figure 24.1 is

$$
\begin{align*}
\hat{X}(z)= & \frac{1}{2} X(z)\left[G_{0}(z) H_{0}(z)+G_{1}(z) H_{1}(z)\right] \\
& +\frac{1}{2} X(-z)\left[G_{0}(z) H_{0}(-z)+G_{1}(z) H_{1}(-z)\right] \tag{24.39}
\end{align*}
$$

If we require $\hat{X}(z) \equiv X(z)$-the PR condition-then

$$
\begin{equation*}
G_{0}(z) H_{0}(z)+G_{1}(z) H_{1}(z) \equiv 2 \tag{24.40}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{0}(z) H_{0}(-z)+G_{1}(z) H_{1}(-z) \equiv 0 \tag{24.41}
\end{equation*}
$$

Equation 24.41 is known as the antialiasing condition because the term in $X(-z)$ in Equation 24.39 is the unwanted aliasing term caused by the $2: 1$ downsampling of $\mathbf{y}_{0}$ and $\mathbf{y}_{1}$.
It is straightforward to show that the expressions for $\left\{H_{0}, H_{1}, G_{0}, G_{1}\right\}$, given in Equations 24.2 and 24.6 for the filters based on the Haar wavelet basis, satisfy Equations 24.40 and 24.41. They are the simplest set of filters which do.

### 24.6.2 Good Filters/Wavelets

Our main aim now is to search for better filters which result in wavelets and scaling functions that are smoother than the Haar functions (i.e., which avoid the discontinuities evident in the waveforms of Figure 24.5).
We start our search with the two PR identities, Equations 24.40 and 24.41.
The usual way of satisfying the antialiasing condition Equation 24.41, while permitting $H_{0}$ and $G_{0}$ to have low-pass responses (passband where $\operatorname{Re}[z]>0$ ) and $H_{1}$ and $G_{1}$ to have high-pass responses (passband where $\operatorname{Re}[z]<0$ ), is with the following relations in which $k$ must be an odd integer:

$$
\begin{equation*}
H_{1}(z)=z^{-k} G_{0}(-z) \quad \text { and } \quad G_{1}(z)=z^{k} H_{0}(-z) \tag{24.42}
\end{equation*}
$$

Hence:

$$
\begin{align*}
G_{0}(z) H_{0}(-z)+G_{1}(z) H_{1}(-z) & =G_{0}(z) H_{0}(-z)+z^{k} H_{0}(-z)(-z)^{-k} G_{0}(z) \\
& =G_{0}(z) H_{0}(-z)+(-1)^{-k} H_{0}(-z) G_{0}(z) \\
& \equiv 0 \quad \text { if } k \text { is odd } \tag{24.43}
\end{align*}
$$

and so Equation 24.41 is satisfied, as required.

Now we define the low-pass product filter:

$$
\begin{equation*}
P(z)=H_{0}(z) G_{0}(z) \tag{24.44}
\end{equation*}
$$

and substitute relations in Equation 24.42 into Equation 24.40 to get

$$
\begin{align*}
G_{0}(z) H_{0}(z)+G_{1}(z) H_{1}(z) & =G_{0}(z) H_{0}(z)+H_{0}(-z) G_{0}(-z) \\
& =P(z)+P(-z) \equiv 2 \tag{24.45}
\end{align*}
$$

Hence satisfying Equation 24.40 requires that all $P(z)$ terms in even powers of $z$ be zero, except the $z^{0}$ term which must be 1 . However the $P(z)$ terms in odd powers of $z$ may take any desired values since they cancel out in Equation 24.45. If $P$ is low-pass, this type of filter is often known as a halfband filter since $P\left(e^{j \omega}\right)+P\left(e^{j(\omega+\pi)}\right)=$ a constant, and so the bandwidth of $P$ must be half of the input bandwidth.

A further commonly applied constraint on $P(z)$ is that it should be zero phase, ${ }^{*}$ in order to minimize the magnitude of any distortions due to samples from the high-pass filters being suppressed (perhaps as a result of quantization or denoising). Hence $P(z)$ should be of the form:

$$
\begin{equation*}
P(z)=\cdots+p_{5} z^{5}+p_{3} z^{3}+p_{1} z+1+p_{1} z^{-1}+p_{3} z^{-3}+p_{5} z^{-5}+\cdots \tag{24.46}
\end{equation*}
$$

The design of a set of PR filters $H_{0}, H_{1}$ and $G_{0}, G_{1}$ can now be summarized as

1. Choose a set of coefficients $p_{1}, p_{3}, p_{5} \cdots$ to give a zero-phase low-pass product filter $P(z)$ with desirable characteristics. (This is nontrivial and is discussed below.)
2. Factorize $P(z)$ into $H_{0}(z)$ and $G_{0}(z)$, preferably so that the two filters have similar low-pass frequency responses.
3. Calculate $H_{1}(z)$ and $G_{1}(z)$ from Equation 24.42.

It can help to simplify the tasks of choosing $P(z)$ and factorizing it if, based on the zero-phase requirement, we transform $P(z)$ into $P_{t}(Z)$ such that

$$
\begin{equation*}
P(z)=P_{t}(Z)=1+p_{t, 1} Z+p_{t, 3} Z^{3}+p_{t, 5} Z^{5}+\cdots \quad \text { where } \quad Z=\frac{1}{2}\left(z+z^{-1}\right) \tag{24.47}
\end{equation*}
$$

To calculate the frequency response of $P(z)=P_{t}(Z)$, let $z=e^{j \omega T_{s}}$.
Therefore

$$
\begin{equation*}
\therefore Z=\frac{1}{2}\left(e^{j \omega T_{s}}+e^{-j \omega T_{s}}\right)=\cos \left(\omega T_{s}\right) \tag{24.48}
\end{equation*}
$$

This is a purely real function of $\omega$, varying from 1 at $\omega=0$ to -1 at $\omega T_{s}=\pi$ (half the sampling frequency). Hence we may substitute $\cos \left(\omega T_{s}\right)$ for $Z$ in $P_{t}(Z)$ to obtain its frequency response directly.

### 24.6.3 Some Simple Filters/Wavelets (Haar and LeGall)

As discussed in Section 24.5, in order to achieve smooth wavelets after many levels of the binary tree, the low-pass filters $H_{0}(z)$ and $G_{0}(z)$ must both have a number of zeros at half the sampling frequency (at $z=-1$ ). These will also be zeros of $P(z)$, and so $P_{t}(Z)$ will have zeros at $Z=-1$ (each of which will correspond to a pair of zeros at $z=-1$ ).

[^58]The simplest case is a single zero at $Z=-1$, so that $P_{t}(Z)=1+Z$.

$$
\therefore P(z)=\frac{1}{2}\left(z+2+z^{-1}\right)=\frac{1}{2}(z+1)\left(1+z^{-1}\right)=G_{0}(z) H_{0}(z)
$$

which gives the familiar Haar filters.
As we have seen in Figure 24.5, the Haar wavelets have significant discontinuities so we need to add more zeros at $Z=-1$. However to maintain PR, we must also ensure that all terms in even powers of $Z$ in $P_{t}(Z)$ are zero, so the next more complicated $P_{t}$ must be third-order and of the form

$$
\begin{align*}
P_{t}(Z) & =(1+Z)^{2}(1+a Z)=1+(2+a) Z+(1+2 a) Z^{2}+a Z^{3} \\
& =1+\frac{3}{2} Z-\frac{1}{2} Z^{3} \quad \text { if } a=-\frac{1}{2} \text { to suppress the term in } Z^{2} \tag{24.49}
\end{align*}
$$

Allocating the factors of $P_{t}$ such that $(1+Z)$ gives $H_{0}$ and $(1+Z)(1+a Z)$ gives $G_{0}$ :

$$
\begin{align*}
H_{0}(z) & =\frac{1}{2}\left(z+2+z^{-1}\right) \\
G_{0}(z) & =\frac{1}{8}\left(z+2+z^{-1}\right)\left(-z+4-z^{-1}\right) \\
& =\frac{1}{8}\left(-z^{2}+2 z+6+2 z^{-1}-z^{-2}\right) \tag{24.50}
\end{align*}
$$

Using Equation 24.42 with $k=1$, the corresponding high-pass filters then become

$$
\begin{align*}
& G_{1}(z)=z H_{0}(-z)=\frac{1}{2} z\left(-z+2-z^{-1}\right) \\
& H_{1}(z)=z^{-1} G_{0}(-z)=\frac{1}{8} z^{-1}\left(-z^{2}-2 z+6-2 z^{-1}-z^{-2}\right) \tag{24.51}
\end{align*}
$$

This is often known as the LeGall 3,5-tap filter set, since it was first published in the context of 2-band filter banks by Didier LeGall in 1988.

The wavelets of the LeGall 3,5-tap filters, $H_{0}$ and $H_{1}$ above, and their frequency responses are shown in Figure 24.6. The scaling function (bottom left) converges to a pure triangular pulse and the wavelets are the superposition of two triangular pulses of opposing polarity.

The triangular scaling function produces linear interpolation between consecutive lowband coefficients and also causes the wavelets to be linear interpolations of the coefficients of the $H_{1}$ filter, $-1,-2,+6,-2,-1$ (scaled appropriately).

These wavelets have quite desirable properties for signal compression (note the absence of waveform discontinuities and the much lower sidelobes of the frequency responses), and they are one of the simplest useful wavelet types. Unfortunately there is one drawback-the inverse wavelets are not very good. These are formed from the LeGall 5,3-tap filter pair, $G_{0}$ and $G_{1}$ above, whose wavelets and frequency responses are shown in Figure 24.7

The main problem here is that the wavelets do not converge after many levels to a smooth function and hence the frequency responses have large unwanted sidelobes. For example, the jaggedness of the scaling function and wavelets causes highly visible coding artifacts if these filters are used for reconstruction of a compressed image.

However the allocation of the factors of $P_{t}(Z)$ to $H_{0}$ and $G_{0}$ is a free design choice, so we may swap the factors (and hence swap $G$ and $H$ ) from the choice made in Equation 24.50 in order that the


FIGURE 24.6 Impulse responses and frequency responses of the 4-level tree of LeGall 3,5-tap filters.


FIGURE 24.7 Impulse responses and frequency responses of the 4-level tree of LeGall 5,3-tap filters.
smoother 3,5 -tap filters become $G_{0}, G_{1}$ and are used for reconstruction. It turns out that this leads to a good low-complexity solution for image compression and that the jaggedness of the analysis filters is not critical.
Unbalance between analysis and reconstruction filters/wavelets is nevertheless often regarded as being undesirable, particularly as it prevents the filtering process from being represented as an orthonormal transformation of the input signal and hence from preserving energy through the filter bank. An unbalanced PR filter system is often termed a biorthogonal filter bank.
We now consider ways to reduce this unbalance.

### 24.6.4 Filters with Balanced $H$ and $G$ Frequency Responses (but Nonlinear Phase Responses)—Daubechies Wavelets

In the above analysis, we used the factorization of $P_{t}(Z)$ to give us $H_{0}$ and $G_{0}$. This always gives unbalanced factors if terms of $P_{t}$ in even powers of $Z$ are zero, since $P_{t}(Z)$ must then be of odd-order.
However, each of these factors in $Z$ may itself be factorized into a pair of factors in $z$, since

$$
\begin{align*}
(\alpha z+1)\left(1+\alpha z^{-1}\right) & =\alpha z+\left(1+\alpha^{2}\right)+\alpha z^{-1} \\
& =\left(1+\alpha^{2}\right)+2 \alpha Z \quad \text { if } Z=\frac{1}{2}\left(z+z^{-1}\right) \\
& =\left(1+\alpha^{2}\right)(1+\beta Z) \quad \text { where } \beta=\frac{2 \alpha}{1+\alpha^{2}} \tag{24.52}
\end{align*}
$$

For each factor of $P_{t}(Z)$, we may allocate one of its $z$ subfactors to $H_{0}(z)$ and the other to $G_{0}(z)$. Where roots of $P_{t}(Z)$ are complex, the subfactors must be allocated in conjugate pairs so that $H_{0}$ and $G_{0}$ remain purely real.
Since the subfactors occur in reciprocal pairs (roots at $z=\alpha$ and $\alpha^{-1}$ for any given $\beta$, as shown above), we find that

$$
\begin{equation*}
G_{0}(z)=H_{0}\left(z^{-1}\right) \tag{24.53}
\end{equation*}
$$

This means that the impulse response of $G_{0}$ is the time-reverse of that of $H_{0}$.
Therefore, using the substitution $z=e^{j \omega T_{s}}$, their frequency responses are related by

$$
\begin{equation*}
G_{0}\left(e^{j \omega T_{s}}\right)=H_{0}\left(e^{-j \omega T_{s}}\right) \tag{24.54}
\end{equation*}
$$

Hence, if $H_{0}$ and $G_{0}$ are real functions of $z$, the magnitudes of their frequency responses are the same, and their phases are opposite. It may be shown that this is sufficient to obtain orthogonal wavelet basis functions and scaling functions, but unfortunately the separate filters can no longer be zero (or linear) phase, apart from the unique case of the Haar wavelet. When the filters satisfy Equation 24.53, in addition to Equations 24.42 and 24.45, the filter bank is known as a conjugate quadrature filter bank (CQF).
The well-known Daubechies wavelets may be generated in this way, if we include the added constraint that the maximum number of zeros of $P_{t}(Z)$ are placed at $Z=-1$ (producing pairs of zeros of $P(z)$ at $z=-1)$, consistent with terms in even powers of $Z$ in $P_{t}(Z)$ being zero.
If $P_{t}(Z)$ is of order $2 K-1$, then it may have $K$ zeros at $Z=-1$ such that

$$
\begin{equation*}
P_{t}(Z)=(1+Z)^{K} R_{t}(Z) \tag{24.55}
\end{equation*}
$$

where $R_{t}(Z)$ is of order $K-1$ and its $K-1$ roots may be chosen such that terms of $P_{t}(Z)$ in the $K-1$ even powers of $Z$ are zero.

Equation 24.49 is the $K=2$ solution to Equation 24.55.
In this case, $R_{t}(Z)=1-\frac{1}{2} Z$, so $\beta=-\frac{1}{2}$ and, from Equation 24.52, the factors of $R(z)$ are

$$
R(z)=\frac{(\alpha z+1)\left(1+\alpha z^{-1}\right)}{1+\alpha^{2}} \quad \text { where } \alpha=-2 \pm \sqrt{3}
$$

since $\alpha$ must be a solution of $1+\alpha^{2}=2 \alpha / \beta$.
Also

$$
(1+Z)^{2}=\frac{1}{2}(z+1)^{2} \frac{1}{2}\left(1+z^{-1}\right)^{2}
$$

Hence

$$
\begin{align*}
H_{0}(z) & =\frac{1}{2 \sqrt{1+\alpha^{2}}}\left(1+z^{-1}\right)^{2}\left(1+\alpha z^{-1}\right) \\
& =0.4830+0.8365 z^{-1}+0.2241 z^{-2}-0.1294 z^{-3} \tag{24.56}
\end{align*}
$$

and $G_{0}(z)$ is the time-reverse of this (replacing $z^{-1}$ by $z$ ). Therefore

$$
\begin{align*}
H_{1}(z) & =z^{-3} G_{0}(-z)=z^{-3} H_{0}\left(-z^{-1}\right) \\
& =0.1294+0.2241 z^{-1}-0.8365 z^{-2}+0.4830 z^{-3} \tag{24.57}
\end{align*}
$$

The wavelets and frequency responses for these 4 -tap filters are shown in Figure 24.8. It is clear that the wavelets and scaling function are no longer linear phase (symmetric about a central point) and


FIGURE 24.8 Impulse responses and frequency responses of the 4-level tree of Daubechies 4-tap filters.
are less smooth than those for the LeGall 3,5 -tap filters. The frequency responses also show worse sidelobes. The $G_{0}, G_{1}$ filters give the time-reverse of these wavelets and identical frequency (magnitude) responses.

Higher order Daubechies filters achieve smoother wavelets but they still suffer from nonlinear phase. This tends to result in more visible image coding artefacts than linear phase filters, which distribute any artefacts equally on either side of sharp edges in the image.
When there is more than one root of the residual polynomial $R_{t}(Z)$, the designer may choose how the factors, $(1+\alpha z)$ or $\left(1+\alpha z^{-1}\right)$, for each root are distributed to $H_{0}(z)$ and $G_{0}(z)$. While the distribution may be chosen to give maximum-phase or minimum-phase $H_{0}$ and $G_{0}$ filters, it is usual to attempt the distribution so as to approximate linear phase more closely. Depending on the choice of product filter order $2 K-1$, different levels of approximation to linear phase become possible.

A fairly good approximation to linear phase, often known as the Daubechies symlet, is obtained for the case when $K=4$. This gives four zeros of $P_{t}(Z)$ at $Z=-1$ (and hence four pairs of zeros of $P(z)$ at $z=-1$, which can be shared equally between $H_{0}(z)$ and $G_{0}(z)$ ). The remainder polynomial $R_{t}(Z)$ is then third order. When converted back to being a function of $z$, the product filter is given by

$$
\begin{align*}
P(z) & =H_{0}(z) G_{0}(z)=\frac{z^{-4}}{2048}(z+1)^{8} R(z)  \tag{24.58}\\
\text { where } R(z) & =5 z^{3}-40 z^{2}+131 z-208+131 z^{-1}-40 z^{-2}+5 z^{-3}
\end{align*}
$$

$R(z)$ has real zeros at 0.3289 and 3.0407, and complex zeros at $0.2841 \pm 0.2432 j$ and $2.0311 \pm 1.7390 j$. To get the closest approximation to linear phase, we group the smaller conjugate pair with the larger real zero, and combine these with four of the zeros at $z=-1$ to obtain $H_{0}(z)$, while the remaining zeros of $P(z)$ give $G_{0}(z)$ (or vice versa). $H_{0}$ and $G_{0}$ are then both seventh-order polynomials (8-tap filters). The impulse and frequency responses of the wavelets and scaling functions from these filters are shown in Figure 24.9, from which we see the somewhat improved symmetry of the waveforms about their highest point (hence the name symlet), as compared with the 4 -tap waveforms in Figure 24.8, as well as their greater smoothness and lower sidelobes in the frequency domain.
A useful way to obtain equations of the form of Equation 24.55, for arbitrary odd order $N \geq 2 K-1$ of the transformed product filter $P_{t}(z)$, is to use the Bernstein polynomial [4,5]:

$$
\begin{equation*}
B_{N}(x ; \alpha)=\sum_{i=0}^{(N-1) / 2}\left(1-\alpha_{i}\right)\binom{N}{i} x^{i}(1-x)^{N-i}+\sum_{i=(N+1) / 2}^{N} \alpha_{N-i}\binom{N}{i} x^{i}(1-x)^{N-i} \tag{24.59}
\end{equation*}
$$

where $\alpha=\left[\begin{array}{llll}\alpha_{0} & \alpha_{1} & \ldots & \alpha_{(N-1) / 2}\end{array}\right]^{\mathrm{T}}$.
This polynomial has the property that, for any choice of $x$ and $\alpha$

$$
\begin{equation*}
B_{N}(x ; \alpha)+B_{N}(1-x ; \alpha)=1 \tag{24.60}
\end{equation*}
$$

For PR, from Equations 24.45 and 24.47, it is required that

$$
\begin{equation*}
P_{t}(Z)+P_{t}(-Z)=2 \tag{24.61}
\end{equation*}
$$

Hence, if we let $P_{t}(Z)=2 B_{N}(x ; \alpha)$, where $x=(1-Z) / 2$ so that $x$ goes from 0 to 1 as $Z$ goes from +1 to -1 , then $P_{t}(-Z)=2 B_{N}(1-x ; \alpha)$ and, from Equation 24.60, $P_{t}(Z)$ will satisfy the above PR condition (Equation 24.61) for any choice of $\alpha$.
To obtain $K$ zeros of $P_{t}(Z)$ at $Z=-1$, we require $B_{N}(x ; \alpha)$ to have $K$ zeros at $x=1$, which may be easily obtained by setting $\alpha_{i}=0$ for $i=0 \ldots K-1$, as long as $N \geq 2 K-1$.


FIGURE 24.9 Impulse responses and frequency responses of the 4-level tree of Daubechies 8-tap symlet filters.

When $N=2 K-1$, we have the maximum number of zeros at $Z=-1$ for a given $N$, as assumed above for the cases $K=2$ and $K=4$. Then are then no further degrees of freedom available to the designer. We shall see below that, in some situations, at least one additional degree of freedom can be very helpful, and this is achieved when $N=2 K+1$ and the free parameter is $\alpha_{K}$. More degrees of freedom may be achieved by increasing $N$ in steps of two while keeping $K$ constant.

### 24.6.5 Filters with Linear Phase and Nearly Balanced Frequency Responses

We have seen how to create filters with balanced frequency responses and an approximation to linear phase. Now we consider filters with exact linear phase and approximately balanced frequency responses.

Linear phase filters allow an elegant technique, known as symmetric extension, to be used at the outer edges of finite datasets such as images, where wavelet filters would otherwise require the size of the transformed data to be increased to allow for convolution with the filters. Symmetric extension assumes that the data is reflected by mirrors at each endpoint or edge. For images in 2-D, an infinitely tesselated plane of reflected images is generated. Reflections avoid unwanted edge discontinuities. If the filters are linear phase, then the resulting DWT coefficients also form reflections at the endpoints and no increase in size of the transformed data is necessary to accommodate convolution effects.

To ensure that the filters $H_{0}, H_{1}$ and $G_{0}, G_{1}$ are linear phase, the factors in $Z$ must be allocated to $H_{0}$ or $G_{0}$ as a whole and not be split, as was done for the Daubechies filters. In this way, the symmetry between $z$ and $z^{-1}$ is preserved in all filters. Perfect balance of frequency responses between $H_{0}$ and $G_{0}$ is then not possible, if PR is preserved.

A popular linear-phase option, which works very well for image coding and is part of the JPEG 2000 standard, is a linear phase factorization of the same $P(z)$ product filter, used for the 8 -tap Daubechies symlet and given in Equation 24.58. This factorization still distributes the eight zeros at $z=-1$ equally


FIGURE 24.10 Impulse responses and frequency responses of the 4-level tree of Daubechies 7,9-tap filters.
between $H_{0}$ and $G_{0}$; but, to get linear phase and keep the filter coefficients purely real, it is necessary to allocate the two real zeros of $R(z)$ to one filter (say $\left.G_{0}\right)$ and the four complex zeros of $R(z)$ to the other filter $\left(H_{0}\right)$. Linear phase is obtained because the zeros are in reciprocal pairs, and real coefficients are obtained because the complex zeros are also in conjugate pairs. The resulting 7 -tap and 9 -tap filters are known as the Daubechies biorthogonal 7,9-tap wavelet filters (and also known as Antonini filters) [6]. These 7,9-tap and 9,7-tap wavelets and scaling functions are shown in Figures 24.10 and 24.11.

The 7-tap filter from this pair tends to be somewhat smoother than the 9-tap one, and so is normally chosen for the reconstruction low-pass filter $G_{0}$ (and hence also generates the analysis high-pass filter $H_{1}$, Equation 24.42). In compression applications, where many higher frequency wavelet coefficients are set to zero, this tends to result in a smoother reconstructed signal. It may be seen that the smoother waveforms, with lower sidelobes in the frequency domain, occur in Figure 24.10 while the less smooth option is in Figure 24.11.

We have found a factorization of $P_{t}(Z)$ which achieves a much closer balance of the responses, by reducing $K$ the number of zeros at $Z=-1$. This is

$$
\begin{equation*}
P_{t}(Z)=(1+Z)\left(1+a Z+b Z^{2}\right)(1+Z)(1+c Z) \tag{24.62}
\end{equation*}
$$

This is a fifth order polynomial, and if the terms in $Z^{2}$ and $Z^{4}$ are to be zero, there are two constraints on the three unknowns $[a, b, c]$ so that one of them (say $c$ ) may be regarded as a free parameter. These constraints require that

$$
\begin{equation*}
a=-\frac{(1+2 c)^{2}}{2(1+c)^{2}} \quad \text { and } \quad b=\frac{c(1+2 c)}{2(1+c)^{2}} \tag{24.63}
\end{equation*}
$$



FIGURE 24.11 Impulse responses and frequency responses of the 4-level tree of Daubechies 9,7-tap filters.
$c$ may then be adjusted to give maximum similarity between the left and right pairs of factors in Equation 24.62 as $Z$ varies from 1 to -1 (i.e., as $\omega T_{\mathrm{s}}$ varies from 0 to $\pi$ ).

It turns out that $c=-\frac{2}{7}$ gives good similarity and when substituted into Equations 24.62 and 24.63 gives

$$
\begin{align*}
P_{t}(Z) & =\frac{1}{50}(1+Z)\left(50-9 Z-6 Z^{2}\right) \frac{1}{7}(1+Z)(7-2 Z) \\
& =\frac{1}{50}\left(50+41 Z-15 Z^{2}-6 Z^{3}\right) \frac{1}{7}\left(7+5 Z-2 Z^{2}\right) \tag{24.64}
\end{align*}
$$

We get $G_{0}(z)$ and $H_{0}(z)$ by substituting $Z=\frac{1}{2}\left(z+z^{-1}\right)$ into these two polynomial factors. This results in 5,7-tap filters whose wavelets and frequency responses are shown in Figure 24.12.

The near balance of the analysis and reconstruction responses may be seen from Figure 24.13 which shows the alternative 7,5 -tap versions (i.e., with $H$ and $G$ swapped). It is quite difficult to spot the minor differences between these figures and it makes little difference which way round the filters are allocated.

These filters may also be obtained using the Bernstein polynomial method of equation (Equation 24.59), using $N=5, K=2$, and $\alpha_{K}$ as the free parameter. The value which corresponds to $c=-\frac{2}{7}$ is $\alpha_{2}=\frac{477}{1750}=0.2726$.

### 24.6.6 Smoother Wavelets

In all of the above designs we have used the substitution $Z=\frac{1}{2}\left(z+z^{-1}\right)$. However other substitutions may be used to create improved wavelets. To preserve PR, the substitution should contain only odd powers of $z$ (so that odd powers of $Z$ produce only odd powers of $z$ ); and to produce zero phase, the coefficients of the substitution should be symmetric about $z^{0}$.


FIGURE 24.12 Impulse responses and frequency responses of the 4-level tree of near-balanced 5,7-tap filters.


FIGURE 24.13 Impulse responses and frequency responses of the 4-level tree of near-balanced 7,5-tap filters.


FIGURE 24.14 Impulse responses and frequency responses of the 4-level tree of near-balanced 13,19-tap filters.

A substitution, which can give much greater flatness near $z= \pm 1$ while still satisfying $Z= \pm 1$ when $z= \pm 1$, is

$$
\begin{equation*}
Z=p z^{3}+\left(\frac{1}{2}-p\right)\left(z+z^{-1}\right)+p z^{-3} \tag{24.65}
\end{equation*}
$$

$Z$ then becomes the following function of frequency when $z=e^{j \omega T_{s}}$ :

$$
\begin{equation*}
Z=(1-2 p) \cos \left(\omega T_{\mathrm{s}}\right)+2 p \cos \left(3 \omega T_{\mathrm{s}}\right) \tag{24.66}
\end{equation*}
$$

Maximal flatness is achieved near $\omega T_{\mathrm{s}}=0$ and $\pi$, when $p=-\frac{1}{16}$. This is equivalent to more zeros at $z=-1$ for each $(Z+1)$ factor than when $Z=\frac{1}{2}\left(z+z^{-1}\right)$ is used. A high degree of flatness (with some ripple) and sharper transition bands is obtained if $p=-\frac{3}{32}$ instead.

The second order factor of $P_{t}(Z)$ in Equation 24.64 now produces terms from $z^{6}$ to $z^{-6}$ and the thirdorder factor produces terms from $z^{9}$ to $z^{-9}$. Hence the filters become 13- and 19-tap filters, although two taps of each are zero and the outer two taps of the 19-tap filter are very small $\left(\sim 10^{-4}\right)$.

Figure 24.14 shows the wavelets and frequency responses of the 13,19-tap filters, obtained by substituting Equation 24.65 into Equation 24.64 with $P=-3 / 32$. Note the smoother wavelets and scaling function and the much lower sidelobes in the frequency responses from these higher order filters.

Figure 24.15 demonstrates that the near-balanced properties of Equation 24.64 are preserved in the higher order filters.

There are many other types of wavelets with varying features and complexities, but we have found the examples given to be near optimum for applications such as image compression.

### 24.7 IIR Filter Banks

In general, for a given frequency response specification (e.g., transition bandwidth, stopband ripple magnitude), an IIR filter can achieve that specification with a lower computational complexity (e.g., number of


FIGURE 24.15 Impulse responses and frequency responses of the 4-level tree of near-balanced 19,13-tap filters.
multiplies per output sample) compared to an FIR filter. This is the potential advantage of IIR filter banks but the disadvantage is that their design and their implementation are usually more complicated. The main issue that needs to be considered when using IIR filters is stability. The well-known criterion for stability is that the poles of the IIR transfer function must lie inside the unit circle. This criterion, however, assumes that the IIR filter is implemented using a difference equation in the forward time direction, i.e., causal filtering. In some situations, in which the data is fully stored in memory and may therefore be processed backward as well as forward, anticausal filtering is feasible too. With anticausal filtering the poles need to be outside the unit circle for stability. There are therefore two types of IIR filter banks:

1. Causal stable IIR filter banks: used in situations where only causal filtering is allowed. Examples are real-time applications such as speech processing and echo-cancellation. All filters must then have poles inside the unit circle.
2. Noncausal IIR filter banks: used in situations which can allow off-line processing or when the signal is finite in duration (e.g., still images). Suppose an IIR filter $F(z)$ has poles both inside and outside the unit circle. The filter may be factored into a product of its minimum and maximumphase components:

$$
\begin{equation*}
F(z)=F_{\min }(z) F_{\max }(z) \tag{24.67}
\end{equation*}
$$

where the poles of $F_{\min }(z)$ are inside the unit circle, and those of $F_{\max }(z)$ are outside it. The filtering consists of two stages, in which causal filtering is first performed forward to implement $F_{\min }(z)$ and anticausal filtering is then performed backward to implement $F_{\max }(z)$.
Just as in FIR filter banks, the scaling functions and wavelets corresponding to IIR filter banks can be defined through the two-scale equation and infinite product formula. The main difference in the IIR case is that the corresponding continuous functions have support width that is infinite, i.e., the function
duration is infinite. For the causal stable case the function extends to positive infinity and for the noncausal case the function extends to infinity in both directions.

A versatile building block for IIR filters is the all-pass filter $a(z)$ which has the following two properties:

$$
\begin{equation*}
\frac{1}{a(z)}=a\left(z^{-1}\right) \quad \text { and } \quad\left|a\left(e^{j \omega}\right)\right|=1 \tag{24.68}
\end{equation*}
$$

The all-pass filter $a(z)$ can be considered a generalization of the unit delay $z^{-1}$ since $\left|e^{-j \omega}\right|=\left|a\left(e^{j \omega}\right)\right|=1$, i.e., both have the same magnitude response. The unit delay has a linear phase response but the all-pass filter can have a variety of phase responses. A wide family of IIR filters can be obtained by various interconnections of all-pass filters [7-9]. The simplest interconnection (described below) can give a large class of useful IIR filter banks.

### 24.7.1 All-Pass Filter Design Methods

Consider analysis filters obtained by the weighted sum and difference of two all-pass filters, $a_{0}$ and $a_{1}$ :

$$
\begin{align*}
& H_{0}(z)=\frac{1}{\sqrt{2}}\left[a_{0}(z)+a_{1}(z)\right] \\
& H_{1}(z)=\frac{1}{\sqrt{2}}\left[a_{0}(z)-a_{1}(z)\right] \tag{24.69}
\end{align*}
$$

This can be considered an extension of the FIR Haar filter pair in Equation 24.2 to IIR filters. The terms 1 and $z^{-1}$ (simple all-pass) have been replaced with $a_{0}$ and $a_{1}$, general all-pass filters. The Haar filters are quadrature mirror versions of each other. If the two all-pass filters are chosen to be of the form $a_{0}(z)=A_{0}\left(z^{2}\right), a_{1}(z)=z^{-1} A_{1}\left(z^{2}\right)$, then the analysis filters, given by

$$
\begin{align*}
& H_{0}(z)=\frac{1}{\sqrt{2}}\left[A_{0}\left(z^{2}\right)+z^{-1} A_{1}\left(z^{2}\right)\right] \\
& H_{1}(z)=\frac{1}{\sqrt{2}}\left[A_{0}\left(z^{2}\right)-z^{-1} A_{1}\left(z^{2}\right)\right] \tag{24.70}
\end{align*}
$$

will have the quadrature mirror characteristics:

$$
\begin{equation*}
\left|H_{1}\left(e^{j \omega}\right)\right|=\left|H_{0}\left(e^{j(\pi-\omega)}\right)\right| \text {, i.e., be mirrored about } \omega=\frac{\pi}{2} \tag{24.71}
\end{equation*}
$$

This means that if $H_{0}\left(e^{j \omega}\right)$ has a low-pass frequency response, $H_{1}\left(e^{j \omega}\right)$ will automatically have a high-pass response.

How should the all-pass filters be designed so that $H_{0}\left(e^{j \omega}\right)$ is a good low-pass filter with half of the full bandwidth?

By denoting the phase response of the all-pass filters as $\phi_{0}(\omega)=\angle A_{0}\left(e^{j \omega}\right)$ and $\phi_{1}(\omega)=\angle A_{1}\left(e^{j \omega}\right)$, the magnitude response of the low-pass filter can be written as

$$
\begin{align*}
\left|H_{0}\left(e^{j \omega}\right)\right| & =\frac{1}{\sqrt{2}}\left|e^{j \phi_{0}(2 \omega)}+e^{j\left(\phi_{1}(2 \omega)-\omega\right)}\right| \\
& =\frac{1}{\sqrt{2}}\left|e^{j \phi_{0}(2 \omega)}\right|\left|1+e^{j\left(\phi_{1}(2 \omega)-\phi_{0}(2 \omega)-\omega\right)}\right| \\
& =\frac{1}{\sqrt{2}}\left|1+e^{j(\theta(2 \omega)-\omega)}\right| \quad \text { where } \quad \theta(\omega) \equiv \phi_{1}(\omega)-\phi_{0}(\omega) \tag{24.72}
\end{align*}
$$

The term $e^{j(\theta(2 \omega)-\omega)}$ can be considered a frequency dependent phasor that is added to the constant phasor 1. If the two phasors add constructively (i.e., if $e^{j(\theta(2 \omega)-\omega)} \approx 1$ ), then $\left|H_{0}\left(e^{j \omega}\right)\right| \approx \sqrt{2}$; and if the two phasors add destructively (i.e., if $e^{j(\theta(2 \omega)-\omega)} \approx-1$ ), then $\left|H_{0}\left(e^{j \omega}\right)\right| \approx 0$. Therefore the ideal criterion for the phase is

$$
\theta(2 \omega)-\omega= \begin{cases}0, & 0<\omega<\pi / 2  \tag{24.73}\\ \pm \pi, & \pi / 2<\omega<\pi\end{cases}
$$

What about the synthesis filters?
For the Haar filters, the synthesis filters were obtained from the analysis filters by replacing $z^{-1}$ with $z$ as shown in Equation 24.6, i.e., a reciprocal term is used. The situation now with all-pass filters (instead of delays) is, however, more complicated and there are two cases to consider:

1. No reciprocals are used and the synthesis filters are chosen as

$$
\begin{align*}
& G_{0}(z)=\frac{1}{\sqrt{2}}\left[A_{0}\left(z^{2}\right)+z^{-1} A_{1}\left(z^{2}\right)\right] \\
& G_{1}(z)=-\frac{1}{\sqrt{2}}\left[A_{0}\left(z^{2}\right)-z^{-1} A_{1}\left(z^{2}\right)\right] \tag{24.74}
\end{align*}
$$

and are essentially the same as the analysis filters (apart from a sign change for $G_{1}$ ). Aliasing cancellation is achieved (because $G_{0}(z) H_{0}(-z)+G_{1}(z) H_{1}(-z)=0$ ), but not PR. The transfer function between the input and output of the entire filter bank, i.e., the reconstruction function, is given from Equation 24.11 by

$$
\begin{equation*}
T(z) \equiv \frac{\hat{X}(z)}{X(z)}=\frac{1}{2}\left[G_{0}(z) H_{0}(z)+G_{1}(z) H_{1}(z)\right]=z^{-1} A_{0}\left(z^{2}\right) A_{1}\left(z^{2}\right) \tag{24.75}
\end{equation*}
$$

which is an all-pass function. If phase-distortion can be tolerated, e.g., for speech, then this may be acceptable as it stands. Alternatively some postfiltering to equalize the phase of $T(z)$ may be needed.
If the poles of $A_{0}(z)$ and $A_{1}(z)$ are inside the unit circle then the whole filter bank is causal stable.
2. If the synthesis filters are instead chosen as

$$
\begin{align*}
& G_{0}(z)=\frac{1}{\sqrt{2}}\left[\frac{1}{A_{0}\left(z^{2}\right)}+z \frac{1}{A_{1}\left(z^{2}\right)}\right]=\frac{1}{\sqrt{2}}\left[A_{0}\left(z^{-2}\right)+z A_{1}\left(z^{-2}\right)\right] \\
& G_{1}(z)=\frac{1}{\sqrt{2}}\left[\frac{1}{A_{0}\left(z^{2}\right)}-z \frac{1}{A_{1}\left(z^{2}\right)}\right]=\frac{1}{\sqrt{2}}\left[A_{0}\left(z^{-2}\right)-z A_{1}\left(z^{-2}\right)\right] \tag{24.76}
\end{align*}
$$

then PR is achieved, i.e., $T(z)=1$. However, the filter bank then becomes noncausal as the inversion of the all-pass filters causes poles that were originally inside the unit circle now to be outside the unit circle.

### 24.7.2 Transformation-Based Design Methods

The frequency transformation technique, described in Section 24.6 for FIR filter banks, can also be used to construct IIR filter banks [10].

Recall that in the transformation technique, given the prototype linear phase low-pass filters, $H_{t}(Z)$ and $F_{t}(Z)$, the following transformation is applied:

$$
\begin{equation*}
Z=M(z) \tag{24.77}
\end{equation*}
$$

where $M(z)=p z^{3}+\left(\frac{1}{2}-p\right)\left(z+z^{-1}\right)+p z^{-3}$ (from Equation 24.65) and $p=0$ or $-\frac{3}{32}$ depending on the desired complexity/smoothness required. It is necessary that the transformation is of the form $M(z) \equiv z T\left(z^{2}\right)$ (i.e., it must have terms in only odd powers of $z$ ).

Hence the transformation function $M(z)$ for the FIR case is an FIR filter that is related to a halfband filter, ${ }^{*} H_{\mathrm{HB}}(z) \equiv \frac{1}{2}[1+M(z)]$. IIR filter banks can be obtained by using an IIR transformation function instead of an FIR function and this is equivalent to using an IIR halfband filter. The transformation function should ideally approximate +1 in the passband and -1 in the stopband, i.e.,

$$
M\left(e^{j \omega}\right)=e^{j \omega} T\left(e^{j 2 \omega}\right) \approx \begin{cases}+1, & 0<\omega<\pi / 2  \tag{24.78}\\ -1, & \pi / 2<\omega<\pi\end{cases}
$$

Therefore a straightforward choice is for $M(z)$ to be an all-pass filter approximating the following ideal phase condition:

$$
\phi_{\text {ideal }}(\omega)= \begin{cases}0, & 0<\omega<\pi / 2  \tag{24.79}\\ \pm \pi, & \pi / 2<\omega<\pi\end{cases}
$$

If the poles of $M(z)$ are inside the unit circle then the IIR filter bank is causal stable. Furthermore, PR is achieved.

A simple example for $M(z)$ is given by

$$
\begin{equation*}
M(z)=z \frac{k_{1}+z^{-2}}{1+k_{1} z^{-2}} \frac{k_{2}+z^{-2}}{1+k_{2} z^{-2}} \tag{24.80}
\end{equation*}
$$

with $k_{1}=-0.0991$ and $k_{2}=0.5426$ and the phase response is shown in Figure 24.16.
In Equation 24.49, we saw that a simple $H_{t}(Z)$ and $F_{t}(Z)$ are given by

$$
\begin{align*}
H_{t}(Z) & =(1+Z) \\
F_{t}(Z) & =\frac{1}{2}(1+Z)(2-Z) \tag{24.81}
\end{align*}
$$

Using an all-pass filter for $Z=M(z)$ in Equation 24.81 will however result in a 4 dB overshoot (bump) in the frequency response of the filter $F_{0}(z)=F_{t}(M(z))$. With a more general filter for $M(z)$ (non all-pass) the overshoot can be reduced but the design becomes more complicated.

Alternatively, a different set of prototype filters may lead to a lower overshoot. The following set of prototype filters from the product filter in Equation 24.64:

$$
\begin{align*}
H_{t}(Z) & =\frac{1}{7}(1+Z)(7-2 Z) \\
F_{t}(Z) & =\frac{1}{50}(1+Z)\left(50-9 Z-6 Z^{2}\right) \tag{24.82}
\end{align*}
$$

[^59]

FIGURE 24.16 Phase response of IIR all-pass transformation in Equation 24.80.


FIGURE 24.17 Magnitude responses of causal stable IIR filter bank given by Equation 24.82 with the transformation of Equation 24.80.
with an all-pass $M(z)$ will lead to IIR filters with overshoots of 0.68 dB and 1.90 dB , respectively. Using these prototypes with the transformation in Equation 24.80 gives low-pass filters with magnitude responses shown in Figure 24.17.

### 24.8 Polyphase Representations and the Lifting Scheme

The polyphase representation is an important tool in multirate systems, from both theoretical and application perspectives. Multirate systems are (periodically) linear time-varying systems due to the
presence of downsamplers and upsamplers. The polyphase decomposition allows a multirate system to be represented as a sum of linear time-invariant systems, thus simplifying its analysis and design [9,11,12]. The form of the representation depends on the downsampling/upsampling factor $M$, but the discussion here will focus on the simplest case of $M=2$ which is relevant for 2-band filter-banks. Unless otherwise stated, all filters are assumed to be FIR in this section.

### 24.8.1 Basic Polyphase Concepts

The basic idea of an $M=2$ polyphase representation is to separate the coefficients of a filter or a sequence into even-indexed and odd-indexed coefficients:

$$
\begin{equation*}
H(z)=\sum_{n} h(2 n) z^{-2 n}+\sum_{n} h(2 n+1) z^{-2 n-1} \tag{24.83}
\end{equation*}
$$

By defining the polyphase components as

$$
\begin{equation*}
E_{0}(z) \equiv \sum_{n} h(2 n) z^{-n} \quad \text { and } \quad E_{1}(z) \equiv \sum_{n} h(2 n+1) z^{-n} \tag{24.84}
\end{equation*}
$$

the filter function $H(z)$ can be written as

$$
\begin{equation*}
H(z)=E_{0}\left(z^{2}\right)+z^{-1} E_{1}\left(z^{2}\right) \tag{24.85}
\end{equation*}
$$

The separation of $H(z)$ into $E_{0}(z)$ and $E_{1}(z)$ is known as the polyphase decomposition of the filter. The decomposition in Equation 24.85 is known as a type 1 decomposition. An alternative is the type 2 decomposition defined as

$$
\begin{equation*}
H(z)=z^{-1} R_{0}\left(z^{2}\right)+R_{1}\left(z^{2}\right)=z^{-1}\left[R_{0}\left(z^{2}\right)+z R_{1}\left(z^{2}\right)\right] \tag{24.86}
\end{equation*}
$$

The polyphase components of both types are related as follows:

$$
R_{0}(z)=E_{1}(z) \quad R_{1}(z)=E_{0}(z)
$$

i.e., type 2 is a permutation of type 1 .

By applying the type 1 polyphase decomposition to the 2-band analysis filter bank of Figure 24.1a, the following is obtained:

$$
\left[\begin{array}{l}
H_{0}(z)  \tag{24.87}\\
H_{1}(z)
\end{array}\right]=\left[\begin{array}{ll}
E_{0,0}\left(z^{2}\right) & E_{0,1}\left(z^{2}\right) \\
E_{1,0}\left(z^{2}\right) & E_{1,1}\left(z^{2}\right)
\end{array}\right]\left[\begin{array}{c}
1 \\
z^{-1}
\end{array}\right]
$$

The matrix

$$
\mathbf{E}(z) \equiv\left[\begin{array}{ll}
E_{0,0}(z) & E_{0,1}(z) \\
E_{1,0}(z) & E_{1,1}(z)
\end{array}\right]
$$

is known as the analysis polyphase matrix of the filter bank. The first row contains the polyphase components of the low-pass analysis filter $H_{0}$, and the second row those of the high-pass filter $H_{1}$.

For the synthesis filters, the type 2 polyphase decomposition is applied:

$$
\left[G_{0}(z) G_{1}(z)\right]=\left[\begin{array}{ll}
z^{-1} & 1
\end{array}\right]\left[\begin{array}{ll}
R_{0,0}\left(z^{2}\right) & R_{1,0}\left(z^{2}\right)  \tag{24.88}\\
R_{0,1}\left(z^{2}\right) & R_{1,1}\left(z^{2}\right)
\end{array}\right]
$$

and the synthesis polyphase matrix is defined as

$$
\mathbf{R}(z) \equiv\left[\begin{array}{ll}
R_{0,0}(z) & R_{1,0}(z) \\
R_{0,1}(z) & R_{1,1}(z)
\end{array}\right]
$$

The first column contains the polyphase components of the low-pass synthesis filter $G_{0}$, and the second column those of the high-pass filter $G_{1}$.

Now suppose the input signal is decomposed as

$$
X(z)=X_{0}\left(z^{2}\right)+z X_{1}\left(z^{2}\right)
$$

which is similar to the type 2 polyphase decomposition except for absence of the delay $z^{-1}$ (compare with Equation 24.86). The output of the analysis filter bank can then be written compactly as

$$
\left[\begin{array}{c}
Y_{0}(z)  \tag{24.89}\\
Y_{1}(z)
\end{array}\right]=\left[\begin{array}{ll}
E_{0,0}(z) & E_{0,1}(z) \\
E_{1,0}(z) & E_{1,1}(z)
\end{array}\right]\left[\begin{array}{c}
X_{0}(z) \\
X_{1}(z)
\end{array}\right]=\mathbf{E}(z)\left[\begin{array}{c}
X_{0}(z) \\
X_{1}(z)
\end{array}\right]
$$

By using a type 2 polyphase decomposition of the output signal

$$
\hat{X}(z)=z^{-1} \hat{X}_{0}\left(z^{2}\right)+\hat{X}_{1}\left(z^{2}\right)
$$

the output of the synthesis filter bank can be written compactly as

$$
\left[\begin{array}{l}
\hat{X}_{0}(z)  \tag{24.90}\\
\hat{X}_{1}(z)
\end{array}\right]=\left[\begin{array}{ll}
R_{0,0}(z) & R_{1,0}(z) \\
R_{0,1}(z) & R_{1,1}(z)
\end{array}\right]\left[\begin{array}{c}
Y_{0}(z) \\
Y_{1}(z)
\end{array}\right]=\mathbf{R}(z)\left[\begin{array}{c}
Y_{0}(z) \\
Y_{1}(z)
\end{array}\right]
$$

Equations 24.89 and 24.90 are the equivalent time-invariant representation of the multirate filter bank. Figure 24.18 shows the equivalent representation of the filter bank in polyphase form. The combination of the delay chain and downsampler on the analysis side provides a polyphase decomposition of the input signal. The combination of the upsamplers, delay chain, and adder on the synthesis side provides a reconstruction of the output signal from the polyphase components. The polyphase filter bank is operating at the lower sampling rate of the system and is thus more efficient than the original filter bank.

Combining Equations 24.89 and 24.90 gives the polyphase form of the input/output relationship of the entire filter bank:


FIGURE 24.18 Polyphase form of filter bank.

$$
\left[\begin{array}{l}
\hat{X}_{0}(z) \\
\hat{X}_{1}(z)
\end{array}\right]=\mathbf{R}(z) \mathbf{E}(z)\left[\begin{array}{l}
X_{0}(z) \\
X_{1}(z)
\end{array}\right]
$$

The total system polyphase matrix is defined as

$$
\mathbf{P}(z) \equiv \mathbf{R}(z) \mathbf{E}(z)
$$

and if

$$
\begin{equation*}
\mathbf{P}(z)=\mathbf{R}(z) \mathbf{E}(z)=\mathbf{I} \tag{24.91}
\end{equation*}
$$

then

$$
\left[\begin{array}{l}
\hat{X}_{0}(z) \\
\hat{X}_{1}(z)
\end{array}\right]=\left[\begin{array}{l}
X_{0}(z) \\
X_{1}(z)
\end{array}\right]
$$

Therefore

$$
\hat{X}(z)=z^{-1} X_{0}\left(z^{2}\right)+X_{1}\left(z^{2}\right)=z^{-1}\left[X_{0}\left(z^{2}\right)+z X_{1}\left(z^{2}\right)\right]=z^{-1} X(z)
$$

and PR (with one sample delay) is achieved. This is a convenient alternative formulation for PR to that given in Equations 24.40 and 24.41.

Equation 24.91 provides a concise condition for PR and the result is useful in the theoretical study and formulation of design techniques for filter banks. Conceptually, if synthesis filter bank is chosen such that

$$
\begin{equation*}
\mathbf{R}(z)=\mathbf{E}^{-1}(z)=\frac{\operatorname{adj}(\mathbf{E}(z))}{\operatorname{det}(\mathbf{E}(z))} \tag{24.92}
\end{equation*}
$$

where $\operatorname{adj}(\cdot)$ and $\operatorname{det}(\cdot)$ denote the adjoint and determinant of the matrix, respectively, then $P R$ is assured. However, in general, this would lead to IIR synthesis filters which may be unstable (poles outside the unit circle) due to the presence of $\operatorname{det}(\mathbf{E}(z))$ in the denominator. Therefore to ensure that all filters are FIR in the filter bank, it is required that

$$
\begin{equation*}
\operatorname{det}(\mathbf{E}(z))=c z^{K} \tag{24.93}
\end{equation*}
$$

where $c$ is a nonzero constant and $K$ an integer.
An important property of determinants is that

$$
\text { if } \mathbf{A}=\mathbf{A}_{1} \mathbf{A}_{2} \text { then } \operatorname{det}(\mathbf{A})=\operatorname{det}\left(\mathbf{A}_{1}\right) \operatorname{det}\left(\mathbf{A}_{2}\right)
$$

Therefore, a straightforward way to build polyphase matrices satisfying Equation 24.93 is through a cascade (product) of simpler matrices that satisfy Equation 24.93, i.e.,

$$
\begin{equation*}
\mathbf{E}(z)=\mathbf{E}_{1}(z) \mathbf{E}_{2}(z) \cdots \mathbf{E}_{L}(z) \tag{24.94}
\end{equation*}
$$

where

$$
\operatorname{det}\left(\mathbf{E}_{i}(z)\right)=c_{i} z^{K_{i}} \quad i=1, \ldots, L
$$

The cascade of polyphase matrices is the essence of virtually all design techniques of filter banks that are polyphase based.

### 24.8.2 Orthogonal Lattice Structures

This type of structure is also known as the lossless or paraunitary structure [13,14]. The polyphase matrix is given by

$$
\begin{equation*}
\mathbf{E}(z)=\mathbf{R}_{L} \mathbf{D}(z) \mathbf{R}_{L-1} \cdots \mathbf{D}(z) \mathbf{R}_{0}=\mathbf{R}_{L} \prod_{i=0}^{L-1}\left[\mathbf{D}(z) \mathbf{R}_{i}\right] \tag{24.95}
\end{equation*}
$$

where

$$
\mathbf{D}(z) \equiv\left[\begin{array}{cc}
1 & 0 \\
0 & z^{-1}
\end{array}\right] \quad \text { and } \quad \mathbf{R}_{i} \equiv\left[\begin{array}{cc}
\cos \theta_{i} & \sin \theta_{i} \\
-\sin \theta_{i} & \cos \theta_{i}
\end{array}\right]
$$

and $\theta_{0} \ldots \theta_{L-1}$ are the $L$ free parameters that define the filters. In the design process, these parameters are optimized with respect to some criterion, e.g., minimizing the stopband energy of the low-pass filter, which is given by

$$
J=\int_{\omega_{\mathrm{s}}}^{\pi}\left|H_{0}\left(e^{j \omega}\right)\right|^{2} \mathrm{~d} \omega
$$

where $\omega_{\mathrm{s}}$ is the stopband edge. The matrices $\mathbf{R}_{i}$ are also known as rotation matrices and are orthogonal, i.e., $\mathbf{R}_{i} \mathbf{R}_{i}^{\mathrm{T}}=\mathbf{R}_{i}^{\mathrm{T}} \mathbf{R}_{i}=\mathbf{I}$ (where T denotes transpose).

Since $\mathbf{D}(z) \mathbf{D}^{\mathrm{T}}\left(z^{-1}\right)=\mathbf{D}^{\mathrm{T}}\left(z^{-1}\right) \mathbf{D}(z)=\mathbf{I}$, the polyphase matrix satisfies

$$
\mathbf{E}(z) \mathbf{E}^{\mathrm{T}}\left(z^{-1}\right)=\mathbf{E}^{\mathrm{T}}\left(z^{-1}\right) \mathbf{E}(z)=\mathbf{I}
$$

Therefore the synthesis polyphase matrix can be obtained as

$$
\mathbf{R}(z)=\mathbf{E}^{\mathrm{T}}\left(z^{-1}\right)=\mathbf{R}_{0}^{\mathrm{T}} \mathbf{D}\left(z^{-1}\right) \cdots \mathbf{R}_{L-1}^{\mathrm{T}} \cdots \mathbf{D}\left(z^{-1}\right) \mathbf{R}_{L}^{\mathrm{T}}
$$

The structure for such filter banks is shown in Figure 24.19

### 24.8.3 Linear Phase Structures

There are two types of structure that lead to linear phase filters [15,16]:

1. Type A: where all filters in the bank have even length. The low-pass analysis filter coefficients are symmetric, while the synthesis coefficients are antisymmetric.
The polyphase matrix is given by

$$
\mathbf{E}(z)=\left[\begin{array}{cc}
1 & 1  \tag{24.96}\\
1 & -1
\end{array}\right] \mathbf{D}(z) \mathbf{S}_{L-1} \cdots \mathbf{D}(z) \mathbf{S}_{0}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \prod_{i=0}^{L-1}\left[\mathbf{D}(z) \mathbf{S}_{i}\right]
$$



FIGURE 24.19 Orthogonal lattice structure.
where

$$
\mathbf{D}(z) \equiv\left[\begin{array}{cc}
1 & 0 \\
0 & z^{-1}
\end{array}\right] \quad \text { and } \quad \mathbf{S}_{i} \equiv\left[\begin{array}{cc}
1 & \alpha_{i} \\
\alpha_{i} & 1
\end{array}\right]
$$

and $\alpha_{i} \neq 0$ are the free parameters that define the filters. The structure here is similar to the orthogonal lattice structure except for a sign change in one of the element of $\mathbf{S}_{i}$.
2. Type B: where all filters in the bank have odd length. All filter coefficients are then symmetric. The polyphase matrix is given by

$$
\begin{equation*}
\mathbf{E}(z)=\prod_{i=1}^{L} \mathbf{B}_{i}(z) \tag{24.97}
\end{equation*}
$$

where

$$
\mathbf{B}_{i}(z)=\left[\begin{array}{cc}
1+z^{-1} & \alpha_{i} \\
1+\beta_{i} z^{-1}+z^{-2} & \alpha_{i}\left(1+z^{-1}\right)
\end{array}\right]
$$

and $\alpha_{i} \neq 0, \beta_{i} \neq 2$ are the free parameters that define the filters.
This structure can be used to implement all of the linear-phase odd-length wavelet filter banks discussed in Sections 24.6.3, 24.6.5, and 24.6.6, such as the ( 5,3 ), $(7,5)$, $(9,7)$, and $(19,13)$-tap filters and their inverses.

### 24.8.4 Lifting Scheme

The basic idea behind lifting [17-19] is simple:

Whatever change was performed to the signal by some process of addition can be undone by the equivalent process of subtraction.

This idea ties in nicely with the concept of PR where the synthesis filter bank is supposed to undo whatever processing was done by the analysis filter bank. There are two attractive features of lifting: (1) the construction of filter banks, because PR can be guaranteed at every step of the design stage and (2) the implementation of filter banks, because computational efficiency gains of up to $2: 1$ are possible when compared with separate filters for each band of the filter bank. The former aspect will be considered first.

### 24.8.4.1 Construction of Filter Banks

The basic building block in lifting is called the lifting step and is related to concept of elementary matrices which is fundamental in matrix analysis. Elementary matrices can be used to perform elementary operations on an arbitrary matrix by either the pre- or post-multiplication of the former with the latter. In the context of filter banks, the arbitrary matrix is the analysis or synthesis polyphase matrix (which is a matrix of Laurent series*). There are three types of elementary matrices (operations) but the type that is relevant in lifting is the one that performs the addition to the elements of a certain row (or column) of a multiple (factor) of the elements of another row (or column). For the analysis polyphase matrix there two types of lifting step:

1. Primal lifting: with elementary matrix given by

$$
\left[\begin{array}{cc}
1 & p(z) \\
0 & 1
\end{array}\right]
$$

where $p(z)$ is an arbitrary FIR factor. Premultipication by this matrix will change the first row of an arbitrary matrix.
2. Dual lifting: with elementary matrix given by

$$
\left[\begin{array}{cc}
1 & 0 \\
d(z) & 1
\end{array}\right]
$$

where $d(z)$ is an arbitrary FIR factor. Premultipication by this matrix will change the second row of an arbitrary matrix.

Note that both of these lifting matrices have determinants of unity.
Now suppose that there is an existing set of analysis filters with corresponding polyphase matrix $\mathbf{E}^{0}(z)$; i.e.,

$$
\left[\begin{array}{c}
H_{0}^{0}(z)  \tag{24.98}\\
H_{1}^{0}(z)
\end{array}\right]=\mathbf{E}^{0}\left(z^{2}\right)\left[\begin{array}{c}
1 \\
z^{-1}
\end{array}\right]=\left[\begin{array}{cc}
E_{0,0}^{0}\left(z^{2}\right) & E_{0,1}^{0}\left(z^{2}\right) \\
E_{1,0}^{0}\left(z^{2}\right) & E_{1,1}^{0}\left(z^{2}\right)
\end{array}\right]\left[\begin{array}{c}
1 \\
z^{-1}
\end{array}\right]
$$

1. If the primal lifting is applied to $\mathbf{E}^{0}(z)$

$$
\mathbf{E}^{\mathrm{p}}(z) \equiv\left[\begin{array}{cc}
1 & p(z)  \tag{24.99}\\
0 & 1
\end{array}\right] \mathbf{E}^{0}(z)
$$

then the new set of analysis filters becomes

$$
H_{0}^{p}(z)=H_{0}^{0}(z)+H_{1}^{0}(z) p\left(z^{2}\right) \quad \text { and } \quad H_{1}^{p}(z)=H_{1}^{0}(z)
$$

i.e., the low-pass filter is changed but the high-pass is unchanged.

[^60]2. If the dual lifting is applied to $\mathbf{E}^{0}(z)$
\[

\mathbf{E}^{\mathrm{d}}(z) \equiv\left[$$
\begin{array}{cc}
1 & 0  \tag{24.100}\\
d(z) & 1
\end{array}
$$\right] \mathbf{E}^{0}(z)
\]

then the new set of analysis filters becomes

$$
H_{0}^{\mathrm{d}}(z)=H_{0}^{0}(z) \quad \text { and } \quad H_{1}^{\mathrm{d}}(z)=H_{1}^{0}(z)+H_{0}^{0}(z) d\left(z^{2}\right)
$$

i.e., the high-pass filter is changed but the low-pass is unchanged.

Since the determinant of the lifting matrix is equal to one, the new polyphase matrix, $\mathbf{E}^{p}(z)$ or $\mathbf{E}^{\mathrm{d}}(z)$, will satisfy the PR condition (Equation 24.93) if the original matrix $\mathbf{E}^{0}(z)$ also satisfies the condition.

Starting with the trivial polyphase matrix $\mathbf{E}^{0}(z)=\mathbf{I}$ (identity), alternate primal and dual lifting can be used to construct a whole range of PR filter banks:

$$
\begin{align*}
\mathbf{E}(z) & =\left[\begin{array}{cc}
K_{0} & 0 \\
0 & K_{1}
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
d_{M}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & p_{M}(z) \\
0 & 1
\end{array}\right] \cdots\left[\begin{array}{cc}
1 & 0 \\
d_{1}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & p_{1}(z) \\
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
K_{0} & 0 \\
0 & K_{1}
\end{array}\right] \prod_{i=M}^{1}\left[\begin{array}{cc}
1 & 0 \\
d_{i}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & p_{i}(z) \\
0 & 1
\end{array}\right] \tag{24.101}
\end{align*}
$$

The factors $K_{0}$ and $K_{1}$ are for normalizing the gains of the low-pass and high-pass filters, respectively.
Now consider the synthesis filter banks. First note that the inverse of the lifting step matrix can be easily obtained by negating the sign of the arbitrary factors, $p(z)$ or $d(z)$, since

$$
\left[\begin{array}{cc}
1 & p(z) \\
0 & 1
\end{array}\right]^{-1}=\left[\begin{array}{cc}
1 & -p(z) \\
0 & 1
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc}
1 & 0 \\
d(z) & 1
\end{array}\right]^{-1}=\left[\begin{array}{cc}
1 & 0 \\
-d(z) & 1
\end{array}\right]
$$

Suppose the initial synthesis polyphase matrix of the analysis and synthesis banks, $\mathbf{E}^{0}(z)$ and $\mathbf{R}^{0}(z)$, satisfy the PR condition:

$$
\mathbf{E}^{0}(z) \mathbf{R}^{0}(z)=\mathbf{I}
$$

If the equation above is pre- and post-multiplied, respectively, by the primal and inverse primal lifting matrix, then

$$
\begin{align*}
\left(\left[\begin{array}{cc}
1 & p(z) \\
0 & 1
\end{array}\right] \mathbf{E}^{0}(z)\right)\left(\mathbf{R}^{0}(z)\left[\begin{array}{cc}
1 & -p(z) \\
0 & 1
\end{array}\right]\right) & =\left[\begin{array}{cc}
1 & p(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -p(z) \\
0 & 1
\end{array}\right]=\mathbf{I} \\
\Rightarrow \mathbf{E}^{p}(z) \mathbf{R}^{p}(z) & =\mathbf{I} \tag{24.102}
\end{align*}
$$

where $\mathbf{E}^{p}(z)$ is the new analysis polyphase matrix by primal lifting as in Equation 24.99 and $\mathbf{R}^{p}(z)$ is the new synthesis polyphase matrix by inverse primal lifting:


FIGURE 24.20 Primal lifting.



FIGURE 24.21 Dual lifting.

$$
\mathbf{R}^{p}(z) \equiv \mathbf{R}^{0}(z)\left[\begin{array}{cc}
1 & -p(z)  \tag{24.103}\\
0 & 1
\end{array}\right]
$$

With the combination of the primal/inverse-primal lifting, PR is preserved and this can also been easily seen in the structure in Figure 24.20: whatever was added in the analysis side has been exactly subtracted in the synthesis side.

Wherever the dual lifting is applied in the analysis side, as in Equation 24.100, then the inverse dual lifting should be applied in synthesis side:

$$
\mathbf{R}^{d}(z) \equiv \mathbf{R}^{0}(z)\left[\begin{array}{cc}
1 & 0  \tag{24.104}\\
-d(z) & 1
\end{array}\right]
$$

with the corresponding structure shown in Figure 24.21. Therefore, if the analysis polyphase matrix is as shown in Equation 24.101, the corresponding synthesis polyphase matrix is given by

$$
\begin{align*}
\mathbf{R}(z) & =\left[\begin{array}{cc}
1 & -p_{1}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-d_{1}(z) & 1
\end{array}\right] \ldots\left[\begin{array}{cc}
1 & -p_{M}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-d_{M}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
1 / K_{0} & 0 \\
0 & 1 / K_{1}
\end{array}\right] \\
& =\prod_{i=1}^{M}\left[\begin{array}{cc}
1 & -p_{i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-d_{i}(z) & 1
\end{array}\right] \cdot\left[\begin{array}{cc}
1 / K_{0} & 0 \\
0 & 1 / K_{1}
\end{array}\right] \tag{24.105}
\end{align*}
$$

### 24.8.4.2 Implementation of Filter Banks

The lifting scheme is also useful for the efficient implementation of filter banks. The analysis or synthesis polyphase matrix of a PR filter bank can be factorized into a product of lifting matrices. The factorization can be achieved through the use of the Euclidean algorithm for Laurent series which is described next.

Given two Laurent series:

$$
a(z)=\sum_{n=-L_{a}}^{M_{a}} a(n) z^{-n} \quad \text { and } \quad b(z)=\sum_{n=-L_{b}}^{M_{b}} b(n) z^{-n}
$$

with degrees $|a(z)|$ and $|b(z)|$ defined as

$$
|a(z)|=M_{a}+L_{a} \quad \text { and } \quad|b(z)|=M_{b}+L_{b}
$$

The degree of a Laurent series in $z$ is the length of the equivalent FIR filter minus one.
Without loss of generality, we assume $|a(z)| \geq|b(z)|$. Dividing $a(z)$ by $b(z)$ will yield a quotient $q(z)$ and remainder $r(z)$, such that

$$
\begin{equation*}
a(z)=b(z) q(z)+r(z) \quad \text { where }|q(z)|=|a(z)|-|b(z)| \text { and }|r(z)|<|b(z)| \tag{24.106}
\end{equation*}
$$

In Matlab, this operation may be performed using the function $[q, r]=\operatorname{deconv}(a, b)$.
Unlike the case of regular polynomials (with only positive powers of $z$ ), the quotient and remainder in Equation 24.106 are not unique and there is some freedom in choosing $q(z)$, depending on how $r(z)$ is aligned within the range of the indices of $a(z)$. This means that in the following algorithm, there are multiple valid factorizations of a given pair of filter polynomials. The Matlab function, deconv $(\cdot)$, chooses to align $r(z)$ with the right-hand end of $a(z)$, assuming row vectors are used for the polynomial coefficients.

The Euclidean algorithm iteratively performs the division process on two Laurent series, $a(z)$ and $b(z)$, as follows:

$$
\left[\begin{array}{ll}
a_{i+1}(z) & \left.b_{i+1}(z)\right]=\left[\begin{array}{ll}
a_{i}(z) & b_{i}(z)
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -q_{i}(z)
\end{array}\right] . \text {. } 10 \tag{24.107}
\end{array}\right.
$$

starting with $a_{0}(z)=a(z)$ and $b_{0}(z)=b(z)$. At each iteration, $i+1$, the higher degree series $a_{i}$ is divided by the lower degree series $b_{i}$ and the remainder is recorded as $b_{i+1}$ for the next iteration, while $b_{i}$ becomes $a_{i+1}$. The process continues until iteration $n$ when the remainder $b_{n}$ becomes zero. The whole process can be expressed as

$$
\left[\begin{array}{ll}
a_{n}(z) & 0
\end{array}\right]=\left[\begin{array}{ll}
a(z) & b(z)
\end{array} \prod_{i=1}^{n}\left[\begin{array}{cc}
0 & 1  \tag{24.108}\\
1 & -q_{i}(z)
\end{array}\right]\right.
$$

where $a_{n}(z)$ is the greatest common factor $(\mathrm{gcf})$ of $a(z)$ and $b(z)$, i.e, $a_{n}(z)=\operatorname{gcf}(a(z), b(z))$.
Inverting the terms in the product gives

$$
\begin{align*}
{\left[\begin{array}{ll}
a(z) & b(z)
\end{array}\right] } & =\left[\begin{array}{ll}
a_{n}(z) & 0
\end{array}\right] \prod_{i=n}^{1}\left[\begin{array}{cc}
q_{i}(z) & 1 \\
1 & 0
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{n}(z) & 0
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
q_{2 i}(z) & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
q_{2 i-1}(z) & 1 \\
1 & 0
\end{array}\right] \tag{24.109}
\end{align*}
$$

where $n$ is assumed to be even and the product is grouped into pairs of even and odd terms. If $n$ is odd, it is increased by 1 and we set $q_{n}(z)=0$.

Each term in the product can be expressed in two forms that involve a primal or a dual lifting matrix

$$
\left[\begin{array}{cc}
q_{i}(z) & 1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{cc}
1 & q_{i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{i}(z) & 1
\end{array}\right]
$$

Using the first form for even terms in Equation 24.109 and the second form for odd terms gives

$$
\left[\begin{array}{ll}
a(z) & b(z)
\end{array}\right]=\left[\begin{array}{ll}
a_{n}(z) & 0
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
1 & q_{2 i}(z)  \tag{24.110}\\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{2 i-1}(z) & 1
\end{array}\right]
$$

For the special case when $\operatorname{gcf}(a(z), b(z))$ is a constant (i.e., there is no common factor), the following factorization in terms of lifting steps exists:

$$
\left[\begin{array}{ll}
a(z) & b(z)
\end{array}\right]=\left[\begin{array}{ll}
K & 0
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
1 & q_{2 i}(z)  \tag{24.111}\\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{2 i-1}(z) & 1
\end{array}\right]
$$

Now suppose there is an analysis polyphase matrix, given by

$$
\mathbf{E}(z) \equiv\left[\begin{array}{ll}
E_{0,0}(z) & E_{0,1}(z) \\
E_{1,0}(z) & E_{1,1}(z)
\end{array}\right]
$$

and satisfying

$$
\begin{equation*}
\operatorname{det}(\mathbf{E}(z)) \equiv E_{0,0}(z) E_{1,1}(z)-E_{0,1}(z) E_{1,0}(z)=1 \tag{24.112}
\end{equation*}
$$

i.e., Equation 24.93 with $c=1$ and $K=0$ (no delay). ${ }^{*}$ Equation 24.112 implies that $\operatorname{gcf}\left(E_{0,0}(z), E_{0,1}(z)\right)$ is a constant or else the determinant cannot be constant.
Using the Euclidean algorithm described above with $a(z)=E_{0,0}(z)$ and $b(z)=E_{0,1}(z)$ gives

$$
\left[\begin{array}{ll}
E_{0,0}(z) & E_{0,1}(z)
\end{array}\right]=\left[\begin{array}{ll}
K & 0
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
1 & q_{2 i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{2 i-1}(z) & 1
\end{array}\right]
$$

Form the following matrix

$$
\mathbf{E}^{0}(z)=\left[\begin{array}{cc}
E_{0,0}(z) & E_{0,1}(z) \\
E_{1,0}^{0}(z) & E_{1,1}^{0}(z)
\end{array}\right]=\left[\begin{array}{cc}
K & 0 \\
0 & 1 / K
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
1 & q_{2 i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{2 i-1}(z) & 1
\end{array}\right]
$$

The matrix $\mathbf{E}^{0}(z)$ has unit determinant $\left(\operatorname{det}\left(\mathbf{E}^{0}(z)\right)=1\right)$, i.e. PR, and the corresponding low-pass filter is the same as that in matrix $\mathbf{E}(z)$ under consideration. As explained earlier, the dual lifting (Equation 24.100) can be used to change the high-pass filter while leaving the low-pass filter unchanged. Therefore

[^61]by applying an appropriate dual lifting step, $\mathbf{E}^{0}(z)$ can be changed to any valid $\mathbf{E}(z)$ which produces PR, using
\[

$$
\begin{align*}
\mathbf{E}(z) & =\left[\begin{array}{cc}
1 & 0 \\
d(z) & 1
\end{array}\right] \mathbf{E}^{0}(z) \\
& =\left[\begin{array}{cc}
1 & 0 \\
d(z) & 1
\end{array}\right]\left[\begin{array}{cc}
K & 0 \\
0 & 1 / K
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
1 & q_{2 i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{2 i-1}(z) & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
K & 0 \\
0 & 1 / K
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
K^{2} d(z) & 1
\end{array}\right] \prod_{i=n / 2}^{1}\left[\begin{array}{cc}
1 & q_{2 i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
q_{2 i-1}(z) & 1
\end{array}\right] \tag{24.113}
\end{align*}
$$
\]

Note that, if necessary, the scaling matrix can also be factorized into a sequence of lifting steps (but this is not usually helpful computationally):

$$
\left[\begin{array}{cc}
K & 0  \tag{24.114}\\
0 & 1 / K
\end{array}\right]=\left[\begin{array}{cc}
1 & K-K^{2} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-1 / K & 1
\end{array}\right]\left[\begin{array}{cc}
1 & K-1 \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right]
$$

Therefore it can be concluded that every perfect reconstructing polyphase matrix can be factorized into a sequence of lifting steps.

## Example 24.1

The analysis polyphase matrix corresponding to the Haar wavelet filters and its factorization is given by

$$
\mathbf{E}(z)=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
-\frac{1}{2} & \frac{1}{2}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-\frac{1}{2} & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]
$$

which consist of one primal lift, one dual lift, and one scaling.

## Example 24.2

The analysis polyphase matrix corresponding to the LeGall $3 / 5$ filters and its factorization is given by

$$
\mathbf{E}(z)=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{4}(1+z) \\
-\frac{1}{4}\left(1+z^{-1}\right) & \frac{3}{4}-\frac{1}{8}\left(z^{-1}+z\right)
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-\frac{1}{4}\left(1+z^{-1}\right) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & \frac{1}{2}(1+z) \\
0 & 1
\end{array}\right]
$$

which consist of one primal lift, one dual lift, and one scaling.

### 24.9 Nonlinear Filter Banks

In general it is difficult to achieve PR if the linear filters $H_{0}, H_{1}, G_{0}$, and $G_{1}$ are replaced with nonlinear filters. Furthermore, there is no generic framework which can be used to analyze the properties of filter banks with nonlinear filters. The lifting scheme described earlier, which works in the polyphase domain, however provides a convenient way to generalize linear filter banks to nonlinear ones. If the primal (dual) lifting filter $p(z)(d(z))$, which is linear, is replaced with a nonlinear filter, PR will still be


FIGURE 24.22 Nonlinear primal lifting.


FIGURE 24.23 Nonlinear dual lifting.
maintained as can be easily seen in signal flow graph in Figures 24.22 and 24.23 . Note that since the filter is nonlinear, the $z$-transform transfer function cannot (in general) be defined for the filter. The symbols $N P(\cdot)(N D(\cdot))$ are used instead to denote the primal (dual) nonlinear operator on the signal in the time domain.

A particularly important type of nonlinear filter is the combination of a linear filter and a quantizer [20], such as

$$
\begin{aligned}
& N P\left(x_{1}^{0}(n)\right)=\left\lfloor\sum_{k} p(k) x_{1}^{0}(n-k)+\frac{1}{2}\right\rfloor \\
& N D\left(x_{0}^{1}(n)\right)=\left\lfloor\sum_{k} d(k) x_{0}^{1}(n-k)+\frac{1}{2}\right\rfloor
\end{aligned}
$$

where $\lfloor x\rfloor$ denotes the largest integer that is no bigger than $x$, i.e., the floor operation, and $p(k)(d(k))$ are the coefficients of the linear primal (dual) filter. If the inputs $\left(x_{0}^{0}(n), x_{1}^{0}(n)\right)$ are integer valued, then the outputs with the primal lifting are given by

$$
\begin{aligned}
& x_{0}^{1}(n)=x_{0}^{0}(n)+\left\lfloor\sum_{k} p(k) x_{1}^{0}(n-k)+\frac{1}{2}\right\rfloor \\
& x_{1}^{1}(n)=x_{1}^{0}(n)
\end{aligned}
$$

will also be integer valued as the final addition operation involves integers. The same applies with the dual lifting and any combinations of primal and dual liftings. Any linear lifting-based filter bank can therefore be converted into a filter bank that maps integer inputs to integer outputs by using the floor operation to the outputs of the lifting filters and the transform is known as an integer wavelet transform (IWT). The IWT shares most properties of the parent (nonquantized) transform, as long as the floor operations do not contribute a significant level of distortion to the processed signals. This transform is particularly useful for implementing lossless compression schemes, since it retains its PR properties despite the rounding distortions of each primal or dual filter.

Some other nonlinear filters that can be useful in lifting stages are
Median filters (or more general order-statistic filters), which can provide robustness to noise and outliers in the data

Motion-compensated prediction filters, which can be used to improve the performance of video compression systems that employ wavelets along the time axis as well as in the two spatial directions.

### 24.10 M-Band Filter Banks

The 2-band filter bank can be generalized to an arbitrary number of channel as shown in Figure 24.24. The input signal is ideally split into $M$ nonoverlapping contiguous frequency subbands with equal bandwidth. Since there is a factor of $M$ reduction in the bandwidth, downsampling by a factor of $M$ can be applied to preserve the data rate. $M$-band filter banks are most conveniently analyzed by using the polyphase representation [ $3,9,12$ ].

The type 1 polyphase decomposition of the analysis filters is given by

$$
\begin{equation*}
H_{i}(z)=E_{i, 0}\left(z^{M}\right)+z^{-1} E_{i, 1}\left(z^{M}\right)+\cdots+z^{-(M-1)} E_{i, M-1}\left(z^{M}\right) \tag{24.115}
\end{equation*}
$$



FIGURE $24.24 \quad M$-band filter bank.
for $i=0, \ldots, M-1$; and the corresponding analysis polyphase matrix of size $M \times M$ is

$$
\mathbf{E}(z)=\left[\begin{array}{cccc}
E_{0,0}(z) & E_{0,1}(z) & \ldots & E_{0, M-1}(z)  \tag{24.116}\\
E_{1,0}(z) & E_{1,1}(z) & \ldots & E_{1, M-1}(z) \\
\vdots & \vdots & \ddots & \vdots \\
E_{M-1,0}(z) & E_{M-1,1}(z) & \ldots & E_{M-1, M-1}(z)
\end{array}\right]
$$

The type 2 polyphase decomposition of the synthesis filters is given by

$$
\begin{equation*}
G_{i}(z)=z^{-(M-1)} R_{i, 0}\left(z^{M}\right)+z^{-(M-2)} R_{i, 1}\left(z^{M}\right)+\cdots+R_{i, M-1}\left(z^{M}\right) \tag{24.117}
\end{equation*}
$$

for $i=0, \ldots, M-1$; and the corresponding synthesis polyphase matrix of size $M \times M$ is

$$
\mathbf{R}(z)=\left[\begin{array}{cccc}
R_{0,0}(z) & R_{1,0}(z) & \ldots & R_{M-1,0}(z)  \tag{24.118}\\
R_{0,1}(z) & R_{1,1}(z) & \ldots & R_{1, M-1}(z) \\
\vdots & \vdots & \ddots & \vdots \\
R_{0, M-1}(z) & R_{1, M-1}(z) & \ldots & R_{M-1, M-1}(z)
\end{array}\right]
$$

Figure 24.25 shows the equivalent representation of the $M$-band filter bank in polyphase form. Just as in the 2-band case, the total polyphase matrix is defined to be $\mathbf{P}(z) \equiv \mathbf{R}(z) \mathbf{E}(z)$ and the condition for PR is

$$
\begin{equation*}
\mathbf{P}(z)=\mathbf{R}(z) \mathbf{E}(z)=\mathbf{I} \tag{24.119}
\end{equation*}
$$

For an FIR filter bank it is required that

$$
\begin{equation*}
\operatorname{det}(\mathbf{E}(z))=c z^{K} \tag{24.120}
\end{equation*}
$$

where $c$ is a nonzero constant and $K$ an integer.
As in the 2-band case, a product (cascade) of matrices satisfying Equation 24.120 will give a matrix that also satisfies Equation 24.120. Lifting can also be defined in the $M$-band setting but instead of just the


FIGURE 24.25 Polyphase form of the $M$-band filter bank.
primal and dual liftings, there are in general $M(M-1)$ types of lifting as there is a choice $M$ bands that can be used to modify the signal in the other $M-1$ bands.

Special types of $M$-band filter banks are

1. Discrete fourier transform (DFT). Although the DFT is usually considered a transform that works on a block of data, it can also be viewed as an $M$-band filter bank. The analysis polyphase matrix in this case is the DFT matrix with elements given by

$$
\begin{equation*}
E_{i, k}(z)=\frac{1}{\sqrt{M}} W_{M}^{i k} \quad \text { where } W_{M}=\exp \left(-\frac{j 2 \pi}{M}\right) \quad \text { for } i, k=0 \ldots M-1 \tag{24.121}
\end{equation*}
$$

2. Discrete cosine transform (DCT). This can also be viewed as an $M$-band filter bank. The analysis polyphase matrix in this case is the DCT matrix with elements given by

$$
\begin{array}{ll}
E_{0, k}(z)=\frac{1}{\sqrt{M}} & \text { for } k=0 \ldots M-1 \\
E_{i, k}(z)=\sqrt{\frac{2}{M}} \cos \left(\frac{(2 k+1) i \pi}{2 M}\right) & \text { for } \begin{cases}i=1 \ldots M-1 \\
k=0 \ldots M-1\end{cases} \tag{24.122}
\end{array}
$$

3. Cosine modulated filter bank. The idea here is to design a single prototype low-pass filter for the low-pass subband and to use modulation on the prototype filter to obtain the other filters in the filter bank. The analysis/synthesis filter coefficients are given by

$$
\begin{equation*}
h_{i}(n)=g_{i}(n)=p(n) \sqrt{\frac{2}{M}} \cos \left(\frac{(2 i+1)(2 n+M+1) \pi}{4 M}\right) \quad \text { for } i=0 \ldots M-1 \tag{24.123}
\end{equation*}
$$

The prototype filter is $p(n)$ and if it is of length $2 M$ and satisfies

$$
\begin{equation*}
p(n)=p(2 M-n) \quad \text { and } \quad p^{2}(n)+p^{2}(n+M)=1 \tag{24.124}
\end{equation*}
$$

then PR is achieved.

### 24.11 Hilbert Pairs of Filter Banks (the Dual Tree)

In this final section on 1-D multirate filter banks, we return to the case of the 2-band system, formed into a wavelet tree of filters, as shown in Figure 24.3. While the wavelet transform, implemented in this form, has been found to be remarkably effective as a tool for signal compression (coding) algorithms, it suffers from a rather serious drawback when used as a signal analysis tool. This problem is known as shift dependence, or a lack of shift invariance. It is caused by the $2: 1$ downsampling operations, shown in Figure 24.3, and manifests itself as aliased signal components which are generated by the downsamplers at each stage of the filter tree.

Although these aliased components do indeed cancel each other out when all the subbands are recombined in the reconstruction filter tree of the inverse wavelet transform (provided that the antialiasing condition of Equation 24.41 is satisfied), the aliased components are still very significant in the wavelet coefficients (subband outputs) themselves and tend to result in poor performance if the wavelet transform is used as a front-end for more complicated tasks such as signal classification and recognition, or for denoising.

One way to eliminate the aliasing distortion in each subband and obtain shift invariance is to use the modified filter tree of Figure 24.4, but without any of the downsamplers. This is known as the à trous
algorithm of Mallat [21]. However, for a $K$-level tree, it results in $(K+1)$ times as many wavelet coefficients being generated and also requires a similar increase in computation load to implement the filters, when compared with the standard nonredundant tree of Figure 24.3 (shown for $K=4$ ). These factors become significantly worse for higher-dimensional signals such as images or 3-D datasets.

We now consider a more efficient alternative to the à trous algorithm.

### 24.11.1 Dual-Tree Wavelet Transform

The dual-tree wavelet transform [22] achieves approximate shift invariance with only $2: 1$ redundancy of coefficients and twofold increase in computation load, relative to the nonredundant tree. It simply employs a second tree of wavelet filters in parallel with the first tree, as shown in Figure 24.26.

The key to obtaining shift invariance from the dual-tree structure lies in designing the relative filter delays at each stage, such that the low-pass filter outputs in tree $b$ are effectively sampled at points midway between the sampling points of the equivalent filters in tree $a$. This requires a delay difference between the $a$ and $b$ low-pass filters of 1 sample period at tree level 1 , and of $\frac{1}{2}$ sample period at subsequent levels (because at these later levels half of the required delay has already been provided by earlier stages). At level 1 we can use any standard orthogonal or biorthogonal wavelet filters and produce the required delay shift trivially by insertion or deletion of unit delays. However, at subsequent levels, the $\frac{1}{2}$ sample delay difference is more difficult to achieve. In Ref. [23], Selesnick showed that these low-pass delay constraints produce a Hilbert pair relationship between the wavelet bases for the two trees. This leads naturally to the interpretation of the outputs from trees $a$ and $b$ as the real and imaginary parts, respectively, of complex wavelet coefficients. The two filter banks are then known as a Hilbert pair.

The $\pm \frac{1}{2}$ sample delay difference between filters $H_{0 a}(z)$ and $H_{0 b}(z)$ is difficult to express in the time domain as the filters are discrete, but it can be easily expressed in the frequency domain as

$$
\begin{equation*}
H_{0 b}\left(e^{j \omega}\right) \simeq H_{0 a}\left(e^{j \omega}\right) e^{ \pm j \omega / 2} \tag{24.125}
\end{equation*}
$$



FIGURE 24.26 Dual-tree complex wavelet transform over three levels. The numbers in brackets indicate the delay of each filter ( $q=$ one quarter of a sample).

The approximation is necessary here assuming finite-order filters are being used. Solutions are possible if the phase responses are exact and the magnitude responses are approximate, or if the magnitude responses are exact and the phase responses are approximate. In the former case, odd-length and even-length linear-phase filters can be used for $H_{0 a}$ and $H_{0 b}$, but better overall characteristics can usually be achieved with the latter case, which allows both filter banks to be CQFs, satisfying Equations 24.42, 24.45, and 24.53.

By convention, we select tree $b$ to lag relative to tree $a$, so the polarity of the final exponent term in Equation 24.125 is selected to be negative.

### 24.11.2 Common-Factor Dual-Tree Filter Design

Selesnick [24] proposed a method of satisfying Equation 24.125 by letting

$$
\begin{equation*}
H_{0 a}(z)=F(z) D(z) \quad \text { and } \quad H_{0 b}(z)=F(z) z^{-L} D\left(z^{-1}\right) \tag{24.126}
\end{equation*}
$$

where

$$
\begin{equation*}
A(z)=\frac{z^{-L} D\left(z^{-1}\right)}{D(z)} \tag{24.127}
\end{equation*}
$$

is an all pass filter, with group delay designed to approximate the required $\frac{1}{2}$ sample delay difference. Hence we require that

$$
\begin{equation*}
A\left(e^{j \omega}\right) \simeq e^{-j \omega / 2} \tag{24.128}
\end{equation*}
$$

Once $D(z)$ has been selected to satisfy Equations 24.127 and 24.128 , we can design $F(z)$ such that both $H_{0 a}$ and $H_{0 b}$ result in CQFs. This is possible because the product filter $P(z)$ is the same in both cases, since

$$
\begin{align*}
P_{a}(z) & =H_{0 a}(z) H_{0 a}\left(z^{-1}\right) \\
& =F(z) F\left(z^{-1}\right) D(z) D\left(z^{-1}\right) \\
& =H_{0 b}(z) H_{0 b}\left(z^{-1}\right)=P_{b}(z) \tag{24.129}
\end{align*}
$$

Hence $F(z)$ can be designed to contain the required number of zeros at $z=-1$ (to give the desired number of VM ) and a factor $R(z)$ of sufficient order to eliminate all the nonzero even powers of $z$ in $P(z)$. This is very similar to the method of choosing $R(z)$ used in Section 24.6.4.

There is a straightforward way to select $D(z)$ of a given order $L$ using Thiran's filter:

$$
\begin{equation*}
D(z)=1+\sum_{n=1}^{L}\binom{L}{n}\left[\prod_{k=0}^{n-1} \frac{\tau-L+k}{\tau+1+k}\right](-z)^{-n} \tag{24.130}
\end{equation*}
$$

where $\tau=0.5$ to get $\angle A\left(e^{j \omega}\right) \simeq \omega / 2$. A range of filters designed with this method are given in Ref. [24].
The one disadvantage of this method of designing a Hilbert pair of filter banks is that the resulting complex basis functions will not be linear phase (i.e., conjugate-symmetric about their midpoint). To achieve this, $F(z)$ must be linear phase, which requires a biorthogonal factorization of $P(z)$ instead of the orthogonal CQF factorization, assumed above. The penalty then is that the reconstruction wavelets will differ from the analysis wavelets.

### 24.11.3 Q-Shift Dual-Tree Filter Design

A suitable way to employ CQFs and to obtain linear phase complex basis functions from the dual tree was proposed in Ref. [25]. The key here is to make the tree $b$ filters equal to the time-reverse of the tree $a$ filters. Hence

$$
\begin{equation*}
H_{0 b}(z)=z^{-L} H_{0 a}\left(z^{-1}\right) \tag{24.131}
\end{equation*}
$$

The integer delay $L$ is normally chosen so that $H_{0 a}$ and $H_{0 b}$ cover the same range of $z$ indices.
The filters have real coefficients, so Equation 24.131 automatically ensures that

$$
\left|H_{0 b}\left(e^{j \omega}\right)\right|=\left|H_{0 a}\left(e^{j \omega}\right)\right| \quad \text { and } \quad \angle H_{0 b}\left(e^{j \omega}\right)=-L \omega-\angle H_{0 a}\left(e^{j \omega}\right)
$$

It is also required, from Equation 24.125 (11.1), that $\angle H_{0 b}\left(e^{j \omega}\right)-\angle H_{0 a}\left(e^{j \omega}\right) \simeq-\frac{\omega}{2}$, thus giving

$$
\begin{equation*}
\angle H_{0 a}\left(e^{j \omega}\right) \simeq-\frac{L \omega}{2}+\frac{\omega}{4} \quad \text { and } \quad \angle H_{0 b}\left(e^{j \omega}\right) \simeq-\frac{L \omega}{2}-\frac{\omega}{4} \tag{24.132}
\end{equation*}
$$

This shows that $H_{0 a}$ and $H_{0 b}$ must have delays that approximate $\pm \frac{1}{4}$ of a sample period relative to the midpoint of the filters at $L / 2$ sample periods. Hence this type of 2-band filter system is called a Q-shift (quarter-shift) filter pair. A neat way to visualize the delay property of the Q-shift pair is shown in Figure 24.27, in which the filter taps of the two filters are interleaved to form a single smooth low-pass filter of even length and with symmetric filter coefficients (linear phase), given by

$$
\begin{equation*}
H_{L 2}(z)=H_{0 a}\left(z^{2}\right)+z H_{0 b}\left(z^{2}\right) \tag{24.133}
\end{equation*}
$$

The sample rate of the new filter $H_{L 2}$ is double that of $H_{0 a}$ and $H_{0 b}$ and its delay is therefore $\left(L-\frac{1}{2}\right)$ sample periods. (In Figure 24.27, $L=1$.)

As well as possessing the approximate Q-shift delay property, $H_{0 a}$ and $H_{0 b}$ must also satisfy the usual 2-band filter bank constraints of no aliasing and PR. Additionally it is advantageous in many emerging applications of complex wavelets that the Q-shift filters should be orthogonal (i.e., be CQFs) to make the transform a tight frame which conserves energy from the signal in the transform domain. This has the further advantage that the same filters (and their time-reverses) can be used in the forward and inverse transforms, as well as in the two trees $a$ and $b$. Finally it is usually highly desirable that the filters have good smoothness properties when iterated over scale.


FIGURE 24.27 Impulse response of $H_{L 2}(z)$ for $n=6$. The $H_{0 a}$ and $H_{0 b}$ filters have $2 n=12$ taps each, shown as circles and crosses, respectively.

Two main design approaches have emerged to meet all of these constraints for Q-shift filter pairs:
Zero-forcing methods with search for good delay properties: The Daubechies orthonormal filters, described in Section 24.6.4, have the maximal number of zeros in the filters $H_{0}$ and $G_{0}$ at $z=-1$ and there are no further degrees of freedom. These are not able to produce filter pairs with good approximations to Q-shift delays. However the Bernstein method of equation (Equation 24.59) can produce much better approximations if $N=2 K+1$, which allows one degree of freedom (the parameter $\alpha_{K}$ ) that can be adjusted to optimize the Q -shift delays.

In Ref. [5], all even-length CQFs were evaluated from length 4 to 22. It was found that good approximations to the required Q-shift delay could be obtained for CQF lengths of $8,12,18$, and 22. The optimal values of $\alpha_{K}$ in each case were found to be $0.0460,0.1827,0.2405$, and 0.0245 , respectively.

However, despite its good delay properties, the length- 8 CQF , with 3 zeros at $z=-1$, was much less smooth than the longer filters, with 5,8 , and 10 zeros at $z=-1$, respectively. Figure 24.28 shows the impulse and frequency responses at level-4 of the DT-CWT, using length-12 Q-shift CQFs, designed with this method. Designs for other filter lengths are shown in Ref. [5]. In all the results of this section, the standard Daubechies 7,9-tap (Antonini) filters were used at level 1 of the dual tree (see Figure 24.10).


FIGURE 24.28 Impulse and frequency responses at level-4 of the DT-CWT, using length-12 Q-shift CQFs, designed with the zero-forcing method of Ref. [5]. In the impulse responses the two darker curves show the real and imaginary parts of the impulse responses, and the light gray curves show their magnitudes.

Iterative energy minimization methods: The other main design approach for Q-shift filter pairs has been presented in Ref. [26]. The aim is to design the filter $H_{0 a}(z)$ (and hence also its time-reverse $H_{0 b}(z)$ ) such that it satisfies the standard CQF conditions and also gives a smooth low-pass filter when formed into $H_{L 2}(z)$ using Equation 24.133, which automatically produces the approximate $\frac{1}{4}$-sample (Q-shift) delay property if $H_{L 2}$ is smooth enough.

In Ref. [26] it is shown that the PR property of CQFs can be obtained if the product filter $H_{L 2}(z) H_{L 2}\left(z^{-1}\right)$ has the property that the term in $z^{0}$ is unity and all terms in $z^{4 k}$ ( $k$ integer) are zero. Smoothness of the filter $H_{L 2}(z)$ can be formulated as a need for all components of its spectrum to be approximately zero above about one-sixth of its sample rate ( $\omega>\pi / 3$ ). So the ideal design conditions for the length $4 n$ symmetric low-pass filter $H_{L 2}$ have now been reduced to

1. Zero amplitude for all the terms of $H_{L 2}(z) H_{L 2}\left(z^{-1}\right)$ in $z^{4 k}$ except the term in $z^{0}$, which must be unity
2. Zero (or near-zero) amplitude of $H_{L 2}\left(e^{j \omega}\right)$ for the stopband, $\frac{\pi}{3} \leq \omega \leq \pi$

Condition 1 is a set of quadratic constraints on the elements of the filter tap vector $\mathbf{h}_{L 2}$, while condition 2 is a set of linear constraints on $\mathbf{h}_{L 2}$, evaluated at a sufficiently fine set of frequencies covering the stopband. Together they form an overdetermined set of equations for the $2 n$ unknowns that form onehalf of the symmetric vector $\mathbf{h}_{L 2}$ (where $2 n$ is the length of filters $H_{0 a}$ and $H_{0 b}$ ). If the constraints were all linear, the least mean square (LMS) error solution could be found in the standard way using the pseudoinverse of the matrix which defines the equations.

To deal with the quadratic constraints, the problem is linearized using an iterative solution. If $\mathbf{h}_{L 2}$ at iteration $i$ is given by $\mathbf{h}_{i}=\mathbf{h}_{i-1}+\Delta \mathbf{h}_{i}$, then, since convolution (*) is commutative,

$$
\begin{align*}
\mathbf{h}_{i}^{*} \mathbf{h}_{i} & =\left(\mathbf{h}_{i-1}+\Delta \mathbf{h}_{i}\right) *\left(\mathbf{h}_{i-1}+\Delta \mathbf{h}_{i}\right) \\
& =\mathbf{h}_{i-1} *\left(\mathbf{h}_{i-1}+2 \Delta \mathbf{h}_{i}\right)+\Delta \mathbf{h}_{i} * \Delta \mathbf{h}_{i} \tag{24.134}
\end{align*}
$$

If the incremental update $\Delta \mathbf{h}_{i}$ is assumed to become small as $i$ increases, the final term can be neglected and the convolution be expressed as a linear function of $\Delta \mathbf{h}_{i}$.

Hence the design problem can now be expressed as

$$
\text { Solve for } \Delta \mathbf{h}_{i} \text { such that: } \quad \begin{align*}
\mathbf{C}\left(\mathbf{h}_{i-1}+2 \Delta \mathbf{h}_{i}\right) & =\left[\begin{array}{lll}
0 \ldots 0 & 1
\end{array}\right]^{\mathrm{T}}  \tag{24.135}\\
\mathbf{F}\left(\mathbf{h}_{i-1}+\Delta \mathbf{h}_{i}\right) & \simeq\left[\begin{array}{lll}
0 \ldots 0
\end{array}\right]^{\mathrm{T}} \tag{24.136}
\end{align*}
$$

where
C is a matrix which calculates every fourth term in the convolution with $\mathbf{h}_{i-1}$
F is a matrix which evaluates the Fourier transform at $M$ discrete frequencies $\omega$ from $\frac{\pi}{3}$ to $\pi$ (typically $M \simeq 8 n$ to ensure that all sidelobe maxima and minima are captured reasonably accurately)

Note that only one side of the convolution is needed in $\mathbf{C}$, since the result is symmetric about the central term. Also, the columns of $\mathbf{C}$ and $\mathbf{F}$ can be combined in pairs so that only the first half of the symmetric $\Delta \mathbf{h}_{i}$ need be solved for.
In typical applications of complex wavelets, it is often more important to ensure high accuracy in the PR condition than to produce highly smooth wavelets. This is why Equation 24.135 is shown as an equality while Equation 24.136 is only an approximation. Within an iterative LMS framework, high accuracy solutions to some equations can be produced by scaling these up by a factor, $\beta_{i}$, which is progressively increased with $i$. Hence the optimization may now be expressed as the iterative LMS solution of

$$
\begin{align*}
{\left[\begin{array}{c}
2 \beta_{i} \mathbf{C} \\
\mathbf{F}
\end{array}\right] \Delta \mathbf{h}_{i} } & =\left[\begin{array}{c}
\beta_{i}\left(\mathbf{c}-\mathbf{C} \mathbf{h}_{i-1}\right) \\
-\mathbf{F} \mathbf{h}_{i-1}
\end{array}\right]  \tag{24.137}\\
\mathbf{h}_{i} & =\mathbf{h}_{i-1}+\Delta \mathbf{h}_{i} \tag{24.138}
\end{align*}
$$

where $\mathbf{c}=[0 \ldots 01]^{T}$. Typically one may choose $\beta_{i}=2^{i}$, and iterate over about 20 iterations, so that reconstruction errors become of the order of $2^{-20} \simeq 10^{-6}$ of smoothness errors. There are two further refinements to this method, described in Ref. [26], which allow for transition band effects and can insert predefined zeros (e.g., VM) in the filters.

Figures 24.29 and 24.30 show some typical scaling functions and wavelets designed using the above method for filter lengths of 14 and 24, respectively. Note the high degree of smoothness that is achievable if the length of the filters is increased to 24 . The frequency responses in Figures 24.28 through 24.30, with vertical scales in decibels, clearly show the much lower sidelobe levels and greater ability to reject negative frequencies, obtainable with longer filters. Many other intermediate results are possible with this energy minimization design method, and the method works satisfactorily for filter lengths up to 50 or more, which can be useful if sharp transition bands and/or very low sidelobe levels are required, such as for high-quality audio applications.


FIGURE 24.29 Impulse and frequency responses at level-4 of the DT-CWT, using length-14 Q-shift CQFs, designed with the energy minimization method of Kingsbury, N. G., Design of Q-shift complex wavelets for image processing using frequency domain energy minimization. In Proc. IEEE Int. Conf. Image Processing, Barcelona, September 2003, pp. 1013-1016.


FIGURE 24.30 Impulse and frequency responses at level-4 of the DT-CWT, using length-24 Q-shift CQFs, designed with the energy minimization method of Kingsbury, N. G., Design of Q-shift complex wavelets for image processing using frequency domain energy minimization. In Proc. IEEE Int. Conf. Image Processing, Barcelona, September 2003, pp. 1013-1016.

Earlier papers on the dual-tree method [25,27] proposed some more heuristic methods for designing Q-shift filters. Most notable of these results are a very simple length-6 filter with fair performance and a length-14 filter with generally good performance (similar to Figure 24.29).

### 24.11.4 Metrics for Shift Dependence of a Filter Bank

Probably the most important feature of Hilbert pairs of wavelets, in addition to those of normal wavelet decompositions, is their approximate shift invariance or, expressed another way, their low level of shift dependence. This is discussed in detail in Ref. [27] and here we summarize the main technique from that paper for measuring shift dependence.

In order to examine the shift invariant properties of the dual tree, consider what happens when we choose to retain the coefficients of just one type (wavelet or scaling function) from just one level of the dual tree of Figure 24.26. For example, we might choose to retain only the level-3 wavelet coefficients $y_{001 a}$ and $y_{001 b}$, and set all others to zero. If the signal $\hat{x}$, reconstructed from just these coefficients, is free of aliasing then we define the transform to be shift invariant at that level. This is because absence of aliasing implies that a given subband has a unique $z$-transfer function and so its impulse response is linear and time (shift) invariant. In this context we define a subband as comprising all coefficients from both trees at a given level and of a given type (either wavelet or scaling function).
Figure 24.31 shows the simplified analysis and reconstruction parts of the dual tree when coefficients of just one type and level are retained. All downsampling and upsampling operations are moved to the outputs of the analysis filter banks and the inputs of the reconstruction filter banks, respectively, using the transformation of Figure 24.4 on both trees, and the cascaded filter transfer functions are combined.


FIGURE 24.31 Basic configuration of the dual tree if either wavelet or scaling-function coefficients from just level $m$ are retained $\left(M=2^{m}\right)$.
$M=2^{m}$ is the total down/upsampling factor. For example if $y_{001 a}$ and $y_{001 b}$ from Figure 24.26 are the only sets of retained coefficients, then the subsampling factor $M=8$, and $A(z)=H_{0 a}^{\prime}(z) H_{0 a}\left(z^{2}\right) H_{1 a}\left(z^{4}\right)$, the transfer function from $x$ to $y_{001 a}$. The transfer function $B(z)$ (from $x$ to $y_{001 b}$ ) is obtained similarly using $H_{\ldots b}(z)$; as are the inverse functions $C(z)$ and $D(z)$ from $G_{\ldots a}(z)$ and $G_{\ldots b}(z)$, respectively.

It is a standard result of multirate analysis that a signal $U(z)$, which is downsampled by $M$ and then upsampled by the same factor (by insertion of zeros), becomes $\frac{1}{M} \sum_{k=0}^{M-1} U\left(W^{k} z\right)$, where $W=e^{j 2 \pi / M}$. Applying this result to Figure 24.31 gives

$$
\begin{equation*}
\hat{X}(z)=\hat{X}_{a}(z)+\hat{X}_{b}(z)=\frac{1}{M} \sum_{k=0}^{M-1} X\left(W^{k} z\right)\left[A\left(W^{k} z\right) C(z)+B\left(W^{k} z\right) D(z)\right] \tag{24.139}
\end{equation*}
$$

The aliasing terms in this summation correspond to those for which $k \neq 0$, because only the term in $X(z)$ (when $k=0$ and $W^{k}=1$ ) corresponds to a linear time (shift) invariant response. For shift invariance, the aliasing terms must be negligible, so we must design $A\left(W^{k} z\right) C(z)$ and $B\left(W^{k} z\right) D(z)$ either to be very small or to cancel each other when $k \neq 0$. Now $W^{k}$ introduces a frequency shift equal to $k f_{s} / M$ to the filters $A$ and $B$ (where $f_{\mathrm{s}}$ is the input sampling frequency), so for larger values of $k$ the shifted and unshifted filters have negligible passband overlap and it is quite easy to design the functions $B\left(W^{k} z\right) D(z)$ and $A\left(W^{k} z\right) C(z)$ to be very small over all frequencies, $z=e^{j \theta}$. But at small values of $k$ (especially $k= \pm 1$ ) this becomes virtually impossible due to the significant width of the transition bands of shortsupport filters. In these cases it is necessary to design for cancellation when the two trees are combined, and this is what is achieved by the half-sample delay difference strategy outlined above.

A useful way of quantifying the shift dependence of a transform is to examine Equation 24.139 and determine the ratio of the total energy of the unwanted aliasing transfer functions (the terms with $k \neq 0$ ) to the energy of the wanted transfer function (when $k=0$ ), as given by the aliasing energy ratio:

$$
\begin{equation*}
R_{\mathrm{a}}=\frac{\sum_{k=1}^{M-1} \mathcal{E}\left\{A\left(W^{k} z\right) C(z)+B\left(W^{k} z\right) D(z)\right\}}{\mathcal{E}\{A(z) C(z)+B(z) D(z)\}} \tag{24.140}
\end{equation*}
$$

where $\mathcal{E}\{U(z)\}$ calculates the energy, $\sum_{r}\left|u_{r}\right|^{2}$, of the impulse response of a $z$-transfer function, $U(z)=\sum_{r} u_{r} z^{-r}$. Note that $\mathcal{E}\{U(z)\}$ may alternatively be calculated as the integral of the squared magnitude of the frequency response, $\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|U\left(e^{j \theta}\right)\right|^{2} \mathrm{~d} \theta$ from Parseval's theorem. Since $R_{\mathrm{a}}$ is an energy ratio, it is convenient to measure it in decibels.

In Table 3 of Ref. [27], values of $R_{\mathrm{a}}$ are given for various single-tree and dual-tree filter combinations. It is shown that $R_{\mathrm{a}}$ is typically only -3.5 dB for a single-tree DWT , whereas it may be improved to approximately -31 dB with 18 -tap Q-shift filters in the dual-tree complex wavelet transform (DT-CWT). Longer filters can reduce the aliasing energy much further if needed, while shorter filters tend to produce more aliasing energy and hence somewhat greater shift dependence.

Other metrics for shift dependence of filter-bank transforms can be based on the amount of shift-dependent variation in the impulse or step responses of the transform, as illustrated in Figure 8


FIGURE 24.32 Wavelet and scaling-function components at levels $1-4$ of 16 shifted step responses of the DT-CWT (a) with 18-tap Q-shift filters and the real DWT (b) with 13,19-tap filters.
of Ref. [27], part of which is reproduced here in Figure 24.32. Good transforms have responses that are visually almost identical (Figure 24.32a), whereas poor transforms (e.g., the DWT) have dramatically fluctuating responses (Figure 24.32b).

In this relatively short discussion of dual-tree/Hilbert pair ideas, we have not discussed the important extension of these ideas to two- and three-dimensional datasets, in which a second and very important advantage of the complex nature of the wavelet coefficients lies in their ability to produce strongly directionally selective wavelets while still retaining the computational advantages of separable filtering [22]. In addition, extension of the dual-tree ideas to M-band filter banks has been achieved by Chaux et al. [28], making even greater directional selectivity possible in two and three dimensions.
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### 25.1 Introduction

Directional filter banks (DFBs), which were introduced by Bamberger in 1989 [1-3], are digital analysissynthesis filter banks that allow an image to be represented as a collection of subbands. In the analysis section, filters succeeded by downsampling matrix operators decompose an image into a set of subbands. In the synthesis section, these subbands are upsampled via a complementary set of matrix operators, then filtered and merged to reconstruct the original image. Such a description is strikingly reminiscent of a conventional 2-D analysis-synthesis filter bank. The distinguishing feature is that the DFB subbands embody angular information (a different angle for each subband), as opposed to the traditional low-, mid-, and high-frequency information. The directional subbands in the DFB are maximally decimated so that the total number of pixels in the full set of subbands is equal to the number of pixels in the original image. Thus, the subbands are nonredundant or, equivalently stated, they form a critically sampled representation.

The DFB has the property that it can achieve exact reconstruction. That is, if the constituent filters are properly designed, the output of the synthesis section can reconstruct the original image from the
decimated subbands exactly. This property is important in applications where modifications are performed in the subband domain for the purpose of enhancing image quality in synthesis. In addition, DFBs are very efficient from a computational perspective and are typically designed for implementation in a separable two-hand filter bank tree structure. This is a noteworthy characteristic as it enables the DFB to have arithmetic complexity comparable to (though a little higher than) the popular 2-D transforms, like discrete Fourier transforms (DFTs) and discrete cosine transforms (DCTs).

DFBs are attractive for many image-processing applications that can benefit from directional analysis such as noise reduction, edge sharpening, feature enhancement, compression, object recognition, and texture synthesis, to mention a few. Furthermore, DFBs are also attractive from a visual informationprocessing perspective. Research has shown that the first layer of cells in the human visual cortex responds to different orientations and scales. Consequently, DFBs can model in an approximate way the human visual system. All of these reasons have motivated much of the study and interest in directional analysis-synthesis systems in recent years.

Since the introduction of the DFB in 1989, there have been a number of extensions and variations that have been considered, such as relaxation of the maximum decimation condition (leading to directional pyramids), multidimensional extensions of the DFB, nonseparable implementations, and mixed low-, mid-, high-frequency angular decompositions [4-7]. To avoid confusion among these variations, we will refer to the original DFB as the Bamberger DFB ( BDFB ) in our subsequent discussion and use the term DFB to refer more generically to the broad class of directional decompositions.

### 25.2 Basic Theory of 2-D Multirate Systems

To set the foundation for the later discussion on the DFB , we start by reviewing the basic concepts of 2-D multirate filter banks. The reader seeking a more comprehensive treatment on the subject is referred to Refs. [8,9].

First, we assume that the digital input signal $x\left[n_{0}, n_{1}\right]$ is a sampled version of a continuous time signal $x_{a}\left(t_{0}, t_{1}\right)$ such that

$$
x\left[n_{0}, n_{1}\right]=x_{a}\left(n_{0} T_{0}, n_{1} T_{1}\right)
$$

where $T_{0}$ and $T_{1}$ are the sampling periods. In matrix notation, ${ }^{*}$ this equates to $x[\mathbf{n}]=x_{a}(\mathbf{V n})$ where

$$
\mathbf{n}=\left[\begin{array}{l}
n_{0} \\
n_{1}
\end{array}\right], \quad \mathbf{V}=\left[\begin{array}{cc}
T_{0} & 0 \\
0 & T_{1}
\end{array}\right]
$$

More generally, $\mathbf{V}$ can be any nonsingular real matrix, which implies that there are an infinite number of ways to sample a 2-D signal. Each sampling matrix gives rise to a different sampling geometry or lattice in the 2-D plane. The "lattice" generated by the sampling matrix $\mathbf{V}$ is the set of all points $\mathbf{t}$, which implies that $\mathbf{t}=\mathbf{V n}$, where $\mathbf{n} \in \mathcal{N}$ (the set of all integer vectors). The lattice associated with $\mathbf{V}$ is denoted as LAT $(\mathbf{V})$. Such a lattice corresponds to all the "integer" linear combinations of the columns of $\mathbf{V}$, which can be written as $\mathbf{V}=\left[\mathbf{v}_{0} \mid \mathbf{v}_{1}\right]$. It should be noted that the relationship between $\mathbf{V}$ and $L A T(\mathbf{V})$ is not one-to-one. Hence different sampling matrices can give rise to the same lattice, a fact that will be useful in later discussion.

An important component of multirate 2-D systems is the unimodular matrix. An integer matrix $\mathbf{E}$ is unimodular if and only if its inverse is an integer matrix, or equivalently if $|\operatorname{det} \mathbf{E}|=1$. A couple of useful unimodular matrix properties are summarized in the following theorem [8]:

[^62]
## THEOREM 25.1

Let $V$ be a $2 \times 2$ real nonsingular matrix generating a lattice $L A T(V)$.

1. Let $\hat{\boldsymbol{V}}=\boldsymbol{V E}$, where $\boldsymbol{E}$ is a $2 \times 2$ unimodular matrix. Then $\operatorname{LAT}(\boldsymbol{V})=\operatorname{LAT}(\boldsymbol{V E})=\operatorname{LAT}(\hat{\boldsymbol{V}})$.
2. Let $\hat{\boldsymbol{V}}$ also be a basis for $\operatorname{LAT}(\boldsymbol{V})$. Then there exists a unimodular matrix $\boldsymbol{E}$ such that $\hat{\boldsymbol{V}}=\boldsymbol{V E}$.

Note that $L A T(\mathbf{V})=\operatorname{LAT}(\hat{\mathbf{V}})$ does not imply $x_{a}(\mathbf{V n})=x_{a}(\hat{\mathbf{V}} n)$. Although the lattice points are the same for both matrices, they do not occur in the same order, i.e., the samples of $x_{a}(\mathbf{V n})$ are rearranged samples of $x_{a}(\hat{\mathbf{V}} n)$. This property is useful and was employed in Ref. [3] as a "change-of-variables" procedure to simplify the DFB design.

To illustrate the idea of lattice resampling with unimodular matrices, consider the lattice generated by the matrix

$$
\mathbf{V}=\left[\begin{array}{cc}
1 & 1  \tag{25.1}\\
-1 & 1
\end{array}\right]=\left[\mathbf{v}_{0} \mid \mathbf{v}_{1}\right]
$$

It generates what is known as the quincunx lattice, shown in Figure 25.1a, where the heavy dark dots correspond to elements of $L A T(\mathbf{V})$. The geometry of the lattice is established by vectors $\mathbf{v}_{0}$ and $\mathbf{v}_{1}$. A set of trivial unimodular matrices can be obtained by choosing variations of the matrices

$$
\left[\begin{array}{cc} 
\pm 1 & 0  \tag{25.2}\\
0 & \pm 1
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
0 & \pm 1 \\
\pm 1 & 0
\end{array}\right]
$$

Resampling with these matrices, we can produce rotations and reflections of any lattice. In particular, there are eight variations/permutations of the quincunx sampling matrix.

Another useful type of unimodular matrix is

$$
\mathbf{E}=\left[\begin{array}{ll}
1 & 1  \tag{25.3}\\
0 & 1
\end{array}\right]
$$



FIGURE 25.1 Examples of 2-D lattices. (a) Lattice generated by sampling with a quincunx matrix. (b) Lattice generated by resampling a quincunx matrix with a unimodular matrix. Note that the sample density of the lattice is same in both figures, but the geometry of the lattice is different.


FIGURE 25.2 Fundamental parallepipeds for (a) the quincunx lattice and (b) the resampled quincunx lattice.

It generates the sampling matrix

$$
\hat{\mathbf{V}}=\mathbf{V E}=\left[\begin{array}{cc}
1 & 2  \tag{25.4}\\
-1 & 0
\end{array}\right]
$$

whose lattice is illustrated in Figure 25.1. It is easy to see that $\operatorname{LAT}(\mathbf{V})=\operatorname{LAT}(\hat{\mathbf{V}})$, but the geometry imposed by $\hat{\mathbf{v}}_{0}$ and $\hat{\mathbf{v}}_{1}$ is different than that of $\mathbf{V}$, i.e., the samples in the lattice have been permuted or reindexed. In the frequency domain, the reindexing of the lattice induces skewings and rotations in the frequency domain of the 2-D signal but does not alter the sample density.

The fundamental parallepiped of $\mathbf{V}$, denoted by $\operatorname{FPD}(\mathbf{V})$, is defined by

$$
\begin{equation*}
F P D(\mathbf{V})=\left\{\text { Set of all points } \mathbf{V} \mathbf{x} \text { with } \mathbf{x} \in[0,1)^{2}\right\} \tag{25.5}
\end{equation*}
$$

Graphically, this is represented by the parallelogram formed by the sampling vectors $\mathbf{v}_{0}$ and $\mathbf{v}_{1}$, as shown in Figure 25.2 for $\mathbf{V}$ and $\hat{\mathbf{V}}$.

### 25.2.1 2-D Decimation and Interpolation

As in the 1-D case, decimation is performed by filtering (to reduce aliasing) followed by downsampling. Here, the downsampling is performed with a resampling matrix $\mathbf{M}$. Keep in mind that a 2-D resampling matrix does not only alter the sampling rate, but it also introduces a geometric modification to the sampling lattice, as illustrated in the previous figures. Thus a 2-D downsampler is implemented by

$$
\begin{equation*}
y[\mathbf{n}]=x[\mathbf{M n}] \tag{25.6}
\end{equation*}
$$

where $\mathbf{M}$ is a $2 \times 2$ nonsingular integer matrix. The signal $y[\mathbf{n}]$ retains only those samples of $x[\mathbf{n}]$ that reside on $\operatorname{LAT}(\mathbf{M})$. The dark dots in Figure 25.3a illustrate this point for the case of quincunx resampling. The dark samples of $x[\mathbf{n}]$ are the ones retained by resampling with the quincunx matrix $\mathbf{Q}$ defined as

$$
\mathbf{Q}=\left[\begin{array}{cc}
1 & -1  \tag{25.7}\\
1 & 1
\end{array}\right]=\left[\mathbf{v}_{0} \mid \mathbf{v}_{1}\right]
$$

Figure 25.3 b illustrates how the samples are rearranged over the $\left(n_{0}, n_{1}\right)$ plane. For this quincunx downsampling, the samples experience a clockwise rotation of $45^{\circ}$. For 2-D resampling matrices, the decimation ratio is the determinant of the matrix. Thus for the quincunx resampling case above, the decimation ratio is $|\operatorname{det} \mathbf{Q}|=2$, as is evident from Figure 25.3.


FIGURE 25.3 Downsampling with a quincunx matrix. (a) Original position of samples in the 2-D plane; samples in bold are retained by the downsampling operation. (b) Resulting data after quincunx downsampling with matrix $\mathbf{Q}$ in Equation 25.7.

To show that this property is true in general, consider the set

$$
\mathcal{N}(\mathbf{M})=\{\text { Set of integer vectors in } \operatorname{FPD}(\mathbf{M})\}=\left\{\text { Set of integers of the form } \mathbf{M x}, \mathbf{x} \in[0,1)^{2}\right\} .
$$

It is easy to see that the cardinality of the set $J(\mathbf{M})$ is $|\mathcal{N}(\mathbf{M})|=|\operatorname{det} \mathbf{M}|$. For instance, if we consider quincunx downsampling, then

$$
\mathcal{N}(\mathbf{Q})=\left\{\left[\begin{array}{l}
0  \tag{25.8}\\
0
\end{array}\right],\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right\}=\left\{\mathbf{k}_{0}, \mathbf{k}_{1}\right\} .
$$

The vectors $\mathbf{k}_{i}$ are known as coset vectors.
Assuming the signal $x(\mathbf{t})$ has been sampled with $\mathbf{V}=\mathbf{I}$ (i.e., a rectangular uniform grid over the 2-D plane), then any other sublattice $\operatorname{LAT}(\mathbf{M})$ obtained by downsampling $L A T(\mathbf{I})$ is known as a sublattice of $\mathbf{I}$. For matrix $\mathbf{M}$, we can obtain $J(\mathbf{M})$ distinct, nonoverlapping sublattices from $\mathbf{I}$, expressed as

$$
\begin{equation*}
x_{i}[\mathbf{n}]=x\left(\mathbf{M n}+\mathbf{k}_{i}\right) . \tag{25.9}
\end{equation*}
$$

Each sublattice is also known as a coset of $\operatorname{LAT}(\mathbf{M})$. Figure 25.3 a shows graphically that there are two sublattices, $x_{0}[\mathbf{n}]$ and $x_{1}[\mathbf{n}]$ for the quincunx matrix $\mathbf{Q}$. From a multirate systems perspective, cosets are the equivalent of polyphase components.

### 25.2.2 Alias-Free 2-D Decimation

In the 1-D case, an antialiasing filter is generally applied to the signal prior to downsampling. For decimation by a factor of $M$, the filter has an ideal cutoff frequency of $\pi / M$, where $M$ is the decimation ratio. In two dimensions there is an analogous cutoff frequency requirement but also a prescribed region of support determined by the geometry of $\operatorname{LAT}(\mathbf{M})$, where $\mathbf{M}$ is the downsampling matrix.

Let $X(\omega)$ be the 2-D DTFT of $x[\mathbf{n}]$, which is $2 \pi$-periodic in $\omega$ over the 2-D frequency plane with $\omega=\left[\omega_{0} \omega_{1}\right]^{\mathrm{T}}$. For convenience, with abuse of notation, $X(\omega)$ will be used in place of $X\left(e^{j \omega_{0}}, e^{j \omega_{1}}\right)$.

The region of support for an antialiasing filter needed to ideally downsample by $\mathbf{M}$ is given by [8]

$$
\begin{equation*}
\omega=\pi \mathbf{M}^{-T} \mathbf{x}+2 \pi \mathbf{m}, \quad \mathbf{x} \in[-1,1)^{2}, \quad \mathbf{m} \in \mathcal{N} \tag{25.10}
\end{equation*}
$$

The term " $2 \pi \mathbf{m}$ " represents the periodicity of the antialias region of support, while the term " $\pi \mathrm{M}^{-\mathrm{T}} \mathbf{x}^{\prime}$ corresponds to the fundamental frequency cell (or region of support) that is periodically replicated over the frequency plane. If

$$
\mathbf{M}=\left[\begin{array}{ll}
m_{00} & m_{01}  \tag{25.11}\\
m_{10} & m_{11}
\end{array}\right],
$$

the frequency cell can be expressed as

$$
\begin{equation*}
-\pi \leq m_{00} \omega_{0}+m_{10} \omega_{1}<\pi \cap-\pi \leq m_{01} \omega_{0}+m_{11} \omega_{1}<\pi . \tag{25.12}
\end{equation*}
$$

It is also illuminating to examine the 2-D decimator in the frequency domain. The key here is understanding the 2-D downsampling process. Suppose a signal $X(\omega)$ is downsampled with the matrix M. The frequency-domain expression for the downsampled signal $Y(\omega)$ in terms of $X(\omega)$ is (analogous to the 1-D case)

$$
\begin{equation*}
Y(\boldsymbol{\omega})=\frac{1}{J(\mathbf{M})} \sum_{\mathbf{k} \in \mathcal{N}\left(\mathbf{M}^{T}\right)} X\left(\mathbf{M}^{-\mathrm{T}}(\boldsymbol{\omega}-2 \pi \mathbf{k})\right), \tag{25.13}
\end{equation*}
$$

where $X\left(\mathbf{M}^{-\mathrm{T}} \boldsymbol{\omega}\right)$ is a "stretched" version of $X(\boldsymbol{\omega})$. For the case of the signal $X(\boldsymbol{\omega})$ shown in Figure 25.4a that undergoes quincunx downsampling, we have

$$
\begin{equation*}
Y(\boldsymbol{\omega})=\frac{1}{2} X\left(\mathbf{Q}^{-\mathrm{T}} \boldsymbol{\omega}\right)+\frac{1}{2} X\left(\mathbf{Q}^{-\mathrm{T}}\left(\boldsymbol{\omega}-2 \pi \mathbf{k}_{1}\right)\right), \tag{25.14}
\end{equation*}
$$

where $\mathbf{k}_{1}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is the second coset vector of $\mathbf{Q}$. Figure 25.4 b shows the result after the downsampling operation. In this case, from Equation 25.10, the support for the term $X\left(\mathbf{Q}^{-\mathrm{T}} \boldsymbol{\omega}\right)$ is $\boldsymbol{\omega}=\pi \mathbf{x}+2 \pi \mathbf{Q}^{\mathrm{T}} \mathbf{m}$,


FIGURE 25.4 Effect of downsampling by $\mathbf{Q}$. (a) Diamond band limited signal. (b) The diamond region is stretched by a factor of two and rotated by $45^{\circ}$ covering the full unit cell. The empty regions in (a) are covered by $X\left(\mathbf{Q}^{-\mathrm{T}}\left(\boldsymbol{\omega}-2 \pi \mathbf{k}_{1}\right)\right)$.
which corresponds to the full $[-\pi, \pi)^{2}$ support periodically replicated with periodicity matrix $2 \pi \mathbf{Q}^{\mathrm{T}}$. Hence the frequency support of $X(\omega)$ has been stretched by a factor of 2 and rotated by $45^{\circ}$. The complementary regions are filled by the term $X\left(\mathbf{Q}^{-\mathrm{T}}\left(\omega-2 \pi \mathbf{k}_{1}\right)\right)$.

### 25.2.3 Effect of Unimodular Matrices in the Frequency Domain

Previously, we used the unimodular matrix E from Equation 25.3 to modify $\operatorname{LAT}(\mathbf{V})$. Similar properties follow for the case of resampling a discrete signal using unimodular matrices. For instance, we can modify the quincunx lattice generated by $\mathbf{Q}$ using $\mathbf{E}$ such that $\operatorname{LAT}(\mathbf{Q E})$ contains the same points as $\operatorname{LAT}(\mathbf{Q})$ but with a different sample ordering. From Equation 25.12 the frequency support for a signal lying over $L A T(\mathbf{Q E})$ is given by

$$
\begin{equation*}
-\pi \leq \omega_{0}-\omega_{1}<\pi \cap-\frac{\pi}{2} \leq \omega_{0}<\frac{\pi}{2} \tag{25.15}
\end{equation*}
$$

This represents a skewing of the frequency cell associated with $\operatorname{LAT}(\mathbf{Q})$.

### 25.2.4 2-D Upsamplers and Interpolators

Complementary to the decimation operation is the interpolation operation, which is composed of an upsampler followed by an anti-imaging filter. For a 2-D signal $x[\mathbf{n}]$, the upsampling operation with matrix $\mathbf{M}$ generates the signal

$$
y[\mathbf{n}]= \begin{cases}x\left(\mathbf{M}^{-1} \mathbf{n}\right) & \text { if } \mathbf{n} \in \operatorname{LAT}(\mathbf{M})  \tag{25.16}\\ 0 & \text { otherwise }\end{cases}
$$

This means that a matrix $\mathbf{M}$ with $J(\mathbf{M})$ coset vectors maps all the samples of $x[\mathbf{n}]$ to the sublattice produced by $\mathbf{k}_{0}$, while the remaining sublattices are populated by zeros.

The frequency domain expression for the interpolator is

$$
\begin{equation*}
Y(\boldsymbol{\omega})=X\left(\mathbf{M}^{\mathrm{T}} \boldsymbol{\omega}\right), \tag{25.17}
\end{equation*}
$$

which implies $Y(\omega)$ has a periodicity matrix $2 \pi \mathbf{M}^{-\mathrm{T}}$, and there are $|\operatorname{det} \mathbf{M}|$ compressed images of $X(\omega)$ in the $[-\pi, \pi]^{2}$ frequency cell. Decimators and interpolators are the basic elements of multirate systems and will be used extensively in the discussions that follow.

### 25.3 2-D Maximally Decimated Filter Banks

A more general condition than Equation 25.10 to derive the support of the antialias filter is

$$
\begin{equation*}
\boldsymbol{\omega}=\mathbf{c}+\pi \mathbf{M}^{-\mathrm{T}} \boldsymbol{x}+2 \pi \mathbf{m}, \quad \boldsymbol{x} \in[-1,1)^{2}, \quad \mathbf{m} \in \mathcal{N} \tag{25.18}
\end{equation*}
$$

where $\mathbf{c}$ is some arbitrary constant vector. This implies there are an infinite number of possible antialiasing filter support regions for sampling matrix $\mathbf{M}$. There are, however, a few choices of $\mathbf{c}$ that are of more practical importance as our intuition can suggest.

Going back to the 1-D case, an $M$-channel maximally decimated filter bank requires having $M$ nonoverlapping (ideal) filters with bandwidth $\frac{\pi}{M}$, so that the range $[-\pi, \pi$ ) is completely covered by the $M$ channels. This concept can be generalized to two dimensions by finding the nonoverlapping regions whose union covers the frequency cell $[-\pi, \pi)^{2}$. Such regions are obtained by choosing

$$
\begin{equation*}
\mathbf{c}=2 \pi \mathbf{M}^{-\mathrm{T}} \mathbf{k}, \quad \mathbf{k} \in \mathcal{N}\left(\mathbf{M}^{\mathrm{T}}\right) \tag{25.19}
\end{equation*}
$$

in Equation 25.18. It is easy to show that for each of the $J(\mathbf{M})$ coset vectors $\mathbf{k}_{i}$, there is a different nonoverlapping frequency region. From the filter bank perspective, each of these regions can be used as the frequency-domain region for a subband whose information can be extracted with the properly designed subband filter. This concept is illustrated next with a couple of examples.

### 25.3.1 Diamond and Fan Filter Banks

Two popular 2-D filter banks are the diamond and fan filter banks (FFBs) shown in Figure 25.5. They form the building blocks for a broad class of directional decompositions, which we will discuss later. The diamond filter has a passband as shown in Figure 25.5 a in the $[-\pi, \pi)^{2}$ region. These filters can provide alias-free decimation for the quincunx resampling matrix $\mathbf{Q}$. Using the corresponding coset vectors (Equation 25.8) in Equations 25.18 and 25.19, we obtain the support regions

$$
\begin{align*}
& \Omega_{0}:-\pi \leq \omega_{0}-\omega_{1}<\pi \cap-\pi \leq \omega_{0}+\omega_{1}<\pi \\
& \Omega_{1}: \pi \leq \omega_{0}-\omega_{1}<3 \pi \cap-\pi \leq \omega_{0}+\omega_{1}<\pi \tag{25.20}
\end{align*}
$$

Related to the diamond filter is the fan filter which has the passband shown in Figure 25.5b. It is identical to the diamond filter except that it is frequency shifted (either in $\omega_{0}$ or $\omega_{1}$ ) by $\pi$. We can show that fan support is a valid antialias passband for the quincunx matrix by finding the vector $\mathbf{c}$ that satisfies Equation 25.18. If we let

$$
\mathbf{c}_{0}=\left[\begin{array}{c}
\pi \\
0
\end{array}\right], \quad \mathbf{c}_{1}=\left[\begin{array}{c}
0 \\
\pi
\end{array}\right]
$$

we get the two fundamental complementary fan-shaped regions for $F_{0}(\omega)$ and $F_{1}(\omega)$ :

$$
\begin{align*}
& \Omega_{0}: 0 \leq \omega_{0}-\omega_{1}<2 \pi \cap 0 \leq \omega_{0}+\omega_{1}<2 \pi \\
& \Omega_{1}:-2 \pi \leq \omega_{0}-\omega_{1}<0 \cap 0 \leq \omega_{0}+\omega_{1}<2 \pi \tag{25.21}
\end{align*}
$$

Again, the diamond filter bank and the FFB play a crucial role in the construction of DFBs.


FIGURE 25.5 Block diagram for the diamond and FFBs showing the ideal support for the 2-D filters.

### 25.4 Bamberger Directional Filter Bank

In this chapter, we present the theory of the DFB introduced in Refs. [2,3]. The BDFB splits the frequency cell $[-\pi, \pi)^{2}$ into an even number of wedge-shaped regions as shown in Figure 25.6. The BDFB employs a tree-structured 2-D filter bank that diagrammatically is analogous to a 1-D treestructured filter bank.

Using this approach, Bamberger introduced BDFBs with different numbers of subbands such as 6,10 , 18, and more [2]. However, the BDFBs that have received most attention over the years are the uniform $N$-stage tree structure filter banks that generate $M=2^{N}$ subbands. Given the extensive number of applications in which $M=2^{N}$ BDFBs are employed, we focus on this case in the reminder of this chapter.

The BDFB is implemented with a small set of well-defined building blocks, each with low computational complexity. Without loss of generality, we present the BDFB for the $M=8(N=3)$ case, which achieves the frequency plane partitioning shown in Figure 25.6 d . The extension to 16 bands, 32 bands, and higher follows by a straightforward extension of the tree structure. The block diagram for an eight-band BDFB analysis stage is shown in Figure 25.7. The primary building block is the twochannel FFB.

The third stage of the BDFB includes additional resampling matrices $\mathbf{U}_{i}$ and $\mathbf{B}_{i}$, which are unimodular. The matrices $\mathbf{U}_{i}$ resample the four subbands from the second stage to remap their frequency support to a fan-shaped region. This allows the use of the FFB on all stages. The function of the $\mathbf{B}_{i}$ matrices is to adjust the sampling lattice of the resulting subbands so they have a rectangular geometry (i.e., the overall sampling matrix is diagonal with a downsampling rate of $M$ ). The use of $\mathbf{U}_{i}$ matrices was introduced by


FIGURE 25.6 Frequency band partitions achieved by the BDFB. (a) Two-band. (b) Four-band. (c) Six-band. (d) Eight-band.


FIGURE 25.7 Implementation of an eight-band BDFB using a tree structure with FFBs and backsampling matrices.
Park et al. [10] as a way to achieve a more geometrically accurate subband representation. According to the selection rules developed in Ref. [10], we have chosen the following matrix values for $\mathbf{U}_{i}$ :

$$
\mathbf{U}_{1}=\left[\begin{array}{cc}
1 & -1  \tag{25.22}\\
0 & 1
\end{array}\right], \quad \mathbf{U}_{2}=\left[\begin{array}{cc}
-1 & 1 \\
0 & 1
\end{array}\right], \quad \mathbf{U}_{3}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right], \quad \mathbf{U}_{4}=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]
$$

Similarly, the values for the $\mathbf{B}_{i}$ matrices are given by

$$
\begin{align*}
& \mathbf{B}_{1}=\mathbf{B}_{2}=\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right], \quad \mathbf{B}_{3}=\mathbf{B}_{4}=\left[\begin{array}{cc}
-1 & -1 \\
0 & 1
\end{array}\right] \\
& \mathbf{B}_{5}=\mathbf{B}_{6}=\left[\begin{array}{cc}
1 & 1 \\
-1 & 0
\end{array}\right], \quad \mathbf{B}_{7}=\mathbf{B}_{8}=\left[\begin{array}{cc}
-1 & 1 \\
-1 & 0
\end{array}\right] \tag{25.23}
\end{align*}
$$

A detailed stage-by-stage analysis of the BDFB structure is presented in Refs. [2,11]. Here, we analyze the BDFB by collapsing the tree structure into the $M$-channel parallel structure shown in Figure 25.8. Using the multirate identity that states "downsampling by $\mathbf{M}$ followed by $H(\omega)$ is equivalent to $H\left(\mathbf{M}^{\mathrm{T}} \omega\right)$ followed by downsampling by $\mathbf{M}$," it is possible to migrate all the filters in the tree structure to the left and the downsampling operations to the right of the tree structure. For instance, for an eight-band BDFB, the overall analysis filters are given by

$$
\begin{equation*}
G_{\ell}(\omega)=F_{j}(\omega) F_{k}\left(\mathbf{Q}_{1}^{\mathrm{T}} \boldsymbol{\omega}\right) F_{m}\left(\mathbf{U}_{i}^{\mathrm{T}} \mathbf{Q}_{2}^{\mathrm{T}} \mathbf{Q}_{1}^{\mathrm{T}} \boldsymbol{\omega}\right) \tag{25.24}
\end{equation*}
$$

where

$$
\begin{aligned}
& j, k, m \in\{0,1\} \\
& i \in\{1,2,3,4\} \\
& \ell=1,2, \ldots, 8
\end{aligned}
$$

Looking at the tree structure as a binary tree, we have $\ell=j+2 k+4 m+1$. The multiplication of the three frequency responses in Equation 25.24 results in the filters $G_{\ell}(\omega)$ with the wedge-shaped passbands


FIGURE 25.8 Parallel implementation of a maximally decimated eight-band DFB. Note that $\left|\operatorname{det}\left(\mathbf{D}_{i}\right)\right|=8$.




FIGURE 25.9 Illustration of the synthesis of wedge passband for an eight-band DFB. The wedge support is obtained by taking the product of the frequency responses as described by Equation 25.24.
shown in Figure 25.6d. As an illustration, Figure 25.9 shows graphically how the cascade of filters depicted in Equation 25.24 produces a wedge-shaped passband. The fan-shaped support for $F_{0}(\omega)$ and $F_{1}(\omega)$ is rotated, skewed, or scaled according to the resampling operations indicated by Equation 25.24. Analogous operations can be implemented to generate the remaining wedge filters.

Viewing the analysis tree structure as a parallel form structure, the eight-band BDFB has overall downsampling matrices given by

$$
\begin{equation*}
\mathbf{D}_{\ell}=\mathbf{Q}_{1} \mathbf{Q}_{2} \mathbf{U}_{i} \mathbf{Q}_{3} \mathbf{B}_{i} \tag{25.25}
\end{equation*}
$$

for $\ell=1,2, \ldots, 8$ and $i=\left\lceil\frac{\ell}{2}\right\rceil$. This implies that $\mathbf{D}_{2 i-1}=\mathbf{D}_{2 i}$. It is easy to show that $\mathbf{D}_{\ell}$ is diagonal with one of the following values:

$$
\mathbf{C}_{1}=\left[\begin{array}{ll}
2 & 0  \tag{25.26}\\
0 & 4
\end{array}\right] \quad \text { and } \quad \mathbf{C}_{2}=\left[\begin{array}{ll}
4 & 0 \\
0 & 2
\end{array}\right] .
$$

We can conclude three things from the above result:

1. Decimation ratio for all channels is $\left|\operatorname{det}\left(\mathbf{C}_{1}\right)\right|=\left|\operatorname{det}\left(\mathbf{C}_{2}\right)\right|=8$, giving us a maximally decimated system as expected.
2. Since the $\mathbf{D}_{\ell}$ matrices are diagonal, the corresponding sampling grids and fundamental parallepipeds are rectangular. We should note that this is a consequence of the judicious selection of the unimodular matrices $\mathbf{U}_{i}$ and $\mathbf{B}_{i}$. Having the data lie on a rectangular lattice makes further processing easier.
3. Half of the bands $(\ell=1,2,3,4)$ are subsampled by two in the horizontal direction and by four in the vertical direction. The remaining bands $(\ell=5,6,7,8)$ have the opposite structure.

For brevity we focussed on the analysis stage of the BDFB in our discussion. However, it should be noted that the same multirate concepts can be applied to the synthesis stage in an analogous manner.

The generation of BDFBs with $16,32, \ldots, 2^{N}$ subbands is achieved by replicating the third stage in Figure 25.7. For an $N$-stage BDFB, the subbands will have an overall downsampling matrix given by

$$
\mathbf{C}_{1}=\left[\begin{array}{cc}
2 & 0 \\
0 & 2^{N-1}
\end{array}\right] \quad \text { or } \quad \mathbf{C}_{2}=\left[\begin{array}{cc}
2^{N-1} & 0 \\
0 & 2
\end{array}\right]
$$

In summary, we have shown how to construct directional filters using multirate operations and FFBs as building blocks. In Section 25.5, we show how to design the FFB filters, $F_{0}(\omega)$ and $F_{1}(\omega)$.

### 25.5 Design of 2-D Two-Channel Fan Filter Banks

Filter banks are usually designed to either satisfy aliasing-cancelation (AC) or perfect-reconstruction (PR) constraints in addition to the usual frequency response specifications. For the 2-D case, a commonly used approach for filter bank design is to derive separable filters from a 1-D systems. The typical consequence of separable filter banks is rectangular tilings of the frequency plane. Implementations of multidimensional filter banks for nonrectangular filters have been reported in the literature [ $8,9,12-15,58,59]$. However, the resulting filters are, in general, nonseparable and require a high order to achieve good frequency selectivity. A more efficient approach is to use low-complexity FFBs. FFBs can be designed using the change-of-variable method, which involves a 1-D to 2-D mapping. Similar to separable implementations, we can take advantage of well-known 1-D filter bank design techniques. The resulting filter banks have efficient polyphase implementations that only require separable filtering operations.

### 25.5.1 FFB Design Using 1-D Quadrature Mirror Filters

Thus far, the BDFB theory has been developed using filters with ideal frequency responses. In practice, one designs the FFB filters to meet either AC or PR constraints while approximating good passband characteristics. Designing 2-D filter banks with diamond, fan, and other 2-D geometries has been studied by several authors [9,15-17,59,60] where different alias-free and PR 2-D filter banks have been proposed. Bamberger's approach [2] was different in that he presented a design method for FIR PR nonseparable systems using McClellan transformations. In addition, he generalized the change-of-variables scheme introduced by Ansari [18] to produce Quadrature Mirror Filter (QMF) finite impulse response (FIR) and infinite impulse response (IIR) implementations, which provides an efficient polyphase implementation. A drawback of this scheme is that the FIR implementations are not PR. More recently, Rosiles and Smith $[19,20]$ reported the use of the ladder-based filter banks [16,17] to implement the BDFB with FIR PR filters. Ladder networks also have an efficient implementation and consequently are attractive. In this section, we discuss the QMF and ladder structure implementation of the FFB.


FIGURE 25.10 Ideal checkerboard magnitude responses needed for the generation of the FFB using 1-D QMFs.
The development that follows starts with the design of 2-D diamond filter banks. This system consists of two filters $H_{0}\left(\omega_{0}, \omega_{1}\right)$ and $H_{1}\left(\omega_{0}, \omega_{1}\right)$ with complementary diamond passband/stopband regions, as shown in Figure 25.5. Fan-shaped filters are obtained by a modulation operation, which in the frequency domain is expressed by $F_{0}\left(\omega_{0}, \omega_{1}\right)=H_{0}\left(\omega_{0}-\pi, \omega_{1}\right)$ and $F_{1}\left(\omega_{0}, \omega_{1}\right)=H_{1}\left(\omega_{0}-\pi, \omega_{1}\right)$.

The change-of-variables design method $[2,18]$ requires the availability of a 2-D filter $C_{0}\left(\omega_{0}, \omega_{1}\right)$ with checker board geometry and the complementary filter $C_{1}\left(\omega_{0}, \omega_{1}\right)$. The required passbands and stopbands are shown in Figure 25.10. To achieve the desired filter geometries, the sampling matrix $\mathbf{M}$ with the corresponding FPD is used to apply the following change of variables in the frequency domain

$$
\left[\begin{array}{c}
\omega_{0}^{\prime}  \tag{25.27}\\
\omega_{1}^{\prime}
\end{array}\right]=\frac{\mathbf{Q}^{\mathrm{T}}}{|\operatorname{det}(\mathbf{Q})|}\left[\begin{array}{l}
\omega_{0} \\
\omega_{1}
\end{array}\right]
$$

For the case of diamond (and fan) filters, the quincunx matrix $\mathbf{Q}$ provides the appropriate mapping, which simplifies to $\omega_{0}^{\prime}=\left(\omega_{0}+\omega_{1}\right) / 2$ and $\omega_{1}^{\prime}=\left(\omega_{1}-\omega_{0}\right) / 2$. In the $z$-domain, we can express the change of variables as*

$$
\begin{equation*}
z_{0} \rightarrow z_{0}^{\frac{1}{2}} z_{1}^{\frac{1}{2}} \quad \text { and } \quad z_{1} \rightarrow z_{0}^{-\frac{1}{2}} z_{1}^{\frac{1}{2}} \tag{25.28}
\end{equation*}
$$

We should note that this scheme is general and works for other sampling matrices. The effect of the change of variables is to scale, rotate, and skew the passband regions of $C_{0}\left(\omega_{0}, \omega_{1}\right)$ and $C_{1}\left(\omega_{0}, \omega_{1}\right)$ to obtain the desired geometries.

To design an FFB with an efficient implementation, select a pair of 1-D prototypes that satisfy the QMF relationship

$$
\begin{equation*}
H_{0}(z)=H_{1}(-z) \tag{25.29}
\end{equation*}
$$

It is well known that the polyphase representation for these filters is

$$
\begin{align*}
& H_{0}(z)=E_{0}\left(z^{2}\right)+z^{-1} E_{1}\left(z^{2}\right) \\
& H_{1}(z)=E_{0}\left(z^{2}\right)-z^{-1} E_{1}\left(z^{2}\right) \tag{25.30}
\end{align*}
$$

[^63]It is easy to see that the checker board filters from Figure 25.10 can be designed from the 1-D prototypes using separable filtering operations. In the $z$-domain this is expressed as

$$
\begin{align*}
& C_{0}\left(z_{0}, z_{1}\right)=H_{0}\left(z_{0}\right) H_{0}\left(z_{1}\right)+H_{0}\left(-z_{0}\right) H_{0}\left(-z_{1}\right)=2\left[E_{0}\left(z_{0}^{2}, z_{1}^{2}\right)+z_{0}^{-1} z_{1}^{-1} E_{1}\left(z_{0}^{2}, z_{1}^{2}\right)\right], \\
& C_{1}\left(z_{0}, z_{1}\right)=H_{0}\left(z_{0}\right) H_{1}\left(z_{1}\right)+H_{0}\left(-z_{0}\right) H_{1}\left(-z_{1}\right)=2\left[E_{0}\left(z_{0}^{2}, z_{1}^{2}\right)-z_{0}^{-1} z_{1}^{-1} E_{1}\left(z_{0}^{2}, z_{1}^{2}\right)\right] . \tag{25.31}
\end{align*}
$$

The 2-D polyphase filters are defined as

$$
\begin{align*}
& E_{0}\left(z_{0}, z_{1}\right)=E_{0}\left(z_{0}\right) E_{0}\left(z_{1}\right),  \tag{25.32}\\
& E_{1}\left(z_{0}, z_{1}\right)=E_{1}\left(z_{0}\right) E_{1}\left(z_{1}\right) .
\end{align*}
$$

Finally, the diamond filters are obtained by applying the change of variables in Equation 25.28 to $C_{0}\left(z_{0}, z_{1}\right)$ and $C_{1}\left(z_{0}, z_{1}\right)$. This step produces the geometric transformation on the checkerboard support to obtain the desired diamond support filters. In the frequency domain, we have

$$
\begin{align*}
& H_{0}(\boldsymbol{\omega})=E_{0}\left(\mathbf{Q}^{\mathrm{T}} \boldsymbol{\omega}\right)+e^{-j \boldsymbol{\omega}^{\mathrm{T}} \mathbf{k}_{1}} E_{1}\left(\mathbf{Q}^{\mathrm{T}} \boldsymbol{\omega}\right), \\
& H_{1}(\boldsymbol{\omega})=E_{0}\left(\mathbf{Q}^{\mathrm{T}} \boldsymbol{\omega}\right)-e^{-j \boldsymbol{\omega}^{\mathrm{T}} \mathbf{k}_{1}} E_{1}\left(\mathbf{Q}^{\mathrm{T}} \boldsymbol{\omega}\right), \tag{25.33}
\end{align*}
$$

where $\mathbf{Q}$ is the quincunx matrix and $k_{1}=[10]^{\mathrm{T}}$. These expressions are similar to those of Equation 25.30 for the 1-D case, implying that the filters are implementable in the polyphase domain. Moreover, the 2-D polyphase components are separable, providing a 2-D structure with low computational complexity. The resulting two-channel analysis structure is shown in Figure 25.11. The corresponding synthesis stage is analogous.
For the 1-D prototype $H_{0}(z)$, one can use the Johnston QMFs [21], which are aliasing-free but not PR. Another choice is to use the IIR linear phase filters proposed by Smith and Eddins in Ref. [22]. These filters have the form

$$
\begin{equation*}
H_{0}(z)=\frac{b_{0}+b_{1} z^{-1}+b_{2} z^{-2}+b_{2} z^{-3}+b_{1} z^{-4}+b_{0} z^{-5}}{a_{0}+a_{1} z^{-2}+a_{0} z^{-4}} \tag{25.34}
\end{equation*}
$$

and can achieve exact reconstruction. The IIR filters are noncausal, but can be used for the case of finite length signals (like images), using forward and backward difference equations. Moreover, the implementation is very efficient, requiring only 5.1 multiplies and 5.6 adds per output sample, while achieving similar passband characteristics to that of the 32 tap Johnston QMF.

To construct fan filters, we apply the change of variables $z_{0} \rightarrow-z_{0}$ in $H_{0}\left(z_{0}, z_{1}\right)$ and $H_{1}\left(z_{0}, z_{1}\right)$ to induce a shift by $\pi$ along the $\omega_{0}$-axis. Thus "off-the-shelf" QMFs can be used to generate high-quality


FIGURE 25.11 Efficient polyphase domain implementation of diamond filter bank. The filtering operations are separable.
fan filters. Similarly these QMFs can be applied in successive stages as discussed previously to produce directional filters. To illustrate this point, four directional filters are shown in Figure 25.12. These filters were designed using the Johnston 32D QMF, and are the constituent filters of the eight-band BDFB. Such filter banks can be used to decompose images, an example of which is shown in Figure 25.13.


FIGURE 25.12 Examples of magnitude responses of the actual wedge filters constructed with the Johnston 32D FIR filters.


FIGURE 25.12 (continued)

### 25.5.2 BDFB Design Using Ladder Structures

Ladder structures (also known as lifting schemes [23]) are flexible structures for implementing filter banks and discrete wavelet transforms. The construction of wavelets is achieved by cascading simple filtering elements successively in ladder steps. The PR property is imposed structurally without the explicit need to meet the conditions used in the early PR filter bank design methodology. The construction of biorthogonal systems using ladder networks has been reported in various articles [23-25].


FIGURE 25.13 Example of an eight-band BDFB using a test image with localized directional structure.

Additionally, ladder structures allow straightforward implementation of nonlinear filter banks like integer-to-integer wavelet transforms [26], and adaptation to irregular sampling grids [27].

In this section, ladder structures are used as the framework for the design of digital fan-shaped filters. These structures have been explored for 2-D and multidimensional filter bank implementations [16,17,24,25,28], where the design method involves transforming a 1-D filter to a 2-D filter with a simple mapping. This 1-D to 2-D mapping was introduced by Kim and Ansari [61] and Phoong et al. [16] in the context of a two-stage ladder structure and was extended to a three-stage structure by Ansari et al. [17]. The three-stage design was shown to improve the control of filter frequency responses.

To begin, consider the 1-D case. The 1-D system is designed by constructing the analysis polyphase matrix as the product of ladder steps given by

$$
\mathbf{E}(z)=\left[\begin{array}{cc}
1 & 0  \tag{25.35}\\
-p_{2} \beta_{2}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & z p_{1} \beta_{1}(z) \\
0 & 1 /(1+p)
\end{array}\right]\left[\begin{array}{cc}
p_{0} & 0 \\
-p \beta_{0}(z) & 1
\end{array}\right]
$$

which generates the analysis filters

$$
\begin{equation*}
H_{0}(z)=p_{0}+p_{1} z \beta_{1}\left(z^{2}\right) A(-z) \quad \text { and } \quad H_{1}(z)=A(-z)-p_{2} H_{0}(z) \beta_{2}\left(z^{2}\right) \tag{25.36}
\end{equation*}
$$

where

$$
\begin{equation*}
A(z)=\frac{\left(1+z \beta_{0}\left(z^{2}\right)\right)}{1+p} \tag{25.37}
\end{equation*}
$$

and the constants $p_{0}, p_{1}, p_{2}$ are given by $p_{0}=p_{1}=(1+p) / 2$ and $p_{2}=(1-p) /(1+p)$.
This 1-D filter bank structure is illustrated graphically in Figure 25.14. The inherent structure associated with ladder filters implies that the filter bank is biorthogonal and consequently the relationship between the analysis and synthesis filters is given by

$$
\begin{equation*}
G_{0}(z)=-z^{-1} H_{1}(-z), \quad G_{1}(z)=z^{-1} H_{0}(-z) \tag{25.38}
\end{equation*}
$$

where
$H_{0}(z)$ and $H_{1}(z)$ are the analysis filters
$G_{0}(z)$ and $G_{1}(z)$ are the synthesis filters


FIGURE 25.14 Analysis-synthesis ladder structure with three ladder steps, as proposed in Ref. [17].

It is easy to show that $H_{0}(z)$ and $G_{0}(z)$ are halfband filters. In order to obtain ideal lowpass filters, the following condition for the $\beta_{i}(z)$ functions must be met

$$
\beta_{i}\left(e^{j 2 \omega}\right)=\left\{\begin{array}{lll}
e^{j(-2 N+1) \omega} & \text { for } & 0 \leq \omega \leq \pi / 2,  \tag{25.39}\\
-e^{j(-2 N+1) \omega} & \text { for } & \pi / 2<\omega \leq \pi,
\end{array}\right.
$$

which implies $\beta_{i}\left(e^{j \omega}\right)$ has allpass behavior. An FIR solution that approximates Equation 25.39 is obtained by designing an even length, linear phase function with a magnitude response optimized to approximate unity. This is a very simple requirement that can be satisfied with widely available filter design algorithms. It is possible to design the $\beta_{i}(z)$ filters separately or to choose the same function by making $\beta(z)=\beta_{1}(z)=\beta_{2}(z)=\beta_{3}(z)$, which significantly simplifies the design procedure. We note that $H_{0}(z)$ and $H_{1}(z)$ inherit the linear phase property of $\beta(z)$. Analysis filters obtained by approximating $\beta_{i}(z)$ using the Parks-McClellan algorithm with $L=8$ are shown in Figure 25.16a. Additionally, these design constraints can be met by IIR designs, however here we focus on the FIR case [16].

Maximally flat 1-D ladder filters can be obtained using the closed-form Lagrange formula

$$
\begin{equation*}
v_{k}=\frac{(-1)^{N-k-1} \prod_{i=0}^{2 N}(N+1 / 2-i)}{2(N-k)!(N-1+k)!(2 k-1)}, \tag{25.40}
\end{equation*}
$$

where
$N=L / 2$ is the half length of $\beta(z)$
$\beta_{N-k}=\beta_{N+k-1}=v_{k}$ for $k=1,2, \ldots, N$
The maximally flat design method is relevant for the generation of regular biorthogonal wavelets.
For our purposes, the most attractive feature of ladder structures is the implementation of 2-D FFBs using a simple 1-D to 2-D change of variables. This transformation reported in Ref. [16] is applied to the entries of $\mathbf{E}(z)$ expressed in terms of lifting steps. First, the 1-D transfer function $\beta(z)$ is replaced with the


FIGURE 25.15 Ladder structure for the implementation of a 2-D two-channel biorthogonal analysis filter bank.
separable 2-D transfer function $\beta\left(z_{0}\right) \beta\left(z_{1}\right)$. Then, the 1-D delays $z^{-1}$ are replaced with the 2-D delays $z_{0}^{-1} z_{1}^{-1}$. The resulting 2-D filters $H_{0}\left(z_{0}, z_{1}\right)$ and $H_{1}\left(z_{0}, z_{1}\right)$ have diamond-shaped support. In order to obtain the fan-shaped filters $F_{0}\left(z_{0}, z_{1}\right)$ and $F_{1}\left(z_{0}, z_{1}\right)$ the diamond filters are modulated by $\pi$ letting $z_{0} \rightarrow-z_{0}$. Following this procedure, the three-stage ladder structure from Figure 25.14 is transformed to the 2-D structure in Figure 25.15. The 2-D fan filter responses $\left|F_{0}\left(z_{0}, z_{1}\right)\right|$ and $\left|F_{1}\left(z_{0}, z_{1}\right)\right|$ obtained with this transformation are presented in Figure 25.16 using the same $\beta(z)$ function for all ladder stages.

An important property of this FFB implementation is its low computational complexity. The filtering operations can be implemented in the polyphase domain and only involve separable operations. Moreover since $\beta(z)$ is even length with linear phase, the number of multiplies per output is half the length of $\beta(z)$.

As in Section 25.5.1, the tree-structured BDFB from Figure 25.7 can be realized as a three-stage ladder FFB. The biorthogonal property is preserved by the $1-\mathrm{D}$ to $2-\mathrm{D}$ mapping and the resulting BDFBs have the attractive properties that (1) PR is achieved for FIR systems, (2) the filtering is separable in the polyphase domain and hence is efficient, (3) the 2-D filter quality can be controlled by a single function, (4) any 1-D filter design technique can be employed to generate $\beta(z)$, and (5) any set of


FIGURE 25.16 Magnitude response of the analysis fan filters obtained with a three-stage ladder structure. (a) Lowpass and highpass 1-D filter prototypes.


FIGURE 25.16 (continued) (b) and (c) Corresponding 2-D fan shaped filters.
biorthogonal wavelet filters can be used to implement the BDFB by factoring them into ladder steps and applying the 1-D to 2-D mapping.

### 25.6 Undecimated Directional Filter Bank

In many applications like pattern recognition and image enhancement, shift invariance is considered an important property. To achieve shift invariance the subbands cannot be maximally decimated. In the case of the 2-D discrete wavelet transform (DWT), shift invariance is achieved by removing the downsampling operations from the filter bank structure. This is the so-called undecimated DWT. It can be shown that PR can still be preserved under conditions of partial decimation and in the complete
absence of decimation [29]. While the undecimated representation is shift invariant, the coefficients are not decorrelated anymore. Thus, there is a trade-off.
For a number of applications it is desirable to have an undecimated version of the BDFB. A shiftinvariant BDFB can be obtained from Figure 25.8 by removing the downsampling matrices $D_{\ell}$ and using the filters $G_{\ell}(\omega)$ as defined by Equation 25.24. This undecimated BDFB has a high computational cost since the filters are nonseparable and, in order to achieve good frequency selectivity, filters generally need to have order of $120 \times 120$ or higher. Although frequency domain implementations are possible, the boundary effects are more difficult to control.

Fortunately, there are ways to address efficiency. The BDFB tree structure from Figure 25.7 can be modified to obtain an UDFB. The derivation of the UDFB is explained in detail in Refs. [20,30]. The UDFB is obtained from the BDFB through the use of multirate identities and results in a modified tree structure. To illustrate this, the UDFB tree structure for the eight-band case is shown in Figure 25.19. In this case two building blocks are needed, the undecimated FFB (UFFB) and an undecimated checkerboard filter bank (UCFB). The UCFB is a two-channel structure with the complementary passbands and stopbands as shown in Figure 25.17.

For additional efficiency the UFFB can be implemented in a ladder structures as shown in Figure 25.18 where

$$
\mathbf{Q}=\left[\begin{array}{cc}
-1 & 1 \\
1 & 1
\end{array}\right]
$$

The UCFB is obtained from the UFFB structure by simply removing the resampling operations in Figure 25.18. This relationship has been described in Ref. [18] where fan filters are derived from checkerboard


FIGURE 25.17 Ideal magnitude responses for the two-channel UCFB.


FIGURE 25.18 Ladder structure implementation for the UFFB.


FIGURE 25.19 Implementation of an eight-band UDFB using a tree structure with UFFBs and UCFBs.
filters by a change-of-variables transformation. Finally, the filtering operations in Figure 25.18 remain separable and the $\beta_{i}(z)$ functions are changed to $\beta_{i}\left(z^{2}\right)$, which implies that each function has been upsampled by a factor of 2 . As a result, low computational complexity of the BDFB is retained in the undecimated case.

The overall UDFB tree structure is shown in Figure 25.19. Similar to the maximally decimated case, it is possible to generate a $2^{N}$-band UDFB by cascading UFFB and UCFB structures. The eight-band UDFB is implemented with a UFFB in the first stage and UCFBs in the remaining stages. UFFBs could be used in the third stage, but UCFBs are more efficient. As before, the third stage requires the use of unimodular resampling matrices $\mathbf{U}_{i}$. A possible set of matrices is given by

$$
\mathbf{U}_{1}=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right], \quad \mathbf{U}_{2}=\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right], \quad \mathbf{U}_{3}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], \quad \mathbf{U}_{4}=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right]
$$

Finally, the matrices $\mathbf{B}_{i}$ are used in order to reestablish a rectangular sampling geometry. In this case $\mathbf{B}_{i}=\mathbf{U}_{i}^{-1}$. An example of an eight-band UDFB decomposition is shown in Figure 25.20. Note that all the subbands have the same size and that the decomposition is shift invariant.

### 25.7 Bamberger Pyramids

Other image decompositions like the 2-D DWT, the steerable pyramid [31], the complex-valued wavelet transform [32], and 2-D Gabor representations [33,34] separate information across different resolutions as well as directions. This multiresolution (MR) process could be an implicit part of the decomposition (e.g., the DWT), or could be implemented as a separate structure (e.g., the steerable pyramid [31]). In the latter case, we say that the decomposition is polar-separable, implying that a radial frequency decomposition (i.e., a pyramid) is performed independently of the angular decomposition.


FIGURE 25.20 Example of an eight-band UDFB decomposition.

Given that many problems of interest in image processing and image analysis require MR directional analysis, extending the theory of the BDFB to polar-separable representations is desirable. As it turns out polar-separable versions of the BDFB and UDFB can be constructed and are straightforward to derive.

Different types of radial pyramids can be considered [30], but here we focus on a couple of examples associated with the BDFB. The simplest Bamberger pyramid consists of a "lowpass-highpass" decomposition. The image is first filtered with a lowpass filter $L_{\omega_{\mathrm{c}}}\left(z_{0}, z_{1}\right)$ with cutoff frequency $\omega_{\mathrm{c}}$. A high frequency component is obtained by subtracting the filtered version from the original image. The resulting high frequency channel is decomposed into directional subbands using the BDFB or the UDFB, depending on the application.

Another straightforward Bamberger pyramid can be formed by combining a $J$-level Laplacian pyramid with the BDFB [4,30]. The analysis structure is presented in Figure 25.21. At the high- and midfrequency levels the subbands can be processed with the BDFB . If required, the UDFB can be used in


FIGURE 25.21 Bamberger pyramid using the Laplacian pyramid structure combined with the BDFB.


FIGURE 25.22 Comparison of the frequency plane partitioning of the 2-D separable DWT (a) and the proposed directional pyramids (b).
place of the BDFB. More generally the directional decomposition can be designed independently at each resolution. For instance, the number of subbands and the order of the $\beta_{i}(z)$ filters can be chosen independently. Since the polar components of Bamberger pyramids are invertible, it is easy to see that the overall system is PR .
For the maximally decimated case, the Laplacian-BDFB structure increases the data by approximately a factor of $\frac{4}{3}$. For the cases where the UDFB is used, the increase in data is significantly larger. For the case where all radial bands are decomposed into an $N$-band UDFB, the data increase is given by a factor of $\frac{4 N}{3}$. Where shift invariance is needed at all resolutions and orientations, we can remove all downsampling operations from the Laplacian pyramid and modify the lowpass kernels resulting in $H_{0}\left(z_{0}^{j}, z_{1}^{j}\right)$ and $G_{0}\left(z_{0}^{j}, z_{1}^{j j}\right)$ at each resolution level, where $j=0,1, \ldots, J-1$. When combined with the BDFB, the resulting Bamberger pyramid is overcomplete by a factor of $J$. If the UDFB is used, the data increases by a factor of $N(J-1)+1$.

A comparison of the frequency plane partitioning obtained with the Bamberger pyramids described above and the traditional separable 2-D DWT (and its undecimated version) is shown in Figure 25.22. The 2-D DWT has limited angular sensitivity (mixed-diagonal, horizontal, and vertical directions), while Bamberger pyramids can have $2^{N}$ directional subbands.

### 25.8 Applications

The BDFB has proven to be a useful tool for different problems in image processing and analysis. In this section, we present a summary of different applications reported in the literature. Detailed development and discussion is out of the scope of this work and can be obtained from the references.

### 25.8.1 Texture Analysis and Segmentation

Texture is an important characteristic present in many images that often contains useful information, which can be exploited in analysis applications. Multichannel methods are among the best in exploiting texture information and include Gabor decompositions, DCTs, DSTs, wavelets, wavelet packets, and dual-tree complex wavelets [35-37]. Decompositions based on the BDFB provide some of the best results for texture classification and segmentation reported in the literature [5,19,30,38,39].

Texture information is distributed across different scales and orientations according to the structural and statistical properties of the image and thus useful texture components can often be separated with a multichannel transform. A simple way to obtain a texture characterization is to measure the subband energies and form a feature vector $\mathbf{f}$. Such feature vectors can be used in combination with a classifier or clustering algorithm for recognition or segmentation.

In texture classification the objective is to assign an unknown texture sample to a particular class within a set of known texture classes. The Bayes minimum distance classifier has been used extensively in texture classification $[29,35,38,40,41]$. This classifier is a supervised scheme that requires the estimation of the mean feature vector and feature covariance matrix for each class. The BDFB was evaluated for texture classification using the Brodatz data set [42] and the methodology described in Ref. [35]. BDFBbased classifiers provide some of the best results for this data set, achieving $99.62 \%$ correct classification using 10 features [30,38]. The BDFB results are comparable to the tree-structured wavelet transform and discrete sine transform reported as the best performers in Ref. [35].

In practice, classification systems have to deal with geometrical distortions like rotation. For this problem, rotation-invariant features can be attractive. Multichannel decompositions that split the frequency plane into directionally selective channels can achieve rotation invariance using a DFTencoding step $[39,43,44]$. In this approach, a feature vector $\mathbf{f}$ is formed from the set of directional subbands at each resolution. Then, a DFT is computed for the features at each resolution separately. The resulting DFT coefficients are grouped in a vector $F$. A rigid texture rotation is encoded in $\mathbf{f}$ as a circular shift which in $\mathbf{F}$ is encoded as a complex exponential factor. A rotation-invariant feature set is obtained by taking the magnitude of $\mathbf{F}$ and discarding half of its components.

For instance, in Ref. [38] a Bamberger pyramid is used as the front end of a rotation-invariant classification system. The pyramid consists of an undecimated $J$-level Laplacian pyramid and an $N$-band BDFB which achieve the frequency plane partitioning shown in Figure 25.22b. A rotationinvariant feature set is obtained after applying DFT encoding to each pyramid resolution separately. Using the Bayes distance classifier, the system was tested with the data set introduced by Haley and Manjunath [41], which consists of 13 texture classes, each scanned at rotations of $0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, 120^{\circ}$, and $150^{\circ}$. The BDFB-based system obtained correct classification rates of $96.96 \%$ with 15 features. These results compare favorably with those reported by Haley and Manjunath [41] using a class of 2-D analytic Gabor wavelets; in their system they achieve $96.8 \%$ correct classification using a feature vector with 204 components.

Multichannel schemes have also been applied to texture segmentation. In this case a feature vector is used for each pixel in order to capture the local rather than global texture cues. A generic segmentation system is presented in Figure 25.23. The nonlinear operations are used as limiters that control the presence of outliers. For each spatial location $(n, m)$ the local energy is estimated across all subbands. A weighted sum of squared coefficients is typically used in this step, usually composed of a squaring operation followed by a Gaussian smoothing operator. The local energy estimates are then grouped to form feature vectors. In the final step, a classifier is used to produce a segmentation map that assigns a label to each $(n, m)$ location. Bamberger pyramids are well suited for this purpose [19,30]. A segmentation example is presented in Figure 25.24 that corresponds to an undecimated Bamberger pyramid with a redundancy factor of $J N$ where $J=4$ and $N=8$. The learning vector quantization (LVQ) algorithm from Kohonen [45] was selected as the classifier following the work in Ref. [36]. The segmentation error


FIGURE 25.23 Classical segmentation system based on multichannel filtering.


FIGURE 25.24 Example of texture segmentation using Bamberger pyramids. (a) Five texture mixture. (b) Segmentation map identifying the five texture classes. (c) Segmentation error, localized mainly along the texture boundaries.
for this example is $4.67 \%$. A comparative study [30] showed that on average Bamberger pyramids provide the best performance compared to other multichannel decompositions like the DCT, DWT, undecimated uniform filter banks [36], and the DT-CWT [37].

### 25.8.2 Image Denoising Using Bamberger Pyramids

Denoising is a popular application in which wavelets have been employed. The goal in denoising is to enhance the quality of an image that has been contaminated by additive noise, often assumed to be Gaussian white noise. The basic wavelet denoising procedure consists of first decomposing the noisy image into subbands, after which each subband is processed by a subband-specific nonlinearity. In the last step, the processed subbands are recombined in a synthesis transform to reconstruct a noise
suppressed version of the noisy original. Since the forward and inverse transforms amount to an identity system, it is evident that the noise suppression can be directly attributed to the nonlinear operations performed on the subbands.

Typically, the nonlinearity is a shrinking or coring operation which takes a subband coefficient and modifies its magnitude. Small coefficients tend to be suppressed and large coefficients maintain their values. A commonly used operator for images is soft thresholding, whereby a subband coefficient $x\left(n_{0}, n_{1}\right)$ is modified to $\hat{x}\left(n_{0}, n_{1}\right)=\operatorname{sgn}\left(x\left(n_{0}, n_{1}\right)\right)\left(\left|x\left(n_{0}, n_{1}\right)\right|-T\right)$ when the coefficient magnitude is greater than $T$, and the coefficient is set to zero otherwise. The value of the threshold is set explicitly within each subband or adapted individually to each coefficient based on some criterion, such as energy or statistical characteristics [46,47].

This approach was first explored with maximally decimated filter banks and later with undecimated transforms. It turns out that better results are generally achieved with undecimated (shift-invariant) decompositions.
Since the Bamberger pyramid, whose decomposition is shown in Figure 25.22, provides both radial and angular subband resolution, one might imagine that it would perform well in a denoising application [47,48]. In fact such is the case as shown by the comparisons in Figure 25.25. Bamberger pyramids can provide better directional selectivity across resolutions along with shift invariance when the UDFB is used. Shown in Figure 25.25 c is the denoising result for an undecimated Bamberger pyramid with frequency plane partitioning similar to the Steerable pyramid [31]. The midband pyramid levels in this particular system are decomposed with an eight-band UDFB.

For threshold selection, the spatially adaptive wavelet thresholding (SAWT) algorithm [46] was used, where a threshold is computed for each subband coefficient using local statistics under a Bayesian framework.


FIGURE 25.25 Denoising results using Lenna (a) Image with additive white Gaussian noise with $\sigma=22.5$. (b) Denoised image using the UDWT. (c) Denoised image using Bamberger pyramids.

Also considered is a similar system using the undecimated DWT (UDWT) instead of the UDFB. The denoised image from the DWT system is shown in Figure 25.25b. Both the DWT and DFB systems have good performance as can be seen in contrast to the original image with visible additive noise shown in Figure 25.25 a. Both UDWTs and DFBs are good choices for denoising applications.

### 25.8.3 Fingerprint Enhancement and Recognition

The analysis of fingerprint images can be a challenging problem. The obvious goal is to identify a fingerprint image as belonging to a particular individual from among a huge set of candidates. DFBs can play a role in the recognition process. Park et al. [49] proposed a new image-based fingerprint matching method that is robust to diverse rotations and translations of an input fingerprint. This scheme does not require minutiae extraction, as is the typical approach. Rather, the scheme of Park represents the fingerprint in terms of directional energies. The area within a certain radius around a reference point is used as a region of interest (ROI) for feature extraction. Fingerprint features are then extracted from the ROI using the BDFB. More specifically, the ROI for each subband is divided into blocks and directional energy values are calculated for each block. Only the blocks with dominant energy are retained, while the rest of the directional energies are set to zero, which effectively treats them as noise. As part of the matching process, rotational and translational alignments between the input and template are performed through a normalized Euclidean distance. Experimental results reported by Park et al. [49] demonstrate that the proposed DFB method has comparable verification accuracy to the other leading techniques while having faster processing speed and greater robustness to positional variation.

### 25.8.4 Iris Recognition

Another biometric identification system that has received attention in recent years uses iris patterns. The physiological characteristics of the iris provides a biometric difficult to modify or reproduce by synthetic methods. The work pioneered by Daugman [50] generates an iris code based on localized energy measurements of the iris texture using 2-D multiscale directional Gabor filters. As is well known the implementation of Gabor filter banks is computationally expensive and the frequency selectivity is limited. The BDFB has been explored as an alternative to Gabor filter banks. Helen Sulochana and Selvan [51] reported on a system that produces a feature vector from the BDFB subbands by dividing each subband into $9 \times 9$ blocks and calculating the energy from each block. The energies are then thresholded to form a binary iris signature. The BDFB-based system has similar performance to the leading systems, but is less complex and faster.

### 25.8.5 Finite-Field DFBs

BDFBs can also be applied to binary images using binary arithmetic. An important property of the ladder structure is that it allows for a straightforward implementation of nonlinear filter banks with PR. Since ladder steps are added in the analysis and subtracted in lock step in the synthesis, exact reconstruction is preserved regardless of the kind of ladder step operation being performed. Consequently nonlinear operations can be accommodated, such as quantization, rounding, rank order filtering, and so on. For instance, true integer-to-integer wavelet transforms are possible by adding rounding operations after each filtering step.

Since FFBs can be realized with ladder structures, nonlinear BDFBs can be constructed. A particular case of interest is processing bilevel or binary images with binary arithmetic. Randolph and Smith [52] reported on a binary BDFB that produces directional subbands that are also binary. To achieve binary valued subbands, a threshold is applied after filtering by $\beta\left(Z_{0}\right) \beta\left(Z_{1}\right)$ in the two-stage ladder FFB. The threshold maps negative values to zero and positive values to one. All remaining operations in the ladder


FIGURE 25.26 Output of a two-channel binary BDFB. The subbands are binary valued.
structure are implemented using modulo-two arithmetic. An example of the output for a two-channel binary BDFB is shown in Figure 25.26 for a binary version of the image in Figure 25.13.

The binary BDFB has been explored in the context of printed character enhancement and character recognition. Specifically, it has been applied to rotation and scale-invariant character recognition [53] and enhancement of low-resolution documents [54,55].

### 25.8.6 Velocity Selective Filter Banks

Motion analysis is a critical element in video compression, object tracking, computer vision, and situation analysis. Popular approaches for analyzing motion have included optical flow and block matching techniques. An alternative, explored more recently, has been the use of velocity tuning filters where motion is determined by looking at the spatiotemporal distribution of energy along planes in the 3-D frequency domain. As objects move, they trace a trajectory in time captured by their spatial displacement from frame to frame. In Ref. [56], object trajectories have been extracted using a 3-D continuous wavelet transform (CWT). This transform can be tuned to find motion using spatial translation, temporal translation, scale, velocity magnitude, and velocity orientation. Such flexibility comes with a high computational cost. However, velocity selective filter banks (VSFB) have been reported in Refs. [11,57] that provide an attractive alternative to the oversampled CWT. The implementation boils down to a 3-D generalization of the BDFB which requires the use of full-rate or undecimated subbands. The VSFB is spatiotemporally separable meaning that the BDFB is computed for each individual frame and then subbands along a specific orientation across different frames are grouped and processed temporally using the BDFB. The VSFB produces 3-D wedges as depicted in Figure 25.27a. This wedge captures motion for objects moving along the directions over the fixed velocities captured by the temporal aperture of the wedge. The CWT is capable of additionally separating information across scales as shown in Figure 25.27 b . Compared to the CWT, the VSFB is constrained to the speed and position resolutions determined by the number of directional subbands. On the other hand, its computational complexity is an order of magnitude lower than the CWT.


FIGURE 25.27 Comparison of the 3-D frequency supports generated by velocity tuning filters (a) VSFB (b) CWT.

### 25.9 Closing Remarks

DFBs have many properties that are both interesting and important. They can provide decompositions with a wide variety of angular resolutions, the filters can be designed to have good passband characteristics, and they can be designed to have exact reconstruction. Furthermore, DFBs can accommodate a range of decimation factors for the subbands, from maximally decimated to undecimated. This flexibility can be important in applications where either a compact representation is desirable, like image compression, or applications where shift invariance is deemed important, as is the case with image denoising.

This chapter is not intended as a comprehensive review of directional transforms, but rather an overview of the basic multidimensional theory, the DFB tree structure, the design and efficient implementation of the filter bank, and some applications that have been considered. The interested reader seeking a more comprehensive discussion of this material is directed to the references provided at the end of this chapter.
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### 26.1 Introduction

Linear methods that satisfied the principle of superposition dominate current signal processing theory and practice. Linear signal processing is founded in the rich theory of linear systems, and in many applications linear signal processing methods prove to be optimal. Moreover, linear methods are inherently simple to implement, with their low computational cost, perhaps the dominant reason for their widespread use in practice. While linear methods will continue to play a leading role in signal processing applications, nonlinear methods are emerging as viable alternative solutions.

The rapid emergence of nonlinear signal processing algorithms is motivated by the growth of increasingly challenging applications, for instance in the areas of multimedia processing and communications. Such applications require the use of increasingly sophisticated signal processing algorithms. The growth of challenging applications is coupled with continual gains in digital signal processing hardware, in terms of speed, size, and cost. These gains enable the practical deployment of more sophisticated and computationally intensive algorithms. Thus, nonlinear algorithms and filtering methods are being developed and employed to address an increasing share of theoretical problems and practical applications.

A disadvantage of nonlinear approaches is that, unlike their linear counterparts, nonlinear methods lack a unified and universal set of tools for analysis and design. The lack of unifying theory has led to the
development of hundreds of nonlinear signal processing algorithms. These algorithms range from theoretically derived broad filter classes, such as polynomial and rank-order based methods [1-9], to boutique methods tailored to specific applications. Thus the dynamic growth of nonlinear methods and lack of unifying theory makes covering the entirety of such operators in a single chapter impossible. Still, large classes of nonlinear filtering algorithms can be derived and studied through fundamentals that are well founded.

The fundamental approach adopted in this chapter is that realized through the coupling of statistical signal modeling with optimal estimation-based filter development. This general approach leads to a number of well-established filtering families, with the specific filtering scheme realized depending on the estimation methodology adopted and the particular signal model deployed. Particularly amenable to filter development is the maximum likelihood estimation ( $M$-estimation) approach. Originally developed in the theory of robust statistics [10], $M$-estimation provides a framework for the development of statistical process location estimators, which, when employed with sliding observation windows, naturally extend to statistical filtering algorithms.
The characteristics of a derived family of filtering operators depend not only on the estimation methodology upon which the family is founded, but also on the statistical model employed to characterize a sequence of observations. The most commonly employed statistical models are those based on the Gaussian distribution. Utilization of the Gaussian distribution is well founded in many cases, for instance due to the central limit theorem, and leads to computationally simple linear operations that are optimal for the assumed environment. There are many applications, however, in which the underlying processes are decidedly non-Gaussian. Included in this broad array of applications are important problems in wireless communications, teletrafic, networking, hydrology, geology, economics, and imaging [11-15]. The element common to these applications, and numerous others, is that the underlying processes tend to produce more large magnitude observations, often referred to as outliers or impulses, than is predicted by Gaussian models. The outlier magnitude and frequency of occurrence predicted by a model is governed by the decay rate of the distribution tail. Thus, many natural sequences of interest are governed by distributions that have heavier tails (e.g., lower tail decay rates) than that exhibited by the Gaussian distribution. Modeling such sequences as Gaussian processes leads not only to a poor statistical fit, but also to the utilization of linear operators that suffer serious degradation in the presence of outliers.

Couplings, an estimation (filtering) methodology with a statistical model appropriate for the observed sequence, significantly improves performance. This is particularly true in heavy tailed environments. As an illustrative example, consider the restoration of an image corrupted by (heavy tailed) salt and pepper noise. Typical sources of salt and pepper include flecks of dust on the lens or inside the camera, or, in digital cameras, faulty CCD elements. Figure 26.1 shows a sample corrupted image, the results of twodimensional linear and nonlinear filtering, and the true underlying (desired) image. It is clear that the linear filter, unable to exploit the characteristics of the corrupting noise, provides an unacceptable result. On the other hand, the nonlinear filter, utilizing the statistics of the image, provides a very good result. The nonlinear filtering utilized in this example is the median, which is derived to be optimal for certain heavy tailed processes. This appropriate statistical modeling results in performance that is far superior to linear processing, which is inherently based on the processing of light tailed samples.

To formally address the processing of heavy tailed sequences, this chapter first considers sequences of samples drawn from the generalizes Gaussian distribution (GGD). This family generalizes the Gaussian distribution by incorporating a parameter that controls the rate of exponential tail decay. Setting this parameter to 2 yields the standard Gaussian distribution, while for values less than two the GGD tails decay slower than in the standard Gaussian case, resulting in heavier tailed distributions. Of particular interest is the first order exponential decay case, which yields the double exponential, or Laplacian, distribution. The Gaussian and Laplacian GGD special cases warrant particular attention due to their theoretical underpinnings, widespread use, and resulting classes of operators when deployed in an $M$-estimation framework. Specifically, it is shown here that $M$-estimation of Gaussian distributed


FIGURE 26.1 The original figure depicted in (a) is corrupted with transmission noise, the result of which is given in (b). The received image is then processed with (c) linear (mean) and (d) nonlinear (median) filters.
observations samples leads to traditional linear filtering, while the same framework leads to median filtering for Laplacian distributed samples. Thus as linear filters are optimal for Gaussian processes, the median filter and its weighted generalizations are optimal for Laplacian processes. Median type filters are more robust than linear filters and operate more efficiently in impulsive environments, characteristics that result directly from the heavy tailed characteristic of the Laplacian distribution.

Although the Laplacian distribution has a lower rate of tail decay than the Gaussian distribution, extremely impulsive processes are not well modeled as Laplacian. The GGD family, in fact, is limited in its ability to appropriately model extremely impulsive sequences due to the constraint that, while incorporating freedom in the detail decay rate, the tail decay rate is, nonetheless, restricted to be exponential. Appropriate modeling of such sequences is of critical importance, as a wide variety of extremely impulsive processes are observed in practice. Many such sequences arise as the superposition of numerous independent effects. Examples of which include radar clutter, formed as the sum of many signal reflections from irregular surfaces, the received sum of multiuser transmitted signals observed at a detector in a communications problem, the many impulses caused by the contact of rotating machinery parts in electromechanical systems, and atmospheric noise resulting from the superposition of lightningbased electrical discharges around the globe.

The superposition nature of many observed heavy tailed processes has led to the utilization of $\alpha$-Stable distributions as signal models for such processes [16-19]. Indeed, the family of $\alpha$-Stable distributions can be justified by the Generalized Central Limit Theorem [19-25]. Moreover, the distribution family (other than the Gaussian limiting case) possesses algebraic tales, making $\alpha$-Stable modeling of heavy tailed processes more accurate than exponential tailed GGD family modeling. Although an accurate model for many heavy tailed processes, the utility of the $\alpha$-Stable family is limited by the fact that only a single heavy tailed distribution in the family possesses a closed form, namely the Cauchy distribution. Thus heavy-tail focused theories and methods derived from the $\alpha$-Stable family are limited, and based on a single distribution.

To overcome the drawbacks associated with GGD and $\alpha$-Stable based approaches, we present methods derived from a robust extension to $M$-estimation referred to as $L M$-estimation. The $L M$-estimation formulation yields operators that are significantly more robust than traditional (GGD) $M$-estimation based methods. Moreover, $L M$-estimation is statistically related to, and derives its optimality from, the generalized Cauchy density (GCD). Utilization of GCD derived methods is particularly advantageous in that (1) the GCD is a family of distributions possessing algebraic tail decay rates and that (2) they have closed form expressions. Thus like the $\alpha$-Stable family, the GCD is an appropriate model for extremely impulsive phenomena. But in contrast to the $\alpha$-Stable family (and like the GGD), the GCD is a broad family of distributions that can be represented in closed form, thereby presenting a framework from which estimation and filtering procedures can be derived. Thus the GCD combines the advantages of the $\alpha$-Stable and GGD families (accurate heavy tailed modeling and closed form expressions), while eliminating their respective disadvantages.

Much like the Gaussian and Laplacian distributions represent special cases of importance within the GGD, the GCD possesses several special cases that are worthy of thorough investigation. Specifically, we cover in depth the Cauchy and Meridian distribution special cases of the GCD. These distributions are coupled with the $L M$-estimation framework and shown to yield the Myriad and Meridian filtering operations [26-29]. These filtering classes are proven and shown to be significantly more robust than traditional linear, and even median, filtering. Additionally, they contain a free parameter that controls the level of robustness. This degree of freedom allows for a wide array of filtering characteristics including limiting cases that converge to traditional filtering algorithms. Specifically, the (least robust) limiting case of the Myriad filter is the traditional linear filter, while the median filter is the (least robust) limiting case of the Meridian filter. This illustrates the broad range of filtering characteristics exhibited by GCDbased methods and justifies their in-depth coverage within this chapter.

The remainder of the chapter is organized as follows. Section 26.2 introduces $M$-estimation and couples this approach with the GGD signal modeling. Particular attention is given to the Gaussian and Laplacian distribution special cases and the resulting linear and median filtering operations. The $L M$-estimation robust extension to $M$-estimation is covered in Section 26.3. The link between the GCD family and $L M$-estimation is covered along with in-depth coverage of the Myriad and Meridian special cases. Coverage includes an analysis of the filtering objective functions, limiting special cases, evaluations of properties and characteristics, as well as the presentation of optimization procedures. Applications and numerical examples illustrating and contrasting the capabilities of covered filtering methods are presented in Section 26.4. Specifically considered applications are basedband communications, recently emerging powerline communications, and highpass filtering. Finally, conclusions are drawn and future research directions noted in Section 26.5.

### 26.2 M-Estimation

To address the filtering problem, we begin by formally developing the $M$-estimation framework and the commonly employed GGD statistical model. This development allows the problem to be rigorously addressed, but also presents an intuitive approach from which filtering algorithms can be derived and understood. It is shown that combining the GGD statistical model and a special case of $M$-estimation referred to as maximum likelihood estimation (ML), results in simple norms that, among other
applications, can be used to define filtering structures. The norms are distribution specific, and we consider in depth the Gaussian and Laplacian special cases of the GGD showing that the resulting norms are the commonly utilized $L_{2}$ and $L_{1}$ metrics, respectively. Moreover, the Gaussian distribution and $L_{2}$ metric directly lead to the class of linear filters, while the Laplacian and $L_{1}$ metric correspond to the family of median filters. The difference in norm and filtering characteristics is directly dependent on the distribution tail decay rates, with those derived from the heavier detailed Laplacian distribution being more robust than those derived from light tailed Gaussian distribution.

### 26.2.1 Generalized Gaussian Density and Maximum Likelihood Estimation

Perhaps the most fundamental form of estimation is the problem of location estimation. While fundamentally simple, location estimation is easily extended to the filtering problem through utilization of a sliding observation window. To develop location estimation based filtering operations, we first consider the slightly more general problem of ML estimation, which was developed as a special case of $M$-estimation within the theory of robust statistics $[10,30]$.

To establish the estimation and filtering operators, consider a set of observations (input samples), $\{x(i): i=1,2, \ldots, N\}$, formed from a signal $s(i ; \theta)$, with and underlying parameter of interest $\theta$, corrupted by additive noise, i.e.,

$$
\begin{equation*}
x(i)=s(i ; \theta)+n(i) \tag{26.1}
\end{equation*}
$$

where $n(i)$ represents the additive noise samples that are distributed as $n(i) \sim f_{n}(\cdot)$. The assumed model is quite general, as is the $M$-estimation formulation for the underlying parameter of interest, which is stated in the following definition.

Definition 26.1: Given the set of observations $\{x(i ; \theta): i=1,2, \ldots, N\}$, the $M$-estimate of $\theta$ is given by

$$
\begin{equation*}
\hat{\theta}_{M}=\underset{\theta}{\arg \min } \sum_{i=1}^{N} \rho(x(i)-s(i ; \theta)), \tag{26.2}
\end{equation*}
$$

where $\rho(\cdot)$ is defined as the cost function of the $M$-estimate.
Note that the cost function can take on many forms, and can be tailored to a particular signal model or application. One particularly simple single model is to assume that the observation samples are statistically independent. Coupling this assumption with a cost function tied directly to the statistics of the observed samples, namely $\rho(u)=-\log \left\{f_{n}(u)\right\}$, yields the class of ML estimators. Maximum likelihood estimators have received broad attention, and have been applied across a large array of sample distributions and to a vast number of applications.

The effectiveness of ML estimation depends on the statistical model employed in the cost function, and how well this model represents the observation sequence. The most commonly employed statistical model is the Gaussian distribution, which in its generalized density form is expressed as

$$
\begin{equation*}
f_{\mathrm{GGD}}(u)=\frac{\beta}{2 \alpha \Gamma(1 / \beta)} \exp \left\{-\left(\frac{|u|}{\alpha}\right)^{\beta}\right\}, \tag{26.3}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the gamma function. The parameter $\alpha$ determines the width of the density peak (standard deviation), while $\beta$ controls the tail decay rate. Generally, $\alpha$ is referred to as the scale parameter while $\beta$ is
called the shape parameter. The GGD can be used to model a broad range of noise processes. Moreover, taking the $n(i)$ terms in Equation 26.1 to be independent, identically distributed (i.i.d.) GGD samples yields a particularly simple form for the ML estimate of $\theta$. That is, Equation 26.2 reduces to a compact, intuitive expression, which is given in the following theorem.

## THEOREM 26.1

Consider the set of observations $\{x(i): i=1,2, \ldots, N\}$ corrupted by i.i.d. GGD distributed noise. The ML estimate of $\theta$ is the solution to the following minimization problem:

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta} \sum_{i=1}^{N}|x(i)-s(i ; \theta)|^{\beta} \tag{26.4}
\end{equation*}
$$

This result is obtained by letting $\rho(u)=-\log \left\{f_{\mathrm{GGD}}(u)\right\}$ and substituting the result into the $M$-estimation expression, Equation 26.2. To appreciate this result, it is instructive to consider the range of distributions within the GGD. An intuitive appreciation of the distribution family can be obtained through the examination of two special cases, namely the Gaussian and Laplacian distributions. The Gaussian distribution is realized for $\beta=2$. For all $\beta<2$ cases, the resulting distributions are heavier detailed than the Gaussian distribution. This is illustrated in Figure 26.2, which shows that density function for several values of $\beta$ including the Laplacian distribution special case $(\beta=1)$. The figure clearly illustrates the relationship between $\beta$ and the distribution tail decay rate-decreasing $\beta$ increases the tail heaviness and vice versa.

A review of the ML estimate in the GGD case, Equation 26.4, makes clear that the distribution tail decay rate directly affects the estimate. Namely, the tail decay rate defines a norm under which the estimate is formulated. Thus, the GGD corresponds directly to norms of the form $\rho(u)=|u|^{\beta}$, where


FIGURE 26.2 Generalized Gaussian density function for $\alpha=1$ and $\beta \in\{2,1,0.5\}$. Note that the $\beta=2$ and $\beta=1$ cases correspond to the Gaussian and Laplacian distributions, respectively, and that the rate of the tail decay is proportional to $\beta$.


FIGURE 26.3 GCD derived $\rho(u)=|u|^{\beta}$ norms for $\beta \in\{2,1,0.5\}$. Note that the $\beta=2,1$, and 0.5 cases correspond to the squared, absolute deviation, and fractional lower order moment formulations, respectively, and that the norm robustness is inversely proportional to $\beta$.
$\beta \in[0,2]$. The special cases $\beta=2, \beta=1$, and $\beta<1$ thus reduce to least-squares, least-absolute deviations, and fractional lower order moment formulations. These norms are widely applied in a range of applications including curve fitting, segmentation, filtering, and the vast majority of optimization problems. The behavior of the $L_{\beta}$ norms, as they are sometimes referred to, is illustrated in Figure 26.3. Of note is the influence outliers have on the norms. In the $\beta=2$ (Gaussian $/ L_{2}$ ) case, the effect of outliers is squared, while outliers have a linear effect in the $\beta=1$ (Laplacian $/ L_{1}$ ) case and even less influence in the fractional lower order moment case. That is to say that as $\beta$ decreases, the error norms become more robust, behavior directly linked to the prevalence of outliers in GCD distributions with small $\beta$ values.

Having established the GGD family of distributions, ML estimation for the additive noise model, and the norms that arise from the GGD-ML coupling, these tools can now be applied to the development of filtering algorithms for specific distribution cases.

### 26.2.2 Gaussian Statistics: Linear Filtering

To directly address the filtering problem, the observed signal model in Equation 26.1 is simplified to be a direct location function of $\theta$. This yields observation samples of the form

$$
\begin{equation*}
x(i)=\theta+n(i) \tag{26.5}
\end{equation*}
$$

and reduces the $M$-estimation expression to simply

$$
\begin{equation*}
\hat{\theta}_{M}=\arg \min _{\theta} \sum_{i=1}^{N} \rho(x(i)-\theta) . \tag{26.6}
\end{equation*}
$$

This simplified observation model and estimation structure yields standard operations when combined with commonly utilized distribution models. Consider first the case in which the $n(i)$ observation noise samples are Gaussian distributed,

$$
\begin{equation*}
f(u)=\frac{1}{2 \sigma^{2}} \exp \left\{-\left(\frac{|u|^{2}}{2 \sigma^{2}}\right)\right\} \tag{26.7}
\end{equation*}
$$

The following theorem addresses this case and shows that the resulting filter is a simple linear operator.

## THEOREM 26.2

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Gaussian distribution with location $\theta$ and variance $\sigma^{2}$. The ML estimate of location is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N}(x(i)-\theta)^{2}\right]=\frac{1}{N} \sum_{i=1}^{N} x(i)=\operatorname{mean}\{x(i): i=1,2, \ldots, N\} \tag{26.8}
\end{equation*}
$$

This result follows from steps similar to those utilized in Section 26.2.1. The expression in Equation 26.8 shows clearly that the optimization criteria in this case reduces to the $L_{2}$ norm. Moreover, the resulting expression can be interpreted as a mean filtering structure, $y=1 / N \sum_{i=1}^{N} x(i)$, where $y$ denotes the filter output. Windowing of the observation sequence can be used to form sliding observation sets, yielding an indexed output $y(i)$ and making the filtering operation explicit.

Although the results of the previous theorem can be interpreted as yielding a filtering operation, the realized operation is somewhat limited in that it does not utilize weights to control the characteristics of the filter. This is a direct result of the somewhat restrictive i.i.d. assumption imposed in the theorem. Fortunately, the identically distributed constraint can be relaxed. This results in a more general signal model and yields a more traditional linear filtering structure that incorporates sample weighting.

## THEOREM 26.3

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Gaussian distribution with common location $\theta$ and (possibly) different variances $\sigma^{2}(i)$. The ML estimate of location is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N} \frac{1}{\sigma^{2}(i)}(x(i)-\theta)^{2}\right]=\frac{\sum_{i=1}^{N} h(i) x(i)}{\sum_{i=1}^{N} h(i)} \stackrel{\Delta}{=} \text { mean }\{h(i) \cdot x(i): i=1,2, \ldots, N\} \tag{26.9}
\end{equation*}
$$

where $h_{i}=1 / \sigma^{2}(i)>0$.
This is simply a linear filtering structure, $y=\sum_{i=1}^{N} \tilde{h}(i) x(i)$, where the $\tilde{h}(i)=h(i) / \sum_{i=1}^{N} h(i)$ terms are the normalized filter weights. As derived in this development, the weights are inversely proportional to individual sample variances. This is an intuitive result, as samples with high variability will be given small weight and have minimal influence on the result. The positivity constraint, however, restricts the resulting operators to the class of smoothers. In practice, this constraint is relaxed enabling the resulting class of linear finite impulse response (FIR) filters to employ both positive and negative weights that provide a wide array of spectral characteristics.

### 26.2.3 Laplacian Statistics: Median Filtering

The ML-based filter development can be extended to any distribution within the GGD, or, in fact, any valid distribution. Although not all distributions yield compact filtering expressions, specific special cases do correspond to simple, effective filtering structures. To derive such a structure that is more robust to
sample outliers than the Gaussian distribution optimal linear filter, consider the heavier tailed Laplacian distribution $(\beta=1)$ special case of the GGD,

$$
\begin{equation*}
f(u)=\frac{1}{2 \sigma} \exp \left\{-\left(\frac{|u|}{\sigma}\right)\right\} \tag{26.10}
\end{equation*}
$$

The following theorem shows that the median filter is the optimal operator for Laplacian distributed samples.

## THEOREM 26.4

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Laplacian distribution with common location $\theta$ and variance $\sigma^{2}$. The ML estimate of location is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N}|x(i)-\theta|\right]=\operatorname{median}\{x(i): i=1,2, \ldots, N\} \tag{26.11}
\end{equation*}
$$

The arguments utilized previously, with the appropriate distribution substitution, prove the result. The expression in Equation 26.11 shows that, in this case, the optimization criteria reduces to the more robust $L_{1}$ norm. Moreover, the resulting expression is simply a median filter structure, $y=$ median $\{x(i): i=1,2, \ldots, N\}$, where $y$ denotes the filter output. This operation is clearly nonlinear as the output is formed by sorting the observation samples and taking the middle, or median, value as the output.*

Similarly to the mean filtering case, the median filtering operation can be generalized to admit weights. The theoretical motivation for this generalization is, like in the previous case, the relaxation of the identically distributed constraint placed on the observation samples in the above theorem.

## THEOREM 26.5

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Laplacian distribution with common location $\theta$ and (possibly) different variances $\sigma^{2}(i)$. The ML estimate of location is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N} \frac{1}{\sigma^{2}(i)}|x(i)-\theta|\right]=\operatorname{median}\{h(i) \diamond x(i): i=1,2, \ldots, N\} \tag{26.12}
\end{equation*}
$$

where $h_{i}=1 / \sigma^{2}(i)>0$ and $\diamond$ is the replication operator defined as $h(i) \diamond x(i)=\overbrace{x(i), x(i), \ldots, x(i)}^{h(i) \text { times }}$.
The weighting operation in this case is achieved through repetition, rather than the scaling employed in the linear filter. But like the linear case, sample weights are inversely proportional to the sample variances, indicating again that samples with large variability contribute less to the determination of the output than well behaved (smaller variance) samples. This magnitude relationship between a sample's weight and its influence holds even for the relaxed case of positive and negative weights. This relaxation on the weights employs sign coupling and enables a broader range of filtering characteristics to be realized by weighted median (WM) filters [31]:

$$
\begin{equation*}
y=\operatorname{median}\{|h(i)| \diamond \operatorname{sgn}(h(i)) x(i): i=1,2, \ldots, N\} \tag{26.13}
\end{equation*}
$$

[^64]where
\[

\operatorname{sgn}(x)=\left\{$$
\begin{array}{cl}
1 & \text { if } x>0  \tag{26.14}\\
0 & \text { if } x=0 \\
-1 & \text { if } x<0
\end{array}
$$\right.
\]

Considerable analysis is available in the literature on the detail preservation and outliers rejection characteristics of WM filters [8,31-36].
To contrast the performance of linear and WM filters, consider the simple problem of running (constant) location estimation from noisy measurements. Figure 26.4 shows such an example for two noise processes, Laplacian and $\alpha$-Stable distributed samples. The Laplacian distribution is within the


FIGURE 26.4 Constant signal corrupted with (a) Laplacian and (b) $\alpha$-Stable noise ( $\alpha=0.5$ ) processed with mean and median filters.

GGD family, and as such the linear and WM filters perform well in this case, with the Laplacian noise optimal WM returning the best performance. The $\alpha$-Stable distribution, however, has significantly heavier tails and both linear and WM filters breakdown in this environment. This indicates that GGD-based methods are not well suited to extremely impulsive environments, and that more sophisticated methods for addressing samples characterized by very heavy (algebraic) tailed distributions must be developed and employed.

### 26.3 LM-Estimation

Many contemporary applications contain samples with very heavy tailed statistics including the aforementioned powerline communications, economic forecasting, network traffic processing, and biological signal processing problems [15,37-44]. The GGD family of distributions, while representing a broad class of statistics with varying tail parameters, is, nevertheless, restricted to distributions with an exponential rate of tail decay. Distributions with exponential rates of tail decay are generally considered light tailed, and do not accurately model the prevalence or magnitude of outliers in true heavy-tailed processes. Such processes are often modeled utilizing the $\alpha$-Stable family of distributions [16-19]. While $\alpha$-Stable distributions do possess tails with algebraic decay rates, and are thus appropriate models for impulsive sequences, the distribution lacks a full-family closed form expression and it is therefore not easily coupled with estimation techniques such as ML.

To overcome the drawbacks of GGD and $\alpha$-Stable-based techniques, we derive a generalization of the $M$-estimation framework that exhibits a spectrum of optimality characteristics including greater robustness. This generalization is referred to as $L M$-estimation, the general form of which is given in the following definition.

Definition 26.2: Given the set of independent observations $\{x(i): i=1,2, \ldots, N\}$ formed as $x(i)=s(i ; \theta)+n(i)$, the LM-estimate of $\theta$ is defined as

$$
\begin{equation*}
\hat{\theta}_{L M}=\arg \min _{\theta} \sum_{i=1}^{N} \log \{\delta+\rho(x(i)-s(i ; \theta))\} \tag{26.15}
\end{equation*}
$$

where $\delta>0$ and $\rho(\cdot)$ are the robustness parameter and cost function, respectively.
In the following, we show that $L M$-estimation is statistically related to the GCD. The GCD family consists of algebraic detailed distributions with closed form expressions, and is therefore an appropriate model for heavy tailed sequences and a family from which estimation and filtering techniques can be derived. We consider GCD and $L M$-estimation based filters, focusing on the Cauchy and Meridian distribution special cases and their resulting filter structures. Properties of the filters are detailed along with optimization procedures. While the GGD-based results are well established and reported in numerous works, the $L M$-estimation and GCD material presented represents the newest developments in this area, and as such proofs for many results are included.

### 26.3.1 Generalized Cauchy Density and Maximum Likelihood Estimation

As the previous section covering GGD-based methods shows, the robustness of error norms, estimation techniques, and filtering algorithms derived from a density is directly related to the density tail decay rate. The robustness of $L M$-estimation derives from its statistical relation to the GCD. The GCD function is defined by

$$
\begin{equation*}
f_{\mathrm{GCD}}(u)=\frac{\lambda \Gamma(2 / \lambda)}{2[\Gamma(1 / \lambda)]^{2}} \frac{v}{\left(v^{\lambda}+|u|^{\lambda}\right)^{2 / \lambda}} \tag{26.16}
\end{equation*}
$$

As in the GGD case, $v$ is referred to as the scale parameter while $\lambda$ is called the shape parameter.


FIGURE 26.5 (a) GCD function for $v=1$ and $\lambda \in\{2,1,0,5\}$; and (b) enlarged tail function for select GGD and GCD distributions.

The Generalized Cauchy distribution was first proposed by Rider in 1957 [45], and "rediscovered" under a different parametrization by Miller and Thomas in 1972 [14]. Distributions within the GCD family have algebraically decaying tails and are thus appropriate models of impulsive sequences. Indeed, the GCD is used in several studies of impulsive radio noise [14,46,47]. Of note within the GCD family are two special cases, namely the Cauchy and Meridian distributions that are realized for $\lambda=2$ and $\lambda=1$, respectively $[8,28,29]$. The GCD is depicted in Figure 26.5a for the $\lambda \in\{2,1,0.5\}$ cases, all with $v=1$. The slow rate of GCD tail decay, which is inversely proportional to $\lambda$, is clearly seen in the figure. To make plain the difference in GGD and GCD tail decay rates, Figure 26.5 b plots enlargements of tail sections from distributions in each family.

The utility of a heavy-tailed distribution family defined by closed forum expressions is that it can readily be applied in ML estimation, as detailed for the GCD in the following theorem.

## THEOREM 26.6

Consider the set of observations $\{x(i): i=1,2, \ldots, N\}$ corrupted by i.i.d. GCD distributed noise. The ML estimate of $\theta$ is the solution to the following minimization problem:

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta} \sum_{i=1}^{N} \log \left\{v^{\lambda}+|x(i)-s(i ; \theta)|^{\lambda}\right\} \tag{26.17}
\end{equation*}
$$

Proof: The ML estimate is defined by

$$
\begin{equation*}
\hat{\theta}=\arg \max _{\theta} \prod_{i=1}^{N} f_{x}(x(i)) \tag{26.18}
\end{equation*}
$$

Substituting the GCD expression and denoting $C(\lambda)=\lambda \Gamma(2 / \lambda) /\left(2[\Gamma(1 / \lambda)]^{2}\right)$ yields

$$
\begin{equation*}
\hat{\theta}=\arg \max _{\theta} \prod_{i=1}^{N} C(\lambda) \frac{v}{\left(v^{\lambda}+|x(i)-s(i ; \theta)|^{\lambda}\right)^{2 / \lambda}} \tag{26.19}
\end{equation*}
$$

Taking the natural $\log \{\cdot\}$ and noting that $C(\lambda)$ and $v$ are constant with respect to the maximization of $\theta$ gives

$$
\begin{equation*}
\hat{\theta}=\arg \max _{\theta} \sum_{i=1}^{N}-\frac{2}{\lambda} \log \left\{\nu^{\lambda}+|x(i)-s(i ; \theta)|^{\lambda}\right\} \tag{26.20}
\end{equation*}
$$

Finally, noting that maximizing $g(u)$ is equivalent of minimizing $-g(u)$, and that $2 / \lambda$ is constant with respect to $\theta$, gives the desired result.

This theorem shows that the ML estimate for GCD distributed samples is simply a special case of LM estimation. Comparing Equations 26.15 and 26.17 shows the equivalence holds for $\rho(\cdot)=|\cdot|^{\lambda}$ and $\delta=v^{\lambda}$. Thus LM estimation is a more general framework, but one that derives its optimality from GCD-ML estimation. Moreover, $M$-estimation is a (least robust) limiting case of $L M$-estimation, as is shown in the following proposition. This theorem utilizes the somewhat simplified case of location estimation (i.e., $s(i ; \theta)=\theta$ ), which we again consider from this point forward as it is most directly related to filter development.

## PROPOSITION 26.1

The LM-estimator reduces to an M-estimator as $\delta$ tends to infinity, i.e.,

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty} \hat{\theta}_{L M}=\arg \min _{\theta} \sum_{i=1}^{N} \rho(x(i)-\theta) \tag{26.21}
\end{equation*}
$$

with cost function $\rho(\cdot)$.
Proof: Utilizing the properties of arg min and log functions, we have the following equalities

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty} \hat{\theta}_{L M}=\lim _{\delta \rightarrow \infty} \arg \min _{\theta} \sum_{i=1}^{N} \log \{\delta+\rho(x(i)-\theta)\} \tag{26.22}
\end{equation*}
$$

$$
\begin{align*}
& =\lim _{\delta \rightarrow \infty} \arg \min _{\theta} \sum_{i=1}^{N} \log \left\{1+\frac{\rho(x(i)-\theta)}{\delta}\right\}+\log \{\delta\}  \tag{26.23}\\
& =\lim _{\delta \rightarrow \infty} \arg \min _{\theta} \sum_{i=1}^{N} \log \left\{1+\frac{\rho(x(i)-\theta)}{\delta}\right\}  \tag{26.24}\\
& =\lim _{\delta \rightarrow \infty} \arg \min _{\theta} \sum_{i=1}^{N} \delta \log \left\{1+\frac{\rho(x(i)-\theta)}{\delta}\right\}  \tag{26.25}\\
& =\lim _{\delta \rightarrow \infty} \arg \min _{\theta} \sum_{i=1}^{N} \log \left\{1+\frac{\rho(x(i)-\theta)}{\delta}\right\} \tag{26.26}
\end{align*}
$$

Applying the fact that

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty} \log \left\{1+\frac{u}{\delta}\right\}^{\delta}=u \tag{26.27}
\end{equation*}
$$

yields the desired result.
The fact that $M$ estimation is a limiting case of $L M$ estimation indicates that the latter is a more general family of estimators and that methods derived under this framework are, consequently, more general and subsume those emanating from $M$ estimation. Thus, $L M$ estimation based methods are inherently more efficient than (or at least equally efficient to) $M$ estimation based methods. It should also be recalled that in the $L M$ estimation definition, Equation $26.15, \delta$ is referred to as the robustness parameter. Thus the above shows equality between $L M$ and $M$ estimation at the robustness limit. It is easy to see that this is the least robust limit of $L M$ estimation. To make this plain, consider the error norm defined by the GCD in case of Equation 26.15, which can be expressed in simplified form as

$$
\begin{equation*}
\rho(u)=\log \left\{1+\frac{|u|^{\lambda}}{\delta}\right\}^{\delta} \tag{26.28}
\end{equation*}
$$

Figure 26.6 plots this norm, showing the effects of varying $\delta$ and $\lambda$. The impact of $\delta$ on robustness is clear, justifying the naming of this parameter and indicating that the $\delta \rightarrow \infty$ case is indeed the least robust case. Also evident is the greater robustness of GCD norms over their GGD counterparts, with equality occurring at the limit point (up to a scaling factor). Having established $L M$ estimation and the related GCD norms, these tools are now employed to develop filtering algorithms that arise from the consideration of specific distribution cases, namely the Cauchy and Meridian distributions.

### 26.3.2 Running Myriad Smoothers: Myriad Filtering

Consider first the Cauchy distribution special case $(\lambda=2)$. The following theorem sets the sample myriad as the optimal estimate of location for samples obeying this distribution.

## THEOREM 26.7

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Cauchy distribution with common location $\theta$ and scale $\gamma$. The ML estimate of location, or sample myriad, is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N} \log \left\{\gamma^{2}+(x(i)-\theta)^{2}\right\}\right]=\operatorname{myriad}\{x(i): i=1,2, \ldots, N ; \gamma\} \tag{26.29}
\end{equation*}
$$

where $\gamma$ is the linearity parameter.


FIGURE 26.6 The error norms defined by the GCD function for (a) $\lambda \in\{0.5,1,2\}$ with $\delta=1$ and (b) $\lambda=1$ and $\delta \in\{0.1,1,10\}$.

Note the slight change in notation, $\gamma$ replacing $\nu$, which we employ to be consistent with the literature [26-28]. Also, the reference to $\gamma$ as the linearity parameter is made clear in subsequent properties. An appreciation of the myriad operator is obtained through an investigation of the cost function defining the operator. Thus, let $Q(\theta)$ denote the objective function minimized in Equation 26.29, i.e.,

$$
\begin{equation*}
Q(\theta) \triangleq \sum_{i=1}^{N} \log \left\{\gamma^{2}+(x(i)-\theta)^{2}\right\} . \tag{26.30}
\end{equation*}
$$

The following proposition brings together a few key properties of the myriad cost function. The properties are illustrated by Figure 26.7, which shows the form of a typical objective function.


FIGURE 26.7 Typical sketch of the objective function minimized by the myriad operator (for $\gamma=0.5$ and randomly generated $N=7$ samples).

## PROPOSITION 26.2

Let $\mathrm{x}[i]$ signify the order statistics (samples sorted in increasing order of amplitude) of the input samples $\{x(i): i=1,2, \ldots, N\}$, with the smallest $x[1]$ and the largest $x[N]$. The following statements hold:
(1) Objective function $Q(\theta)$ has a finite number (at most $N$ ) of local extrema.
(2) Myriad is one of the local minima of $Q(\theta): Q^{\prime}(\theta)=0$.
(3) $Q^{\prime}(\theta)>0[Q(\theta)$ strictly increasing $]$ for $\theta>x[N], Q^{\prime}(\theta)<0$ and $[Q(\theta)$ strictly decreasing for $\theta<x[1]$.
(4) All the local extrema of $Q(\theta)$ lie within the range $[x[1], x[N]]$ of the input samples.
(5) Myriad is in the range of input samples: $x[1] \leq \hat{\theta} \leq x[N]$.

Note that, unlike the mean or median, the definition of the myriad involves the free-tunable parameter $\gamma$. Importantly, Proposition 26.1 shows that in the limit of this parameter (or equivalently $\delta$ ) $L M$-estimation converges to $M$-estimation. A particularly interesting realization of this general result holds for the myriad case. Namely, the myriad converges to the mean in the limiting case, as formally defined in the following.

## COROLLARY 26.1

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$, the sample myriad $\hat{\theta}$ converges to the sample mean as $\gamma$ tends to infinity. That is,

$$
\begin{equation*}
\lim _{\gamma \rightarrow \infty} \hat{\theta}=\frac{1}{N} \sum_{i=1}^{N} x(i) \tag{26.31}
\end{equation*}
$$

The fact that an infinite value of $\gamma$ converts the nonlinear myriad operation to the linear sample average illustrates why $\gamma$ is aptly named the linearity parameter: the larger the value of $\gamma$, the closer the behavior
of the myriad is to the (linear) mean estimator. As $\gamma$ is decreased, the myriad becomes more robust. In the limit, when $\gamma$ tends to zero, the estimator treats every observation as a possible outlier, assigning more credibility to the most repeated observation values. This "mode-type" characteristic is reflected in the name mode-myriad given this limiting case.

## COROLLARY 26.2

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$, the sample myriad $\hat{\theta}$ converges to a mode-type estimator as $\gamma \rightarrow 0$. That is,

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \hat{\theta}=\arg \min _{x(j) \in \mathcal{M}}\left[\prod_{i=1, x(i) \neq x(j)}^{N}|x(i)-x(j)|\right], \tag{26.32}
\end{equation*}
$$

where $\mathcal{M}$ is the set of most repeated values.
The linearity parameter also allows the meridian filter to address three special cases of the $\alpha$-Stable distribution family. Those three cases are (1) $\alpha=1$, which yields the Cauchy distribution for which the myriad is optimal, (2) $\alpha=2$, which yields the Gaussian distribution under which optimal filtering is realized by letting $\gamma \rightarrow \infty$, and (3) $\alpha \rightarrow 0$, in which case the distribution is extremely impulsive and $\gamma=0$ yields the optimal results. These three optimality points have been complemented with a simple empirical formula relating $\gamma$ to the characteristic exponent ( $\alpha$ ) and dispersion parameter ( $\kappa$ ) of an $\alpha$-Stable asymmetric distribution,


FIGURE 26.8 Empirical $\alpha-\gamma$ curve for $\alpha$-Stable distributions. The curve values at $\alpha=0,1$, and 2 constitute the optimality points of the $\alpha$-Stable triplet. (From Gonzalez, J. G. and Arce, G. R., IEEE Trans. Signal Process., 49, 438, 2001. With permission.)

$$
\begin{equation*}
\gamma(\alpha)=\sqrt{\frac{\alpha}{2-\alpha}} \kappa^{1 / \alpha}, \tag{26.33}
\end{equation*}
$$

which is plotted in Figure 26.8.
Having established the myriad filter, the role of the linearity parameter, and two limiting cases (sample mean and mode-myriad), we present three myriad filter properties that are of importance in signal processing, namely, no under-shoot/overshoot, shift and sign invariance, and unbiasedness. To simplify the notation in the properties, the myriad output is written compactly as $\hat{\theta}(\mathbf{x})=\operatorname{myriad}\{x(i): i=$ $1,2, \ldots, N ; \gamma\}$, where $\mathbf{x} \stackrel{\Delta}{\Delta}[x(1), x(2), \ldots, x(N)]^{T}$.

## PROPERTY 26.1 (No Undershoot/ Overshoot)

The output of the myriad estimator operating on samples $\{x(i): i=1,2, \ldots, N\}$ is always bounded by

$$
\begin{equation*}
x[1] \leq \hat{\theta}(\mathbf{x}) \leq x[N] . \tag{26.34}
\end{equation*}
$$

## PROPERTY 26.2 (Shift and Sign Invariance)

Consider the observation set $\{x(i): i=1,2, \ldots, N\}$ and let $z(i)=x(i)+b$. Then,
(1) $\hat{\theta}(\mathbf{z})=\hat{\theta}(\mathbf{x})+b$;
(2) $\hat{\theta}(\mathbf{z})=-\hat{\theta}(-\mathbf{z})$.

## PROPERTY 26.3 (Unbiasedness)

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$ that are independent and symmetrically distributed around a symmetry center $\mathrm{c}, \hat{\theta}(\mathbf{x})$ is also symmetrically distributed around c . In particular, if $\mathbb{E}\{\hat{\theta}(\mathbf{x})\}$ exists, then $\mathbb{E}\{\hat{\theta}(\mathbf{x})\}=c$.

The shift invariance and unbiasedness of the myriad filter show that the operator can be applied without concerns to an overall change in location (e.g., a shift in the mean luminance of an image) and that the operator preserves the mean. The undershoot/overshoot property shows that the myriad can be applied without concerns of introducing amplifying artifacts, such as ringing effects.

While the myriad filter offers increased robustness over GGD-based methods and possesses several properties of importance, the equal treatment of samples within the observation set limits the filter, as defined above, to a single operation. Weighting of samples provides a much broader range of filtering operations. This is theoretically justified in a fashion analogous to that utilized in the generalizations of the mean and median operators. Specifically, the following theorem shows that considering samples with a common location but varying scale factors leads to the weighted myriad operator.

## THEOREM 26.8

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Cauchy distribution with common location $\theta$ and (possibly) varying scale factors $s(i)=\gamma / \sqrt{w(i)}[8,28]$. The ML estimate of location, or weighted myriad, is given by,

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\beta}\left[\sum_{i=1}^{N} \log \left\{\gamma^{2}+w(i)(x(i)-\beta)^{2}\right\}\right]=\operatorname{myriad}\{w(i) \circ x(i): i=1,2, \ldots, N ; \gamma\}, \tag{26.35}
\end{equation*}
$$

where $\circ$ denotes the weighting operation in the minimization problem.
As in the weighted linear and median filter cases, the weight applied to a sample in the myriad filter is inversely proportional to the sample's variability. This not only minimizes the effect of unreliable samples (those with large scale), but can also be used to exploit correlations between samples. This is the case, for instance, when a sliding window is employed and higher weights are assigned to samples at spatial locations that are most highly correlated with the desired output, e.g., samples further away in time and less correlated are given smaller weight. Weighting thus allows myriad filters to take on a wide array of characteristics and to be tuned to the needs of specific applications. Moreover, the properties detailed above for the unweighted myriad filter also hold in the weighted case. The properties are not restated for the weighted case since they are identical. We do, however, formally state corollaries governing the behavior of the weighted myriad operator at the limiting cases of the linearity parameter.

## COROLLARY 26.3

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$ and corresponding (positive) weights $\{w(i): i=1,2, \ldots, N\}$, the weighted myriad $\hat{\theta}$ converges to a normalized linear estimate as $\gamma$ tends to infinity. That is,

$$
\begin{equation*}
\lim _{\gamma \rightarrow \infty} \hat{\theta}=\frac{\sum_{i=1}^{N} w(i) x(i)}{\sum_{i=1}^{N} w(i)} . \tag{26.36}
\end{equation*}
$$

## COROLLARY 26.4

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$ and corresponding (positive) weights $\{w(i): i=1,2, \ldots, N\}$, the weighted myriad $\hat{\theta}$ converges to a weighted mode-type estimate as $\gamma$ tends to 0 . That is,

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \hat{\theta}=\arg \min _{x(j) \in \mathcal{M}}\left(\frac{1}{w(j)}\right)^{r / 2}\left[\prod_{i=1, x(i) \neq x(j)}^{N}|x(i)-x(j)|\right], \tag{26.37}
\end{equation*}
$$

where $\mathcal{M}$ is the set of most repeated values and $r$ is the number of times a member of $\mathcal{M}$ is repeated in the sample.

The linearity parameter again controls the behavior of the weighted myriad, ranging between a normalized linear operator, in the least robust limit, and a weighted mode operator, in the most robust limit. Thus weighted myriad filters are more general than linear filters, including the latter as a special case. But unlike linear filters, or even median-based filters, the output of the weighted myriad is not available in explicit form. Computation of the output is therefore nontrivial, requiring minimization of the weighted myriad objective function, $Q(\theta)$. Fortunately, $Q(\theta)$ has a number of characteristics that can be exploited to construct fast iterative methods for computing the objective function minimum.

Recall that the weighted myriad is given by

$$
\begin{align*}
\hat{\theta} & =\arg \min _{\theta} Q(\theta) \\
& =\arg \min _{\theta} \sum_{i=1}^{N} \log \left[1+\left(\frac{x(i)-\theta}{s(i)}\right)^{2}\right], \tag{26.38}
\end{align*}
$$

where the change in notation, $s(i)=\gamma / \sqrt{w(i)}$, introduced in Theorem 26.8 is employed. As the output is a local minima of $Q(\theta)$, these points can be identified by determining $Q^{\prime}(\hat{\theta})$, which, after some manipulations, can be written as

$$
\begin{equation*}
Q^{\prime}(\theta)=2 \sum_{i=1}^{N} \frac{\left(\frac{\theta-x(i)}{s(i)^{2}}\right)}{1+\left(\frac{x(i)-\theta}{s(i)}\right)^{2}} . \tag{26.39}
\end{equation*}
$$

Defining $\psi(v) \stackrel{\Delta}{=} \frac{2 v}{1+v^{2}}$, the following equation is obtained for the local extrema of $Q(\theta)$ :

$$
\begin{equation*}
Q^{\prime}(\theta)=-\sum_{i=1}^{N} \frac{1}{s(i)} \cdot \psi\left(\frac{x(i)-\theta}{s(i)}\right)=0 . \tag{26.40}
\end{equation*}
$$

By introducing the positive functions

$$
\begin{equation*}
h(i ; \theta) \stackrel{\Delta}{=} \frac{1}{s(i)^{2}} \cdot \varphi\left(\frac{x(i)-\theta}{s(i)}\right)>0 \tag{26.41}
\end{equation*}
$$

for $i=1,2, \ldots, N$, where $\varphi(v) \triangleq \frac{\Delta(v)}{v}=\frac{2}{1+v^{2}}$, the local extrema of $Q(\theta)$ in Equation 26.40 can be formulated as

$$
\begin{equation*}
Q^{\prime}(\theta)=-\sum_{i=1}^{N} h(i ; \theta) \cdot(x(i)-\theta)=0 \tag{26.42}
\end{equation*}
$$

This formulation implies that the sum of weighted deviations of the samples is zero, with the (positive) weights themselves being functions of $\theta$. This property, in turn, leads to a simple fixed point iterative procedure for computing the myriad weights.
To develop the fixed point algorithm, note that Equation 26.42 can be written as

$$
\begin{equation*}
\theta=\frac{\sum_{i=1}^{N} h(i ; \theta) \cdot x(i)}{\sum_{i=1}^{N} h(i ; \theta)} \tag{26.43}
\end{equation*}
$$

which is a weighted mean of the input samples, $x(i)$. Since the weights $h(i ; \theta)$ are always positive, the right-hand side of Equation 26.43 is in $[x[1], x[N]]$, confirming that all the local extrema lie within the range of the input samples. By defining the mapping

$$
\begin{equation*}
T(\theta) \triangleq \frac{\sum_{i=1}^{N} h(i ; \theta) \cdot x(i)}{\sum_{i=1}^{N} h(i ; \theta)} \tag{26.44}
\end{equation*}
$$

the local extrema of $Q(\theta)$, or the roots of $Q^{\prime}(\theta)$, are seen to be the fixed points of $T(\cdot)$ :

$$
\begin{equation*}
\theta^{*}=T\left(\theta^{*}\right) \tag{26.45}
\end{equation*}
$$

The following fixed point iteration results in an efficient algorithm to compute these fixed points:

$$
\begin{equation*}
\theta_{m+1} \stackrel{\Delta}{=} T\left(\theta_{m}\right)=\frac{\sum_{i=1}^{N} h\left(i ; \theta_{m}\right) \cdot x(i)}{\sum_{i=1}^{N} h\left(i ; \theta_{m}\right)} . \tag{26.46}
\end{equation*}
$$

In the classical literature, this is also called the method of successive approximation for the solution of the equation $\theta=T(\theta)$. This method is proven to converge to a fixed point of $T(\cdot)$, indicating that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \theta_{m}=\theta^{*}=T\left(\theta^{*}\right) . \tag{26.47}
\end{equation*}
$$

The speed of convergence depends on the initial value $\theta_{0}$. A simple approach to initializing the algorithm is to set $\hat{\theta}_{0}$ equal to the input sample $x(i)$ that yields the smallest cost $P(x(i))$, where $\log (P(\theta)) \stackrel{\Delta}{=} Q(\theta)$, i.e., $P(\theta)=\prod_{i=1}^{N}\left(\gamma^{2}+w(i)(x(i)-\theta)^{2}\right)$. The fixed point weighted myriad optimization can now be summarized as follows.

## Fixed point weighted myriad search

Step 1: Select the initial point $\hat{\theta}_{0}$ among the values of the input samples:

$$
\hat{\theta}_{0}=\arg \min _{x(i)} P(x(i)) .
$$

Step 2: Using $\hat{\theta}_{0}$ as the initial value, perform $L$ iterations of the fixed point recursion $\theta_{m+1}=T\left(\theta_{m}\right)$, the full expression of which is given in Equation 26.46. The final value of these iterations is then chosen as the weighted myriad output, $\hat{\theta}=T^{(L)}\left(\hat{\theta}_{0}\right)$.
This algorithm is compactly written as

$$
\begin{equation*}
\hat{\theta}=T^{(L)}(\underset{x(i)}{\arg \min } P(x(i))) . \tag{26.48}
\end{equation*}
$$

Note that for the special case $L=0$, no fixed point iterations are performed and the above algorithm computes the selection weighted myriad.

### 26.3.3 Running Meridian Smoothers: Meridian Filtering

Having established the myriad as the optimal filtering operation that arises from the location estimation problem in Cauchy distributed samples, we consider a second special case of the GCD, namely the Meridian distribution. This special case $(\lambda=1)$ has even heavier tails than the Cauchy distribution, and is an appropriate model for the most impulsive sequences seen in practice. As the Cauchy and Meridian distributions fall within the GCD, the development for the Meridian is similar to that for the Cauchy and so many proofs with similar steps are omitted.

## THEOREM 26.9

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Myriad distribution with common location $\theta$ and scale $\delta$. The ML estimate of location, or sample meridian, is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N} \log \{\delta+|x(i)-\theta|\}\right]=\operatorname{meridian}\{x(i): i=1,2, \ldots, N ; \delta\}, \tag{26.49}
\end{equation*}
$$

where $\delta$ is referred to as the medianity parameter.
As in all previous cases, the performance of the meridian filter is directly related to the defining objective function. Properties describing the objective function are given in the following proposition. The properties described therein are illustrated in Figure 26.9, which plots an example of the objective function, $Q(\theta)$, that results from a set of typical observation samples in the $N=7$ case.

## PROPOSITION 26.3

Let

$$
\begin{equation*}
Q(\theta) \triangleq \sum_{i=1}^{N} \log \{\delta+|x(i)-\theta|\} . \tag{26.50}
\end{equation*}
$$



FIGURE 26.9 Typical plot of the objective function minimized by the meridian operator (for $\delta=0.5$ and randomly generated $N=7$ samples). (From Aysal, T. C. and Barner, K. E., IEEE Trans. Signal Process., 55, 3949, 2007. With permission.)

The following statements hold:
(1) $Q^{\prime}(\theta)>0\left(Q(\theta)\right.$ is strictly increasing) for $\theta>x[N]$, and $Q^{\prime}(\theta)<0(Q(\theta)$ is strictly decreasing) for $\theta<x[1]$.
(2) All local extrema of $Q(\theta)$ lie within the range of input samples, $[x[1], x[N]]$.
(3) Objective function $Q(\theta)$ has a finite number of local minima (at most equal to the number of input samples, $N$ ).
(4) Meridian $\hat{\theta}$ is one of the local minima of $Q(\theta)$, i.e., one of the input samples.

The meridian estimator output is hence the input sample that yields the smallest $Q(\theta)$ function value. The selective nature of the meridian estimator, shared with the median estimator, facilitates the filter output computation which is formulated as

$$
\begin{equation*}
\hat{\theta}=\arg \min \sum_{\theta \in \mathbf{x}}^{N} \log \{\delta+|x(i)-\theta|\} . \tag{26.51}
\end{equation*}
$$

The behavior of the meridian operator is markedly dependent on the value of $\delta$, which is referred to as the medianity parameter. As the name suggests, we show in the following that the sample meridian is equivalent to the sample median for large values of $\delta$, whereas the estimator acquires the form of the sample mode for small $\delta$.

## COROLLARY 26.5

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$, the sample meridian $\hat{\theta}$ converges to the sample median as $\delta \rightarrow \infty$. That is,

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty} \hat{\theta}=\lim _{\delta \rightarrow \infty} \operatorname{meridian}\{x(i): i=1,2, \ldots, N ; \delta\}=\operatorname{median}\{x(i): i=1,2, \ldots, N\} . \tag{26.52}
\end{equation*}
$$

Thus the family of meridian estimators subsumes the sample median as a limiting case. This simple fact makes the meridian filter class inherently more efficient than (or at least equally efficient to) median filters over all noise distribution including the Laplacian. The opposite limiting case, which results in the mode-meridian operator, is addressed in the following.

## COROLLARY 26.6

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$, the sample meridian $\hat{\theta}$ converges to a mode-type estimator as $\delta \rightarrow 0$. That is,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \hat{\theta}=\underset{x(j) \in \mathcal{M}}{\arg \min }\left[\prod_{i=1, x(i) \neq x(j)}^{N}|x(i)-x(j)|\right] \tag{26.53}
\end{equation*}
$$

where $\mathcal{M}$ is the set of most repeated values.
Thus the myriad and meridian operators converge to a common mode operator as their linearity/medianity parameters go to 0 .

Since all the operators covered in this chapter belong to the class of M-estimators [10], many robust statistics tools are available for evaluating their robustness [10,48]. $M$-estimators are formulated by a set of implicit functions, where $\rho(\cdot)$ is an arbitrary objective function. Assuming that $\psi(x)=\partial(\rho(x)) / \partial x$ exists, the $M$-estimator is obtained by solving

$$
\begin{equation*}
\sum_{i=1}^{N} \psi(x(i)-\theta)=0 \tag{26.54}
\end{equation*}
$$

where $\psi(\cdot)$ is proportional to the so-called influence function. The influence function of an estimator is important in that it determines the effect of contamination on the estimator.

To further characterize $M$-estimates, it is useful to list the desirable features of a robust influence function [10,48]:

- B-robustness. An estimator is $B$-robust if the supremum of the absolute value of the influence function is finite.
- Rejection Point. The rejection point defined as the distance from the center of the influence function to the point where the influence function becomes negligible, should be finite. The rejection point measures whether the estimator rejects outliers and, if so, at what distance.

The influence functions for the sample mean, median, myriad, and meridian can be shown to be

$$
\begin{align*}
\psi(x) & =2 x  \tag{26.55}\\
\psi(x) & =\operatorname{sgn}(x)  \tag{26.56}\\
\psi(x) & =\frac{2 x}{\gamma^{2}+x^{2}}  \tag{26.57}\\
\psi(x) & =\frac{\operatorname{sgn}(x)}{\delta+|x|} \tag{26.58}
\end{align*}
$$

respectively. Figure 26.10 plots each of these for comparison. Since the influence function of the mean is unbounded, a gross error in the observations leads to severe distortion in the estimate. The mean is


FIGURE 26.10 Influence functions for (solid:) the sample mean, (dashed:) the sample median, (dotted:) the sample myriad, and (dash-dotted:) the sample meridian. (From Aysal, T. C. and Barner, K. E., IEEE Trans. Signal Process., $55,3949,2007$. With permission.)
clearly not B-robust and its rejection point is infinite. On the other hand, a similar gross error has a limited effect on the median estimate.

While the median is B-robust, its rejection point, like the mean, is not finite. Thus the median estimate is always affected by outliers. The myriad estimate is clearly B-robust and the effect of the errors decreases as the error increases. The meridian estimate is also B-robust, and, in addition, its rejection point is smaller than that of myriad. This indicates that the operators can be ordered from least to most robust as: linear, median, myriad, and meridian.

In addition to desirable influence function characteristics, the meridian possesses the following properties important in signal processing applications.

## PROPERTY 26.4

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$, let $\delta<\infty$. Then the meridian output is such that

$$
\begin{equation*}
\lim _{x(N) \rightarrow \pm \infty} \hat{\theta}(x(1), x(2), \ldots, x(N))=\hat{\theta}(x(1), x(2), \ldots, x(N-1)) . \tag{26.59}
\end{equation*}
$$

According to Property 26.4, large errors are efficiently eliminated by a meridian estimator with a finite medianity parameter. Note that this is not the case for the median estimate, as large positive or negative values can always shift the output. In robust statistics, $M$-estimators satisfying the outlier rejection property are called redescending. It can be proven that a necessary and sufficient condition for an $M$-estimator to be redescending is that $\lim _{x \rightarrow \pm \infty} \partial / \partial x(\rho(x))=0$. Note that this condition holds for meridian and myriad operators, whereas it does not for the mean and median. The meridian also possesses the same no undershoot/overshoot, shift and sign invariance, and unbiasedness properties as the myriad.

## PROPERTY 26.5 (No Undershoot/Overshoot)

The output of the meridian estimator operating on samples $\{x(i): i=1,2, \ldots, N\}$ is always bounded by

$$
\begin{equation*}
x[1] \leq \hat{\theta}(\mathbf{x}) \leq x[N] \tag{26.60}
\end{equation*}
$$

## PROPERTY 26.6 (Shift and Sign Invariance)

Consider the observation set $\{x(i): i=1,2, \ldots, N\}$ and let $z(i)=x(i)+b$. Then,
(1) $\hat{\theta}(\mathbf{z})=\hat{\theta}(\mathbf{x})+b$;
(2) $\hat{\theta}(\mathbf{z})=-\hat{\theta}(-\mathbf{z})$.

## PROPERTY 26.7 (Unbiasedness)

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$ that are independent and symmetrically distributed around a symmetry center $c, \hat{\theta}(\mathbf{x})$ is also symmetrically distributed around c. In particular, if $\mathbb{E}\{\hat{\theta}(\mathbf{x})\}$ exists, then $\mathbb{E}\{\hat{\theta}(\mathbf{x})\}=c$.

The meridian characteristics can be broadened through the introduction of weights. The weighted meridian possesses the same properties as the unweighted version and converges to the expected special cases in the limit of the medianity parameter. The weighted case is formally defined and the limiting cases stated, but the properties are omitted due to their direct similarity to the previous formulations.

## THEOREM 26.10

Consider a set of $N$ independent samples $\{x(i): i=1,2, \ldots, N\}$ each obeying the Meridian distribution with common location $\theta$ and (possibly) varying scale parameters $v(i)=\delta / w(i)$. The ML estimate of location, or weighted meridian, is given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\beta}\left[\sum_{i=1}^{N} \log \{\delta+w(i)|x(i)-\theta|\}\right]=\operatorname{meridian}\{w(i) \star x(i): i=1,2, \ldots, N\} \tag{26.61}
\end{equation*}
$$

where $\star$ denotes the weighting operation in the minimization problem.

## COROLLARY 26.7

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$ and corresponding (positive) weights $\{w(i): i=1,2, \ldots, N\}$, the weighted meridian $\hat{\theta}$ converges to the weighted median as $\delta \rightarrow \infty$. That is,
$\lim _{\delta \rightarrow \infty} \hat{\theta}=\lim _{\delta \rightarrow \infty} \operatorname{meridian}\{w(i) \star x(i): i=1,2, \ldots, N ; \delta\}=\operatorname{median}\{w(i) \diamond x(i): i=1,2, \ldots, N\}$.

## COROLLARY 26.8

Given a set of samples $\{x(i): i=1,2, \ldots, N\}$ and corresponding (positive) weights $\{w(i): i=$ $1,2, \ldots, N\}$, the weighted meridian $\hat{\theta}$ converges to one of the most repeated values in the sample set as $\delta \rightarrow 0$. That is,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \hat{\theta}=\underset{x_{j} \in \mathcal{M}}{\arg \min }\left[\left(\frac{1}{w(j)}\right)^{r} \prod_{i=1, x(i) \neq x(j)}^{N}|x(i)-x(j)|\right], \tag{26.63}
\end{equation*}
$$

where $\mathcal{M}$ is the set of most repeated values and r is the number of times a member of $\mathcal{M}$ is repeated in the sample set.

Table 26.1 summarizes the $M$-estimators and filters covered in this chapter. The GGD derived operators, for $\beta=2$ and $\beta=1$ are reported on table rows 1,2 and 5,6 , while the GCD optimal operators, for $\lambda=2$ and $\lambda=1$, are reported on rows 3,4 and 7,8 . This table brings together and contrast the objective functions for the GGD-based linear and median filters and the GCD-based myriad and meridian filters.

### 26.3.4 Introduction of Real-Valued Weights and Optimization

The coverage to this point has enforced the positivity constraint that arises naturally in each of the operators' estimation-based development. Only in the median case is the sign coupling approach utilized to allow the introduction of real-valued (positive and negative) weights. See Equations 26.13 and 26.14. For convenience, Equation 26.13 is repeated here:

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N}|h(i)| \cdot|\operatorname{sgn}(h(i)) x(i)-\theta|\right]=\operatorname{median}\left\{\left.|h(i)| \diamond \operatorname{sgn}(h(i)) x(i)\right|_{i=1} ^{N}\right\} . \tag{26.64}
\end{equation*}
$$

TABLE 26.1 $M$-Estimator and M-Smoother (Weighted $M$-Estimator) Objective Functions and Outputs for Various Filter Families

| Smoother | Cost Function | Filter Output |
| :--- | :--- | :--- |
| Mean | $\sum_{i=1}^{N}(x(i)-\theta)^{2}$ | Mean $\{x(i): i=1,2, \ldots, N\}$ |
| Median | $\sum_{i=1}^{N}\|x(i)-\theta\|$ | Median $\{x(i): i=1,2, \ldots, N\}$ |
| Myriad | $\sum_{i=1}^{N} \log \left\{\gamma^{2}+(x(i)-\theta)^{2}\right\}$ | $\operatorname{Myriad}\{x(i): i=1,2, \ldots, N ; \gamma\}$ |
| Meridian | $\sum_{i=1}^{N} \log \{\delta+\|x(i)-\theta\|\}$ | Meridian $\{x(i): i=1,2, \ldots, N ; \delta\}$ |
| Weighted mean | $\sum_{i=1}^{N} w(i)(x(i)-\theta)^{2}$ | $\operatorname{Mean}\{w(i) \cdot x(i): i=1,2, \ldots, N\}$ |
| Weighted median | $\sum_{i=1}^{N} w(i)\|x(i)-\theta\|$ | $\operatorname{Median}\{w(i) \diamond x(i): i=1,2, \ldots, N\}$ |
| Weighted myriad | $\sum_{i=1}^{N} \log \left\{\gamma^{2}+w(i)(x(i)-\theta)^{2}\right\}$ | $\operatorname{Myriad}\{w(i) \circ x(i): i=1,2, \ldots, N ; \gamma\}$ |
| Weighted meridian | $\sum_{i=1}^{N} \log \{\delta+w(i)\|x(i)-\theta\|\}$ | $\operatorname{Meridian}\{w(i) \star x(i): i=1,2, \ldots, N ; \delta\}$ |

[^65]The most general cases of the myriad and meridian are, by direct analogy, given by

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N} \log \left\{\gamma^{2}+|h(i)| \cdot(\operatorname{sgn}(h(i)) x(i)-\theta)^{2}\right\}\right]=\operatorname{myriad}\left\{\left.|h(i)| \circ \operatorname{sgn}(h(i)) x(i)\right|_{i=1} ^{N}\right\} \tag{26.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\theta}=\arg \min _{\theta}\left[\sum_{i=1}^{N} \log \{\delta+|h(i)| \cdot|\operatorname{sgn}(h(i)) x(i)-\theta|\}\right]=\operatorname{meridian}\left\{\left.|h(i)| \star \operatorname{sgn}(h(i)) x(i)\right|_{i=1} ^{N}\right\} \tag{26.66}
\end{equation*}
$$

respectively. Under this formulation, the operators are no longer restricted to be smoothers and can, therefore, be set to exhibit a wide range of frequency-selective filtering operations, including bandpass and highpass filtering.

Also of importance is that the filter weights can be optimized. This is most easily done through a training process, typically under the mean absolute error (MAE). For instance, using a steepest descent approach yields a relatively simple weight update for the myriad case,

$$
\begin{equation*}
h(i ; n+1)=h(i ; n)-\mu e(n)\left[\frac{\gamma^{2} \operatorname{sgn}(h(i))(\hat{\theta}-\operatorname{sgn}(h(i)) x(i))}{\left(\gamma^{2}+|h(i)| \cdot(\hat{\theta}-\operatorname{sgn}(h(i)) x(i))^{2}\right)^{2}}\right] \tag{26.67}
\end{equation*}
$$

where $e(n)$ is simply the error between the filter output and the desired signal and $\mu$ is the iteration step size.

It is important to note that the optimal filtering action is independent of the choice of $\gamma$; the filter only depends on the value of $\mathrm{w} /\left(\gamma^{2}\right)$. Note that similar updates can be derived for the median and meridian filters-all are analagous to the LMS update for the linear filter.

For cases in which no training sequence is available, there are simple, suboptimal approaches to setting the operator parameters. Recall that the myriad has the linearization free parameter $(\gamma)$, while the meridian has medianization free parameter ( $\delta$ ). These parameters control the robustness of the operators. Numerous optimization techniques exist for linear and median filters. Thus one approach to setting the filter parameters is to design weights for the simpler linear or median filter that address the problem at hand, then decrease the free parameter value to achieve the desired level of additional robustness. This is referred to as myriadization in the myriad case and meridianization in the meridian case. This approach allows the rich set of design tools in the more traditional filtering domains to be applied to the newer, more robust operators.

### 26.4 Applications of Robust Nonlinear Estimators/Filters

The covered filtering methods are evaluated in two communications problems, standard baseband communications and power line communications, as well as an illustrative frequency selective filtering problem. In each of these applications, an underlying desired signal is to be extracted. Complicating the extraction is additive noise. While many different noise distributions can be investigated and justified by various problem physics, we avoid direct use of either GGD or GCD densities. Employing, for instance, Gaussian noise will yield the obvious result of linear filtering providing the best performance, while the myriad filter is clearly optimal for applications in which the noise is Cauchy distributed. The presentation of such obvious results provides little information or insight into the characteristics of the individual
algorithms. Rather, results are presented for the commonly utilized $\alpha$-Stable density family. This provides a fairer comparison and illustrates the performance of the filters operating on a widely used heavy-tailed distribution, but one that shares only tail order with the GCD.

Utilization of $\alpha$-Stable distributed samples, like Gaussian distributed samples, is very appealing for the modeling of real-life phenomena because they constitute the only variables that can be described as the superposition of many small independent and identically distributed effects [15]. The class of symmetric $\alpha$-Stable distributions is usually described by its characteristic function:

$$
\begin{equation*}
\phi(\omega)=\exp \left(-\kappa|\omega|^{\alpha}\right) \tag{26.68}
\end{equation*}
$$

The parameter $\kappa$, which is commonly called the dispersion, is a positive constant related to the scale of the distribution and $\kappa^{1 / \alpha}$ is the scale parameter of the distribution. In order for Equation 26.68 to define a characteristic function, the value of $\alpha$ must be restricted to the interval [0,2]. Importantly, $\alpha$ determines the impulsiveness, or tail heaviness, of the distribution, where smaller values of $\alpha$ indicate increased levels of impulsiveness. The limit $\alpha=2$ case corresponds to the zero-mean Gaussian distribution with variance $2 \kappa$. All other values of $\alpha$ correspond to impulsive distributions with infinite variance and algebraic tail behavior [15]. Indeed, $\alpha$-Stable distributions are successfully utilized to model impulsive environments accross a wide array of applications [8,12,15,23,28,31,34,46,49].

### 26.4.1 Baseband Communications

Consider first the baseband communication model given in Figure 26.11 [50]. Suppose that $A$ (real) is to be communicated over the channel. Denote $s(t)$ as the combined impulse response of the transmitter and channel, and take the pulse $A s(t)$ to be corrupted by additive white noise. The received pulse is then given by

$$
\begin{equation*}
r(t)=A s(t)+n(t) \tag{26.69}
\end{equation*}
$$

which, after sampling at rate $1 / T$, corresponds to the sequence

$$
\begin{equation*}
r(k T)=A s(k T)+n(k T) \tag{26.70}
\end{equation*}
$$

Taking the common case assumption that $s(k T) \neq 0$ only for $k$ an integer, the communications goal is to estimate $A$ using the samples $A s(k T)+n(k T), k=1,2, \ldots, K$.

The formulated problem is well known to be optimally addressed through matched filtering. Moreover, each of the covered filters can be formulated in matched form. Thus to compare the performances of the matched linear, median, myriad, and meridian filters, 10,000 Gaussian distributed $\{A(i): i=1,2, \ldots, 10,000\}$ parameters are generated, sent through the baseband communication channel, sampled with $K=21$, and filtered with each of the matched filters to obtain the estimates $\{\hat{A}(i): i=1,2, \ldots, 10,000\}$. The corrupting channel noise is $\alpha$-Stable distributed with $\alpha=0.4$. The


FIGURE 26.11 Baseband communication model: $s(t)$ denotes the combined impulse response of the transmitter and the channel, and $A s(t)$ is corrupted by additive white noise $n(t)$.

TABLE 26.2 Matched Linear, Median, Myriad and Meridian Filters Output MAEs and MSEs

| Performance Criteria | Matched Linear | Matched Median | Matched Myriad | Matched Meridian |
| :--- | :---: | :---: | :---: | :---: |
| MAE | $5.9215 \times 10^{3}$ | 0.2080 | 0.1605 | 0.1121 |
| MSE | $3.2949 \times 10^{7}$ | 0.1687 | 0.0520 | 0.0380 |

Source: Aysal, T. C. and Barner, K. E., IEEE Trans. Signal Process., 55, 3949, 2007. With permission.
pulse carrying the symbol is taken to be rectangular. The mean absolute and squared errors of the matched filter outputs are tabulated in Table 26.2. The tabulated results show that the linear filter completely breaks down in the presence of the heavy tailed corruption. The median is significantly more robust, but still suffers from its inability to completely discount outliers. The myriad and meridian operators, both derived for such algebraic tailed environments, provide significantly better results than the GGD-based methods. The noise parameter utilized in this example, $\alpha=0.4$, results in extremely impulsive corruption, which is why the best performance is provided by the most robust operator covered, the matched meridian filter.

### 26.4.2 Power Line Communications

Consider next the problem of power line communications (PLCs). The use of existing power lines for transmitting data and voice has received considerable interest in recent years [51-54]. The advantages of PLCs are obvious due to the ubiquity of power lines and power outlets. The potential of power lines to deliver broadband services, such as fast Internet access, telephone, fax services, and home networking is emerging in new communications industry technology. However, there remain considerable challenges for PLCs, such as communications channels that are hampered by the presence of large amplitude noise superimposed on top of traditional white Gaussian noise. The overall interference is appropriately modeled as an algebraic tailed process, with $\alpha$-Stable ( $\alpha \approx 1$ ) often chosen as the parent distribution [51].

To compare the various filtering algorithms, consider a PLC problem in which there are a set of voltage levels, $\mathcal{V}=\{-2,-1,0,1,2\}$ unknown at the receiver.* A signal randomly composed of these voltage levels, an example of which is shown in Figure 26.12a, is transmitted through a powerline. The observed signal is given in Figure 26.12b, where the noise is modeled as $\alpha$-Stable distributed with $\alpha=1.25$. Note that this results in corruption that is somewhat less impulsive than in the previously considered example. The observed powerline signal is processed with mean, median, myriad, and meridian filters, each utilizing window length $N=9$, the results of which are given in Figures 26.12c through, respectively.

Inspection of the figures shows that the mean is vulnerable to impulsive noise even when $\alpha$ is relatively large. The median, myriad, and meridian, in contrast, all perform relatively well. The fact that the median performs well in this example indicates that the noise impulsivity is reasonably close to the GGD Laplacian distribution special case. The meridian is, perhaps, overly robust for the level of corruption observed in this example, but still performs nearly as well as the myriad and median. This example shows that the myriad and meridian give up little in terms of performance in relatively light tailed environments while, as the previous example shows, offering considerably better performance in the presence of truly heavy tailed observations.

### 26.4.3 Highpass Filtering of a Multitone Signal

As a final example, consider the problem of preserving a high-frequency tone while removing all low frequency terms. This requires highpass filtering, which employs both positive and negative weights within the filter window. Such a problem demonstrates not only the utilization of positive and negative
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FIGURE 26.12 Power line communications signal enhancement: (a) transmitted signal, (b) observed signal corrupted by $\alpha=1.25$ noise, output of the (c) mean [2.5388]\{8.6216\}, (d) median [2.4267]\{7.4393\}, (e) myriad [2.4385]\{7.4993\}, and (f) meridian filters [2.4256]\{7.4412\}, where [ $\cdot]$ and $\{\cdot\}$ denotes the mean absolute and squared error for the corresponding filtering structure.
weights, but also the ability of robust nonlinear filters to perform frequency selectivity that is traditionally accomplished through linear filtering. Figure 26.13a depicts a two-tone signal with normalized frequencies 0.02 and 0.4 Hz . The signal is 1000 samples long, although a cropped version of the original signal $\{0,200\}$ is shown for presentation purposes. Figure 26.13 b shows the multitone signal filtered by a 40 -tap linear FIR filter designed by the MATLAB fir1 command with a normalized cutoff frequency of 0.3 Hz . The myriad and median filter weights are optimized in this case utilizing the adaptive methods detailed in the previous section.* Noting that the median filter is a limiting case of the meridian filter, the meridian filter weights are set equal to those of the median.

The clean multitone input signal is corrupted by additive $\alpha$-Stable noise with $\alpha=0.4$ to form a corrupted observation from which the single high frequency tone must be extracted, Figure 26.13c. The noisy multitone signal is processed by the linear, median, myriad, and meridian filters with the results given in Figures 26.13d through g, respectively. Similarly to the first example, the observation signal in this case contains very heavy tailed outliers. These outliers cause the linear filter to, once again, break down. Each of the nonlinear filters, in contrast, offers more robust processing, with the outputs more closely reflecting the range and frequency content of the desired signal. The increasing robustness of the operators is again apparent, with the myriad being more robust to outliers than the median and the meridian being the most robust. It should be noted that the nonlinear filters not only minimize the influence of outliers, but their flexible weighted structures are able to effectively pass desired frequency content while rejecting content outside the desired frequency band. The ability to simultaneously reject
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FIGURE 26.13 High frequency-selection filtering in impulsive noise: (a) clean two-tone input signal, (b) (desired) highpass component of the input signal (processed with lowpass FIR filter), (c) two-tone signal corrupted with stable noise ( $\alpha=0.4$ ), noisy two-tone input signal processed with ( d ) linear, (e) median, (f) myriad, and (g) meridian filters. (From Aysal, T. C. and Barner, K. E., IEEE Trans. Signal Process., 55, 3949, 2007. With permission.)
outliers and perform frequency selectivity enables the nonlinear median, myriad, and meridian filters to be deployed in a wide range of applications, including those previously dominated by, but not necessarily well addressed by, linear filtering.

### 26.5 Concluding Remarks and Future Directions

The development and application of nonlinear filters is necessitated by the complexity and challenging environments of many contemporary problems. In this chapter we have taken a fundamental approach to filter development, considering operators from the first principles of location estimation. This development focused on two important broad classes of distributions, generalized Gaussian and generalized Cauchy distribution families. Within the GGD family, particular focus was placed on the Gaussian and Laplacian distribution special cases and their resulting linear and median filtering operations. It was shown that while the GGD family constitutes a broad array of distributions with varying tail parameters, distributions within the family are not capable of accurately modeling the most impulsive and environment seen in practice due to the constraint that GGD density tail decay rates be exponential. The consequence of this tail decay rate constraint is that the linear and median filters deriving their optimality from the

GGD are not effective in the processing of very impulsive sequences. The GCD family, in contrast, consists of distributions with algebraic tail decay rates that do accurately modeled these most demanding impulsive environments. Within this family we again focus on two special cases, the Cauchy and Meridian distributions and their resulting myriad and meridian filtering operations. As these filters are derived from heavy tailed distributions, they are well suited for applications dominated by very impulsive statistics.

Properties and optimization procedures are presented for each of the filters covered. In particular, we show that the operators can be ordered in terms of their robustness, from least to most robust, as linear, median, myriad, and meridian. Moreover, myriad filters contain linear filters as special cases, while meridian filters contain median operators as special cases. Thus the myriad and meridian operators are inherently more efficient than their traditional (subset) counterparts. Simulations presented in communications and frequency selective filtering applications show and contrast the performances of the filters in applications with varying levels of heavy tailed statistics. As expected, linear operators breakdown in these environments while the robust, nonlinear operators yield desirable results.

Although the presentation in this chapter ranges from theoretical development through properties, optimization, and applications, the coverage is, in fact, simply an overview of one segment within the broad array of nonlinear filtering algorithms. To probe further, the interested reader is referred to the cited articles, as well as numerous other works in this area. Additionally, there are many other areas of research in nonlinear methods that are under active investigation. Research areas of importance include (1) order-statistic based signal processing, (2) mathematical morphology, (3) higher order statistics and polynomial methods, (4) radial basis function and kernel methods, and (5) emerging nonlinear methods. Researchers and practitioners interested in the broader field of nonlinear signal processing are encouraged to see the many good books, monographs, and research papers covering these, and other, areas in nonlinear signal processing.
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Denoising is one of the fundamental problems in digital image processing and can be defined as the removal of noise from observed image data, for example in broadcast and surveillance as well as in medical imaging applications. Often performed as a preprocessing step prior to any analysis or modeling of the images, denoising improves the image quality thus reducing the effects of noise on the output of any subsequent operations. Let $f(\mathbf{r})$ denote some original image data corrupted by additive white Gaussian noise $\nu(\mathbf{r})$, resulting in observed image data $g(\mathbf{r})$, where $\mathbf{r}$ denotes the $n$-dimensional coordinates of the image data, and $n \in\{2,3,4\}$. For $n=2, \mathbf{r}$ usually represents the horizontal and vertical coordinates (often denoted by $x$ and $y$ ), whereas for $n=4$ for instance in case of real-time capture of three-dimensional (3-D) images (such as fMRI image data), $\mathbf{r}$ may be composed of the three spatial coordinates ( $x, y$, and $z$ ) and a time coordinate. Corruption of the original image data can, therefore, be expressed in the following form,
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where $\nu=\mathcal{N}\left(0, \sigma^{2}\right)$ denotes uncorrelated, zero-mean, Gaussian noise with a standard deviation of $\sigma$. The addition of white Gaussian noise often takes place at the imaging side, for instance due to the finite exposure time of the imaging devices, thermal noise in the CCD arrays, quantization noise, or a combination of some or all of these. The problem of image denoising can be stated as follows.

## PROBLEM STATEMENT:

Given the observed image data $g(\mathbf{r})$ and our knowledge about the noise process $v(\mathbf{r})$ being the white Gaussian noise with the level of noise being unknown, find an approximation $\tilde{f}(\mathbf{r})$ of the original image data such that the following criterion of total distortion

$$
\begin{equation*}
\sum_{\mathbf{r} \in \Omega}\|f(\mathbf{r})-\tilde{f}(\mathbf{r})\|^{2} \tag{27.2}
\end{equation*}
$$

is minimized, where $\Omega \subset \mathcal{R}^{n}$ is the set of all coordinates for the image data.

It is evident from the above problem statement that denoising is an inverse problem as well as an ill-posed one, since the objective here is to find a mapping $\Phi: g(\mathbf{r}) \mapsto \tilde{f}(\mathbf{r})$ which minimizes the sum of squared errors between $f(\mathbf{r})$ and $\tilde{f}(\mathbf{r})$, without having any prior knowledge of $f(\mathbf{r})$.

### 27.1 Filtering for Image Denoising

Denoising methods proposed in the literature can be categorized into two main classes: spatial (or spatiotemporal) and transform domain. Spatial or spatiotemporal denoising methods modify the intensity of the observed image data elements by applying a linear filter (e.g., averaging or Gaussian smoothing) or nonlinear (median filtering, edge-preserving filter such as Kuwahara filter or anisotropic diffusion) filtering operation on intensity values of the observed image data. Denoising methods that operate in the transform domain aim to amend the transform coefficients in such a way that prominent features of the original image are retained or highlighted and noise-related coefficients or noisy components of the transform coefficients are suppressed. The modification of transform coefficients can also be done in a linear, for example, multiplication or convolution, or nonlinear, thresholding or manipulation of coefficients using a nonlinear function such as $\tanh (\cdot)$, fashion.

Linear filters in both spatial and transform domains usually face the dilemma that although they can be computationally inexpensive, they often result in smoothing (also known as blurring) of important features, such as edges in images.

Nonlinear filters, on the other hand, aim at preserving image features that are crucial to the fidelity of reconstructed image data. Furthermore, nonlinear filtering in the transform domain offers the added advantage that it can faithfully reconstruct as well as highlight prominent image features, provided an appropriate transform for representing the image data is employed. Assuming the representation is sparse, filtering can be performed by simply thresholding the transform coefficients. The overall mapping function $\Phi(g)$ can then be defined as follows:

$$
\begin{equation*}
\Phi(g)=\tilde{f}=\Gamma^{-1}(\mathcal{T}\{\Gamma(g)\}), \tag{27.3}
\end{equation*}
$$

where
$\Gamma$ and $\Gamma^{-1}$, respectively, denote the forward and inverse transforms
$\mathcal{T}\{\cdot\}$ denotes the thresholding operation
The denoising function $\Phi$ is a nonlinear filter, even when a unitary transform $\Gamma$ is employed, due to the presence of the thresholding operator $\mathcal{T}$, which is a highly nonlinear operator.

### 27.1.1 Nonlinear Filtering in the Transform Domain

The use of multiresolution image representations in the restoration of noisy images dates back to the late 1980s [1], in which a statistical estimator based on a simple quadtree image model was used in smoothing images corrupted by additive Gaussian noise. For image denoising, the transform $\Gamma$ in Equation 27.3 ought to be chosen such that it is an appropriate representation of the most prominent spatial or spatiotemporal features present in $g(\mathbf{r})$ with the help of basis functions with suitable shape and localization. An additional advantage of the transform-based approach to filtering is that it allows one to extract important features for analysis purposes; for example, curvilinear features in still images, moving edges in video sequences, tissue interfaces in medical images, or fault surfaces in seismic images.

But what criteria should one use to choose an appropriate transform? Sparsity of a representation is widely believed to be one of the criteria used to judge its effectiveness for a particular type of feature. A representation can be regarded as being efficient if its basis functions resemble closely the type of feature being sought in the image data, thus resulting in its sparse representation. It is believed that during the millenia of evolution, the external visual stimuli of complex natural scenarios have influenced the human visual system (HVS), so that cells in the primary visual cortex can respond to certain important spatiotemporal features. Hubel and Wiesel [2] first showed that biological visual systems in mammals actually analyze images along dimensions such as orientation, scale, and frequency. More recently, it was shown by Olshausen and Field [3,4] that the sparse components generated by image-dependent linear transformation known as independent component analysis (ICA) resemble simple-cell receptive fields. This matches the hypothesis that the HVS captures essential information with a minimum number of excited neurons, which can be understood as a biological form of sparse representation.

### 27.1.2 Transform: Separable or Nonseparable?

The ordinary separable wavelet transform offers most of the desiderata that a suitable representation mimicking the HVS is required to satisfy multiresolution, sparse, localized. However, the fact that it is computed separably, i.e., on rows and columns in 2-D, for instance, implies that its basis functions are simply tensor products of 1-D wavelet basis functions along the rows and columns, resulting in capturing edges along only three orientations in 2-D: horizontal, vertical, and diagonal. Since the separable 2-D wavelet basis functions can only capture features of three possible orientations, the ordinary
wavelet transform results in a nonsparse representation of edges in other directions. This limited orientation selectivity can be a severe limitation in applications where detection, coding, or denoising where reconstruction of strong directional features is important. In higher dimensions also, separability seriously limits the ability of wavelets to efficiently represent higher dimensional features (such as lines in images or planes in 3-D image volumes). To overcome this limitation, several nonseparable geometric wavelets (mostly in 2-D) have been proposed in the last decade or so. These are commonly referred to as the $X$-lets in the literature, such as ridgelets [5], curvelets [6,7], wedgelets [8], beamlets [9], contourlets [10,11], brushlets [12], and arclets [13].

### 27.1.3 Transform: Fixed or Adaptive?

Most of the nonseparable $X$-lets mentioned above employ fixed basis functions. Some researchers believe that since the type of features that would excite the retinal neurons is fixed, it also suggests that the HVS is more likely a representation with a fixed basis rather than an adaptive one like the ICA. However, in some cases, image-dependent adaptive bases have been shown to be superior in terms of their ability to represent prominent image features, particularly when the representation is not overcomplete.* They offer the advantage of compactly representing the image features using basis functions that are adapted to the contents of the image data. In summary, while the fixed transform idea is appealing in terms of its computational complexity and in its comparison to the HVS, the adaptive transform may be better suited in some cases due to its adaptability but may be prohibitively expensive computation-wise.

### 27.1.4 Chapter Organization

In this chapter, we describe three wavelet-like representations employed to filter noisy 2-D and 3-D image data:

- Polar cosine transform (PCT) is a nonseparable 2-D transform designed to capture two of the most important features in 2-D images: curvilinear edges and texture. The development of PCT is motivated by the fact that natural images contain not only piecewise smooth regions separated by edges, but also regions with strong textural characteristics. Two constructions of PCT, one using Radon transform and another using DCT and DST in a butterfly fashion, are described in Section 27.2. The former PCT construction can also be tailored to be image-dependent such that it can be adapted to both directional linear features as well as directional textures in a unified manner according to the "image $=$ edge + texture" model.
- Planelets are nonseparable 3-D basis functions, resembling planar wave functions and having compact support in space-time as well as spatiotemporal frequency. Locally planar structures can be found in many 3-D applications, including video sequences, where they represent sweeping luminance edges, and medical volume data, where they represent the interfaces between different tissue types, for example. Planelets can be regarded as an extension of the complex wavelet bases [14] which have been increasing in popularity in recent years. Because transformation to the new basis is efficient computationally, the overall denoising algorithm is highly efficient. The representation is translation invariant, offers good directional selectivity, and can be computed efficiently. The success of the approach is demonstrated using noisy video sequence and a noisy human knee MR image volume.

[^69]- Adaptive 3-D wavelet packet (A3-DWP) representation, which is separable but uses basis functions that are adapted to the contents of a given 3-D image data, a video sequence, or an image volume. The A3-DWP representation is optimal in terms of compactly representing local, in both space and time, spatiotemporal frequencies in the given image data. In order to reduce the effects of Gibbs phenomenon in the restored image data, translation dependence is removed by averaging the restored instances of the shifted data in all three directions.


### 27.2 Polar Cosine Transform

It is widely recognized that natural images consist of piecewise smooth regions separated by edges as well as textured regions. While various different models for curved edges exist, including some of the $X$-lets mentioned in Section 27.1, texture representation has faced difficulties due to lack of a single widely accepted mathematical definition of texture patterns that can be found in images. There are, however, certain assumptions that can be made for most natural textures:

- Oriented. Many spatial textures have a prominent direction, for example wood patterns and seismograms, or a combination of several such components.
- Periodic. The texture tends to repeat certain basic elements at a given frequency and tends to repeat itself with a degree of affine invariance.
- Localized. In natural images, the textures are usually confined within a particular region. In other words, they are spatially localized.

Over the years, several wave packet bases such as local cosines [15,16], wavelet packets [17,18], and brushlets [19] have been proposed as suitable representations for oscillatory textures. However, they either lack orientation selectivity, or their spatial-frequency localization is not satisfactory. Moreover, due to the Uncertainty Principle, a sparse representation for both singularities and periodic oscillations in a fixed basis is a fundamental dilemma [20]. The resort is to find an image-dependent adaptive basis which can accommodate both directional linear features as well as directional textures in a unified manner according to the "image $=$ edge + texture" model.

### 27.2.1 Continuous Transform

A prototypical oriented texture pattern can be seen as a higher dimensional function which has a waveform constant along a fixed direction. Such functions are usually referred to as "planar waves" or "ridge functions" in approximation related literature [21]. Formally, a ridge function is a multivariate function of the form $\psi(\vec{\xi} \cdot \vec{\theta})$ where $\psi(\cdot)$ is a univariate function usually referred to as the ridge profile, with spatial coordinate vector $\vec{\xi} \in \mathbb{R}^{d}$ and $\vec{\theta} \in \mathbf{S}^{d-1}$. This means $\vec{\theta}$ is on the unit sphere $\mathbf{S}^{d-1}$ in dimension $d>1$ and indicates the orientation.

In order to model oriented texture, a real-to-complex ridge profile $\psi: \mathbb{R} \rightarrow \mathbb{C}$ can be defined as

$$
\begin{equation*}
\psi_{\omega}(\xi)=e^{i \omega \xi} . \tag{27.4}
\end{equation*}
$$

which is basically the 1-D Fourier basis function, and the corresponding multivariate ridge function by definition is

$$
\begin{equation*}
\psi_{\omega}(\vec{\xi} \cdot \vec{\theta})=e^{i \omega(\vec{\xi} \cdot \vec{\theta})} . \tag{27.5}
\end{equation*}
$$

The ridge function gives a complex trigonometric oscillatory constant along the direction $\vec{\theta}$. Taking the inner product of it with a function $f(\vec{\xi})$ gives

$$
\begin{equation*}
\hat{f}(\omega, \vec{\theta})=\left\langle f(\vec{\xi}), \psi_{\omega}(\vec{\xi} \cdot \vec{\theta})\right\rangle=\int f(\vec{\xi}) e^{-i \omega(\vec{\xi} \cdot \vec{\theta})} \mathrm{d} \vec{\xi} \tag{27.6}
\end{equation*}
$$

This is exactly the $d$-dimensional Fourier transform expressed in polar coordinate form, or just simply polar Fourier transform. The conversion to Cartesian coordinates can be done by separating the radial frequency into a frequency vector:

$$
\begin{equation*}
\vec{\omega}=\omega \vec{\theta} \tag{27.7}
\end{equation*}
$$

With a slight rearrangement of Equation 27.6, the equivalence becomes obvious:

$$
\begin{equation*}
\hat{f}(\omega, \vec{\theta})=\int f(\vec{\xi}) e^{-i \vec{\xi} \cdot(\omega \vec{\theta})} \mathrm{d} \vec{\xi}=\int f(\vec{\xi}) e^{-i \vec{\xi} \cdot \vec{\omega}} \mathrm{~d} \vec{\xi}=\hat{f}(\vec{\omega}) \tag{27.8}
\end{equation*}
$$

Meanwhile, the definition for the continuous Radon transform in $d$-dimensions is

$$
\begin{equation*}
\mathcal{R} f(t, \vec{\theta})=\int f(\vec{\xi}) \delta(\vec{\xi} \cdot \vec{\theta}-t) \mathrm{d} \vec{\xi} \tag{27.9}
\end{equation*}
$$

The relationship between the Radon transform and the polar Fourier transform is stated as the Fourier Slice Theorem [22]:

## THEOREM 27.1 (Fourier Slice Theorem)

The 1-D Fourier transform with respect to $t$ of the projection $\mathcal{R} f(t, \vec{\theta})$ is equal to a central slice, at a given orientation $\vec{\theta}$, of the higher dimensional Fourier transform of the function $f(\vec{\xi})$, that is,

$$
\begin{equation*}
\widehat{\mathcal{R} f(t, \vec{\theta})}=\hat{f}(\omega, \vec{\theta}) \tag{27.10}
\end{equation*}
$$

If some boundary condition is to be posed at each polar orientation, instead of being defined on $\mathbb{R}$, the Radon slice $\mathcal{R}_{\vec{\theta}} f(t)$ is assumed to be an even function $\mathcal{R}_{\vec{\theta}} f(t)=\mathcal{R}_{\vec{\theta}} f(-t)$, then its Fourier transform can be written as follows:

$$
\begin{equation*}
\widehat{\mathcal{R} f(t, \vec{\theta}})=\sqrt{\frac{2}{\pi}} \int_{0}^{+\infty} \mathcal{R} f(t, \vec{\theta}) \cos (\omega t) \mathrm{d} t \tag{27.11}
\end{equation*}
$$

It is noted that only the real cosine part remains in the above equation due to the even boundary assumption on the slices. This is equivalent to a cosine tranform with ridge-type basis functions defined as

$$
\begin{equation*}
\psi_{\omega}^{\mathcal{C}}(\vec{\xi} \cdot \vec{\theta})=\sqrt{\frac{2}{\pi}} \cos (\omega \vec{\xi} \cdot \vec{\theta}) \tag{27.12}
\end{equation*}
$$

In the same way by assuming $\mathcal{R}_{\theta} f(t)=-\mathcal{R}_{\theta} f(-t)$, the sine counterpart is

$$
\begin{equation*}
\psi_{\omega}^{\mathcal{S}}(\vec{\xi} \cdot \vec{\theta})=\sqrt{\frac{2}{\pi}} \sin (\omega \vec{\xi} \cdot \vec{\theta}) \tag{27.13}
\end{equation*}
$$

Correspondingly, the continuous polar cosine and sine transform are denoted, respectively, as

$$
\begin{equation*}
\mathcal{C} f(\omega, \vec{\theta})=\left\langle f(\vec{\xi}), \psi_{\omega}^{\mathcal{C}}(\vec{\xi} \cdot \vec{\theta})\right\rangle=\sqrt{\frac{2}{\pi}} \int_{0}^{+\infty} f(\vec{\xi}) \cos (\omega \vec{\xi} \cdot \vec{\theta}) \mathrm{d} \vec{\xi} \tag{27.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S} f(\omega, \vec{\theta})=\left\langle f(\vec{\xi}), \psi_{\omega}^{\mathcal{S}}(\vec{\xi} \cdot \vec{\theta})\right\rangle=\sqrt{\frac{2}{\pi}} \int_{0}^{+\infty} f(\vec{\xi}) \sin (\omega \vec{\xi} \cdot \vec{\theta}) \mathrm{d} \vec{\xi} . \tag{27.15}
\end{equation*}
$$

These two transforms, along with the polar Fourier transform, can be regarded as a family of Polar Trigonometric Transforms. In the context of image processing, the PCT is the transform of interest in this work, due to its better approximation convergence properties attributed to the even boundary extension [23]. Since it is essentially the Fourier transform, the completeness of the transform makes the transform operator $\mathcal{C}$ unitary which means $\mathcal{C}^{-1}=\mathcal{C}^{\star}$. Since the transform is real, the operator is self-conjugate, making the inverse transform exactly the same as the forward transform:

$$
\begin{equation*}
\mathcal{C}^{-1}=\mathcal{C} \tag{27.16}
\end{equation*}
$$

The same also holds for the continuous polar sine transform and its inverse.

### 27.2.2 Discrete Transform

The continuous PCT essentially replaces the polar Fourier transform's complex basis with a real cosine sinusoid as the ridge function, by assuming the projected Radon slice is even. In a discrete case, the Fourier-related transforms that operate on a function over a finite domain can be thought of as implicitly defining an extension of that function outside the domain. The discrete Fourier transform (DFT) implies a periodic extension of the original function. A discrete cosine transform (DCT), like the continuous cosine transform, implies an even extension of the original function.

However, when the transform is to operate on finite, discrete sequences, two issues arise that are not relevant in case of the continuous cosine transform. First, one has to specify whether the function is even or odd at both the left and right boundaries of the domain. Second, one has to specify around what point the function is even or odd. These issues result in several different versions of DCTs, a full list of which along with corresponding DSTs is given in Table 27.1. For a discrete polar cosine transform, any of the DCTs can be adopted to form the basis ridge function. In particular, the so-called DCT-II is widely used in many applications such as the famed JPEG compression [24] due to its even boundary extensions on both ends, which gives better approximation convergence. The 1-D DCT-II function is defined by the ridge profile:

$$
\begin{equation*}
\psi_{k}[n]=\cos \left[\frac{\pi}{N}\left(n+\frac{1}{2}\right) k\right] \tag{27.17}
\end{equation*}
$$

where
$N$ is the possible number of frequencies as well as the length of the Radon projection slice
$k=0,1, \ldots, N-1$ is the frequency index

TABLE 27.1 List of DCTs and DSTs

| DCT-I | $\frac{1}{2}\left(x_{0}+(-1)^{k} x_{N-1}\right)+\sum_{n=1}^{N-2} x_{n} \cos \left[\frac{\pi}{N-1} n k\right]$ |
| :--- | :--- |
| DCT-II | $\sum_{n=0}^{N-1} x_{n} \cos \left[\frac{\pi}{N}\left(n+\frac{1}{2}\right) k\right]$ |
| DCT-III | $\frac{1}{2} x_{0}+\sum_{n=1}^{N-1} x_{n} \cos \left[\frac{\pi}{N} n\left(k+\frac{1}{2}\right)\right]$ |
| DCT-IV | $\sum_{n=0}^{N-1} x_{n} \cos \left[\frac{\pi}{N}\left(n+\frac{1}{2}\right)\left(k+\frac{1}{2}\right)\right]$ |
| DST-I | $\sum_{n=0}^{N-1} x_{n} \sin \left[\frac{\pi}{N+1}(n+1)(k+1)\right]$ |
| DST-II | $\sum_{n=0}^{N-1} x_{n} \sin \left[\frac{\pi}{N}\left(n+\frac{1}{2}\right)(k+1)\right]$ |
| DST-III | $\sum_{n=0}^{N-2} x_{n} \sin \left[\frac{\pi}{N}(n+1)\left(k+\frac{1}{2}\right)\right]$ |
| DST-IV | $\sum_{n=0}^{N-1} x_{n} \sin \left[\frac{\pi}{N}\left(n+\frac{1}{2}\right)\left(k+\frac{1}{2}\right)\right]$ |

In the context of image processing, the discussion of discretization of the PCT will be further restricted to the 2-D case, which means the unit orientation vector becomes

$$
\vec{\theta}=\left[\begin{array}{c}
\cos \theta  \tag{27.18}\\
\sin \theta
\end{array}\right]
$$

With $\vec{\xi}=\left[\xi_{1}, \xi_{2}\right]$, the discrete cosine ridge function is

$$
\begin{equation*}
\psi_{k}\left[\xi_{1} \cos \theta+\xi_{2} \sin \theta\right]=\cos \left[\frac{\pi}{N}\left(\xi_{1} \cos \theta+\xi_{2} \sin \theta+\frac{1}{2}\right) k\right] \tag{27.19}
\end{equation*}
$$

Then the discrete polar cosine transform on an $M \times M 2$-D image $f[\vec{\xi}]$ can be defined as

$$
\begin{align*}
\mathcal{C} f[k, \theta] & =\left\langle f[\vec{\xi}], \psi_{k}\left[\xi_{1} \cos \theta+\xi_{2} \sin \theta\right]\right\rangle \\
& =\sum_{\xi_{1}=0}^{M-1} \sum_{\xi_{2}=0}^{M-1} f\left[\xi_{1}, \xi_{2}\right] \cos \left[\frac{\pi}{N}\left(\xi_{1} \cos \theta+\xi_{2} \sin \theta+\frac{1}{2}\right) k\right] \tag{27.20}
\end{align*}
$$

The inverse transform for DCT-II is the DCT-III transform. The corresponding cosine ridge function for the inverse transform is

$$
\begin{equation*}
\psi_{k}^{-1}\left[\xi_{1} \cos \theta+\xi_{2} \sin \theta\right]=\lambda_{k} \cos \left[\frac{\pi}{N}\left(\xi_{1} \cos \theta+\xi_{2} \sin \theta+\frac{1}{2}\right)\left(k+\frac{1}{2}\right)\right] \tag{27.21}
\end{equation*}
$$

where

$$
\lambda_{k}= \begin{cases}1 / 2 & \text { if } k=0 \\ 1 & \text { if } k \neq 0\end{cases}
$$

and the discrete inverse polar cosine transform operator $\mathcal{C}^{-1}$ is given by

$$
\begin{align*}
\mathcal{C}^{-1} f[k, \theta] & =\left\langle f[\vec{\xi}], \psi_{k}\left[\xi_{1} \cos \theta+\xi_{2} \sin \theta\right]\right\rangle \\
& =\sum_{\xi_{1}=0}^{M-1} \sum_{\xi_{2}=0}^{M-1} f\left[\xi_{1}, \xi_{2}\right] \lambda_{k} \cos \left[\frac{\pi}{N}\left(\xi_{1} \cos \theta+\xi_{2} \sin \theta+\frac{1}{2}\right)\left(k+\frac{1}{2}\right)\right] \tag{27.22}
\end{align*}
$$

### 27.2.3 Radon-Based Digital Implementation

Equations 27.10 and 27.11 suggest that the discrete PCT can be implemented by a Radon transform, that is, taking the $1-\mathrm{D}$ DCT on Radon slices:

$$
\begin{equation*}
\mathcal{C} f[k, \theta]=\sum_{t=0}^{N-1} \mathcal{R} f[t, \theta] \cos \left[\frac{\pi}{N}\left(t+\frac{1}{2}\right) k\right] \tag{27.23}
\end{equation*}
$$

As the Fourier Slice Theorem shows, the Radon transform can be implemented by taking the central slice in the Fourier spectrum and then performing a 1-D inverse Fourier transform on it. Applying DCT on the Radon slices, we can obtain the discrete PCT.

This gives a means for a digital implementation of the discrete polar cosine transform. For the Radon transform, various ways to implement it in a discrete fashion have been attempted, among which the Fast Slant Stack [25] was chosen, which is based on a pseudo-polar Fast Fourier Transform (FFT) [26]. According to Ref. [25], the transform is computationally efficient, algebraically exact, geometrically faithful, and its inversion is numerically stable.

With the implementation described above, the PCT basis vectors for an $8 \times 8$ image block can be seen in Figure 27.1. The basis vectors are indexed by frequency $k$ and orientation $\theta$. As a result of the Cartesian-to-polar conversion in the frequency domain, the low-frequency basis vectors are clearly being over-sampled, resulting in a redundant frame where the number of coefficients is four times the original data size.

### 27.2.4 Butterfly-Based Digital Implementation

The above digital implementation of the PCT based on the Radon transform is akin to the digital ridgelet transform [27]. Such a Radon-based approach is flexible in constructing various directional ridge-type transforms, but it suffers from several drawbacks of the underlying Radon transform. First is the high computational requirement both for the forward and inverse transforms. The forward transform includes a pseudo-polar Fourier transform, 1-D inverse Fourier transforms on polar slices, and forward cosine


FIGURE $27.18 \times 8$ discrete polar cosine basis vectors.
transforms. The inverse Fast Slant Stack uses an iterative algorithm in the reconstruction to minimize numerical instability. Secondly, the redundancy factor could be an issue in some applications. While it seems implausible to construct a digital ridgelet transform without invoking the Radon transform, it does not necessarily hold true for the PCT. A possible construction of such directional real trigonometric transform in the context of modulated lapped transforms was discussed in Ref. [28]. The same construction is adopted here in implementing a digital PCT.

It can be observed from Table 27.1 that the DCT-IV and DST-IV share the same function parameters. In 2-D, Cartesian separable basis functions can be formed by the tensor product of 1-D bases:

$$
\begin{align*}
& \psi_{k_{1}, k_{2}}^{\mathcal{C}}\left[\xi_{1}, \xi_{2}\right]=\cos \left[\frac{\pi}{N}\left(\xi_{1}+\frac{1}{2}\right)\left(k_{1}+\frac{1}{2}\right)\right] \cos \left[\frac{\pi}{N}\left(\xi_{2}+\frac{1}{2}\right)\left(k_{2}+\frac{1}{2}\right)\right] .  \tag{27.24}\\
& \psi_{k_{1}, k_{2}}^{\mathcal{S}}\left[\xi_{1}, \xi_{2}\right]=\sin \left[\frac{\pi}{N}\left(\xi_{1}+\frac{1}{2}\right)\left(k_{1}+\frac{1}{2}\right)\right] \sin \left[\frac{\pi}{N}\left(\xi_{2}+\frac{1}{2}\right)\left(k_{2}+\frac{1}{2}\right)\right] . \tag{27.25}
\end{align*}
$$

By setting $A=\frac{\pi}{N}\left(\xi_{1}+\frac{1}{2}\right)\left(k_{1}+\frac{1}{2}\right)$ and $B=\frac{\pi}{N}\left(\xi_{2}+\frac{1}{2}\right)\left(k_{2}+\frac{1}{2}\right)$, the expression is simplified as follows:

$$
\begin{align*}
\psi_{k_{1}, k_{2}}^{C}\left[\xi_{1}, \xi_{2}\right]-\psi_{k_{1}, k_{2}}^{S}\left[\xi_{1}, \xi_{2}\right] & =\cos A \cos B-\sin A \sin B \\
& =\cos [A+B] \\
& =\cos \left[\frac{\pi}{N}\left(\left(\xi_{1}+\frac{1}{2}\right)\left(k_{1}+\frac{1}{2}\right)+\left(\xi_{2}+\frac{1}{2}\right)\left(k_{2}+\frac{1}{2}\right)\right)\right] \\
& =\cos \left[\frac{\pi}{N}\left(\xi_{1} k_{1}+\xi_{2} k_{2}+\frac{1}{2}\left(\xi_{1}+\xi_{2}+k_{1}+k_{2}+1\right)\right)\right] . \tag{27.26}
\end{align*}
$$

Therefore the difference between the 2-D basis functions of DCT-IV and DST-IV at given frequencies can be reduced into a cosine component. Furthermore, since $k_{1}=k \cos \theta, k_{2}=k \sin \theta$, where $k=\sqrt{k_{1}^{2}+k_{2}^{2}}$ is the polar frequency index and $\theta=\arctan \left(k_{2} / k_{1}\right)$, Equation 27.26 can be rewritten in the polar cosine form:

$$
\begin{align*}
\psi_{k, \theta}^{\chi}\left[\xi_{1}, \xi_{2}\right] & =\psi_{k \cos \theta, k \sin \theta}^{\mathcal{C}}\left[\xi_{1}, \xi_{2}\right]-\psi_{k \cos \theta, k \sin \theta}^{\mathcal{S}}\left[\xi_{1}, \xi_{2}\right] \\
& =\cos \left[\frac{\pi}{N}\left(\left(\xi_{1} \cos \theta+\xi_{2} \sin \theta\right) k+\frac{1}{2}\left(\xi_{1}+\xi_{2}+k \cos \theta+k \sin \theta+1\right)\right)\right] . \tag{27.27}
\end{align*}
$$

However, it should be noted that compared with the PCT-II defined in Equation 27.20, although the basis vectors do not represent a strict form of ridge functions, they are directional and can be arranged in polar form. The above is set for the case when $k_{1}=0, \ldots, N-1$ and $k_{2}=0, \ldots, N-1$. For negative frequencies, it is clear that

$$
\begin{align*}
\psi_{k_{1},-k_{2}-1}^{X}\left[\xi_{1}, \xi_{2}\right] & =\psi_{k_{1}-k_{2}-1}^{\mathcal{C}}\left[\xi_{1}, \xi_{2}\right]-\psi_{k_{1},-k_{2}-1}^{S}\left[\xi_{1}, \xi_{2}\right] \\
& =\cos A \cos [-B]-\sin A \sin [-B] \\
& =\cos A \cos B+\sin A \sin B \\
& =\psi_{k_{1}, k_{2}}^{\mathcal{C}}\left[\xi_{1}, \xi_{2}\right]+\psi_{k_{1}, k_{2}}^{S}\left[\xi_{1}, \xi_{2}\right] . \tag{27.28}
\end{align*}
$$

This suggests that for $-k_{2}-1=-1, \ldots,-N$, the basis function is just the sum of DCT-IV and DST-IV. In the same way, it is not difficult to see that when $k_{1}=-1, \ldots,-N$ and $k_{2}=-N, \ldots, N-1$, which is the basis functions for the lower half-plane of the frequency spectrum:

$$
\begin{equation*}
\psi_{k_{1}, k_{2}}^{\chi}\left[\xi_{1}, \xi_{2}\right]=\psi_{-k_{1}-1,-k_{2}-1}^{\chi}\left[\xi_{1}, \xi_{2}\right] . \tag{27.29}
\end{equation*}
$$

Thus the corresponding transform domain exhibits the same Hermite symmetry as the Fourier transform, with basis functions very close to the FFT's basis functions. As a result, the transform

$$
\begin{equation*}
\chi f\left[k_{1}, k_{2}\right]=\left\langle f\left[\xi_{1}, \xi_{2}\right], \psi_{k_{1}, k_{2}}^{\chi}\left[\xi_{1}, \xi_{2}\right]\right\rangle \tag{27.30}
\end{equation*}
$$

is only twice redundant, by removing a half-plane of the spectrum and can be efficiently implemented by a butterfly computation. A schematic illustration of the transform can be seen in Figure 27.2. For the sake of convenience, this particular digital implementation will be referred to as PCT-X. A complete basis for size $8 \times 8$ is shown in Figure 27.3.

It is observed that the PCT-X is closely related to the Fourier transform itself, despite the new transform being real. The expansion of PCT-X, therefore, can be expected to have similarities with the Fourier magnitude spectrum.


Inverse transform


FIGURE 27.2 Forward PCT-X transform and the inverse transform.


FIGURE 27.3 $8 \times 8$ discrete polar cosine basis vectors.


FIGURE 27.4 Spectrum comparison between the PCT-X and the Fourier transform.

In Figure 27.4, a comparison between the PCT-X spectrum and the Fourier spectrum is made. A reptile texutre patch is chosen as the test data and the two transforms yield very similar magnitude responses. However, the histograms suggest that the coefficients of the PCT-X expansion are sparser than those of the Fourier transform, attributed to the symmetric boundary extension of the underlying DCT-IV and DST-IV.

### 27.2.5 Nonlinear Approximation

As previously mentioned in Section 27.2, with the difficulty in mathematically formulating texture, it is hard to approach the nonlinear approximation problem quantitatively. The theoretical study of the transform in the context of computational harmonic analysis is beyond the scope of this thesis, where the main concern is on examining its effectiveness in providing sparsity in the transformed expansion. The approach taken here is more empirical, where the nonlinear approximation results are presented in the form of output from numerical experiments.

Two digital PCT implementations were selected for nonlinear approximation experiments: the Radonbased PCT with DCT-II as ridge profile (PCT-II) and the butterfly PCT-X implementation as shown in Figure 27.2. They are compared with three other transforms: the FFT; the DCT-II, which is a Cartesian separable real-to-real implementation of FFT; and the fast curvelet transform (FCT) which is implemented by wrapping of specially selected subbands of Fourier samples [29].

Two different image patches are tested for nonlinear approximation. The first one contains a portion of a fingerprint image, which consists of repeated curved ridges. The second one is a simple straight line. The purpose of including such a linear singularity is that although it is not ideal to be represented by an oscillatory basis, it would be still worth comparing with other trigonometric transforms. All the patches are sized $256 \times 256$, cropped from the original $512 \times 512$ images. They are prewhitened by taking the highpass subband Laplacian pyramid.

The nonlinear approximation results are represented in Figures 27.5 and 27.6 as PSNR curves. The PSNR values are plotted against the top percentage of coefficients, from $2 \%$ to $50 \%$. The percentage


FIGURE 27.5 Nonlinear approximation PSNR curves for fp .
instead of the number of coefficients is used due to the fact that different transforms yield different number of coefficients. For the sake of convenience, a table of percentages and the corresponding retained numbers of coefficients for different transforms are listed in Table 27.2. It is observed that for the textured image $\mathbf{f p}$, the PCTs outperform the other candidates consistently. With fewer coefficients, the PCT-X's PSNR is usually close to the PCT-II, occasionally outperforms it (on fp). This is due to the fact that PCT-II's reconstruction is less stable with fewer coefficients while PCT-X's inverse transform is exact. However, the goodness of DCT-II's even symmetric boundaries eventually yields better PSNR with relatively more coefficients involved. While low PSNR performances are to be expected from the trigonometric transforms, it is also reassuring that the two PCTs give better PSNR than the DCT and FFT.

Figure 27.7 shows the reconstructions from the top $2 \%$ coefficients of these four transforms on $\mathbf{f p}$. The reconstruction from FCT looks artificial, due to its inability to capture directional harmonics of the image, an oscillatory pattern has to be described as several directional singularities. The DCT reconstruction, while being closer to the original, does not highlight the oriented patterns as well as


FIGURE 27.6 Nonlinear approximation PSNR curves for line.

TABLE 27.2 Percentage versus Number of Retained Coefficients for Different Transforms

| Percentage (\%) | FCT | DCT | FFT | PCT-II | PCT-X |
| :--- | ---: | ---: | ---: | ---: | ---: |
| 0.1 | 185 | 66 | 66 | 262 | 132 |
| 2 | 3700 | 1311 | 1311 | 5243 | 2622 |
| 15 | 27748 | 9830 | 9830 | 39322 | 19660 |
| 100 | 184985 | 65536 | 65536 | 262144 | 131072 |

the PCTs. The results from FFT and PCTs are very similar, while the PCTs give slightly better reconstructions with the directional regularities on the fingerprint ridges, particularly by PCT-X.

Another example is the line in Figure 27.8. The percentage of coefficients is kept as little as $0.1 \%$. It is not surprising that the FCT restores the line faithfully even at such a low ratio. The reconstructions from the four Fourier-type bases (DCT, FFT, and the two PCTs) all exhibit the "ghosting" artifacts sometimes referred to as the Gibbs phenomenon, due to suppressing too many high frequency


FIGURE 27.7 Illustrative results for nonlinear approximation on fp .


FIGURE 27.8 Illustrative results for nonlinear approximation on line.
coefficients. The DCT shows the ghosting artifact on two different orientations, the FFT has two ghost lines appearing on the reconstruction. The PCT-II, on the other hand, due to the boundary extension being assumed on the Radon slices, shows only one significant ghost line. The ghosting artifact is further reduced in PCT-X's reconstruction.

### 27.2.6 Polar Cosine Packets

As previously discussed, the Radon transform can reduce the PCT into a matter of performing the cosine transform on Radon slices. This also makes it possible to analyze directional features other than sinusoidal ridges. This is achieved by taking the transform in separate spatial windows. Local trigonometric bases proposed by Coifman and Meyer [30] and by Malvar [31] use smooth window functions to split the signal and to fold overlapping parts back into the original pieces so that the orthogonality is preserved. This treatment can avoid the discontinuity artifacts caused by a rectangular window, while introducing no redundancy.

The local cosine basis is composed of basis functions of the form

$$
\begin{equation*}
\varphi_{p, k}(t)=w_{p}(t) \sqrt{\frac{2}{\left|I_{p}\right|}} \cos \left[\pi\left(k+\frac{1}{2}\right) \frac{t-c_{p}}{\left|I_{p}\right|}\right] \tag{27.31}
\end{equation*}
$$

The Cosine-VI basis is used and modulated by a window function $w_{p}(t)$ which lies on an interval [ $a_{p-1}, a_{p}$ ] with $c_{p}=\left(a_{p}+a_{p-1}\right) / 2$, and $\left|I_{p}\right|=c_{p+1}-c_{p}$ being the length of the window, with the overlapping part included. With a careful choice of the window (see Ref. [15]), the set $\left\{a_{p}\right\} \subset \mathbb{R}$ forms a partition of unity and the local cosine basis associated to such partition is said to form a library of orthonormal bases usually referred to as the cosine packets.

The polar cosine packets can be implemented by placing the 1-D cosine packets on the Radon slices; the operator is denoted as

$$
\begin{equation*}
\mathcal{P} f[p, k, \theta]=\left\langle\mathcal{R} f[t, \theta], \varphi_{p, k}[t]\right\rangle \tag{27.32}
\end{equation*}
$$

Unfortunately, due to its implementation, it is not possible to construct similar polar cosine packets with the PCT-X.

### 27.2.7 Best Basis Selection

The arbitrary choice over the library of local trigonometric bases over a compact interval $U$ is of an extremely large range. To seek a feasible "best basis," the library of cosine packets is reduced to only taking dyadically partitioned decomposition of $U$ only. This organization is depicted schematically in Figure 27.9. Then $I_{00}$ is a cosine basis on the entire $U$ and $I_{p, s}$ will correspond to the local cosine basis over interval $p$ of the $2^{s}$ intervals at level $s$ of the tree. The best basis can be found by induction on $s$.

Let $B_{p, s}$ denote the cosine basis vectors corresponding to interval $I_{p, s}$, and $A_{p, s}$ be the best basis. For $s=0$, the best basis $A_{p, 0}=B_{p, 0}$, otherwise

$$
A_{p, s+1}= \begin{cases}B_{p, s+1} & \text { if } \mathcal{M}\left(B_{p, s+1} x\right)<\mathcal{M}\left(A_{2 p, s} x\right)+\mathcal{M}\left(A_{2 p+1, s} x\right),  \tag{27.33}\\ A_{2 p, s} \oplus A_{2 p+1, s} & \text { otherwise. }\end{cases}
$$



FIGURE 27.9 Binary tree of the localization of partitioned intervals.
where
$\oplus$ denotes a concatenation operation
$\mathcal{M}(\cdot)$ is a certain cost function
The resulting best basis is optimal relative to the cost function $\mathcal{M}$, which means different choices of the cost function reflecting certain criterion can result in different selections of the best basis. Such an approach is called "entropy-based best basis selection." For a complete treatment on the subject, see Ref. [32].

The best basis can be sought with the local cosine basis on the Radon slices. The resulting transform is called the polar cosine packet transform (PCPT), while the choice of the cost function $\mathcal{M}$ depends on the application.

### 27.2.8 Multiscale Polar Cosine Transform

It was recognized, as early as in 1978 [33], that, for an image representation to be useful, the transform should be well spatially localized. More importantly, the transform should be multiscale, in order to capture patterns of interest at different scales. While the PCT is able to provide a sparse expansion for directional patterns with good frequency resolution, putting it into a multiresolution, spatially localized manner is required. The result is a new wavelet-type transform called the multiscale polar cosine transform (MPCT), which is discussed in the following sections.

### 27.2.8.1 Construction of MPCT

A prototypical multiscale polar cosine function has the form

$$
\begin{equation*}
\Psi_{k, \vec{\theta}, s, \vec{\eta}}(\vec{\xi})=w\left(\frac{\vec{\xi}-\vec{\eta}}{s}\right) \psi_{k}\left(\frac{(\vec{\xi}-\vec{\eta}) \cdot \vec{\theta}}{s}\right) . \tag{27.34}
\end{equation*}
$$

where
$k, \vec{\theta}, \vec{\eta}$, and $s$ denote the frequency, orientation, location, and scale parameters of the function, respectively
$w(\cdot)$ is the smooth window function chosen along with the sampling interval to ensure invertibility of the discrete form of the transform

Effectively the transform can be viewed as a stack of windowed polar cosine transforms at a range of scales, with different block sizes for windowing. The coarser the scale $s$ is, the larger the window becomes. The digital implementation of such a multiscale lapped transform requires two operators: a
level operator which decomposes the signal into different scales, and a local operator which handles the decomposition locally within a block-in this case could be either the PCT operator $\mathcal{C}$ or the Polar cosine packet operator $\mathcal{P}$, which gives us the multiscale polar cosine packet transform (MPCPT).

A desirable level operator should have the following two properties:

1. Operator should be able to separate the signal into different frequency subbands.
2. Decomposed subbands should be isotropic, which then can be exploited well by the high-frequency resolution and the directional selectivity of the PCT.

A reasonable choice of the level operator is the Laplacian pyramid [34]. As in Chapter 3, for a particular level $x_{s}$ of subband, it is computed as

$$
\begin{equation*}
x_{s}(\vec{\eta})=\left(\mathbf{I}-\mathbf{G}_{s, s+1} \mathbf{G}_{s+1, s}\right) x_{s}^{\prime} \tag{27.35}
\end{equation*}
$$

where
I is the identity operator
$x_{s}^{\prime}$ is the Gaussian lowpass pyramid representation of $x(\vec{\eta})$

$$
\begin{equation*}
x_{s}^{\prime}(\vec{\eta})=\sum_{l=0}^{s-1} \mathbf{G}_{l+1, l} x(\vec{\eta}) \tag{27.36}
\end{equation*}
$$

$\mathbf{G}_{s, s+1}, \mathbf{G}_{s+1, s}$ are the raising and lowering operators associated with transitions between levels in the Gaussian pyramid, as defined previously in Chapter 3

Due to the dyadic decimation, the pyramid is known to have some $33 \%$ extra redundancy in 2-D, which is acceptable for general use in many image processing tasks. This also allows us to use a constant window size over different scales, which is equivalent to a dyadic increment of the window size.

### 27.2.8.2 Basis Functions and Frequency Tiling

The basis functions of the MPCT are 2-D cosine ridges with certain frequency, orientation confined to certain spatial location and scale. Several MPCT basis functions are shown in both spatial and frequency domains in Figure 27.10. These are three members of the MPCT basis at increasing scales on a $256 \times 256$ grid. Every function oscillates coherently in a preferred direction and frequency and confined by a


FIGURE 27.10 Basis functions at different scales and their frequency responses.
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FIGURE 27.11 Frequency tilings of the MPCT.
cosine-squared window. In the frequency domain, the Fourier transform of these functions is well-localized as well, exhibiting two symmetric blobs at an orientation perpendicular to that of the spatial functions. The size of the frequency blob increases with the scale, while the spatial window size decreases dyadically.

Figure 27.11 schematically demonstrates how the frequency plane is partitioned by the MPCT decomposition, both in continuous and discrete cases. It is clear that the polar orientation resolutions at different scales are the same and each of the subbands from the level operator is partitioned into equal number of boxes.

### 27.2.9 Relationship with Other Transforms

The construction of the MPCT presented here follows a long legacy in both harmonic analysis and image processing, and is directly connected with many other transforms proposed in the literature.

### 27.2.9.1 Multiresolution Fourier Transform

The multiresolution Fourier transform (MFT) is a windowed Fourier transform at different resolutions and the digital implementation is usually done by a similar lapped block transform like the MPCT with a
local FFT operator. Due to the close relationship between PCT and FFT, the MPCT can also be seen as a real version of the MFT, and the assumption of polar symmetric boundary extension increases the sparsity of the transformed coefficients. Unlike the conventional 2-D DCT, which is constructed by tensor product of the 1-D transform, the local operator PCT of MPCT is a true polar transform, combining the merits of both FFT and DCT into one setting.

### 27.2.9.2 Ridgelets and Curvelets

The first digital curvelet transform, the so-called curvelet-99 implementation proposed in Ref. [7] also adopts a multiscale lapped block transform approach. The level operator used in that specific transform was an undecimated á trous wavelet transform. While the redundancy is useful in the denoising task, substituting it with a less redundant operator like the Laplacian pyramid would still retain the curvelet notion. The local operator is the digital ridgelet transform which is a 1-D wavelet transform on Fast Slant Stack Radon slices. Therefore, the essential difference between the curvelet-99 transform and the MPCT transform is just the 1-D transform performed on Radon slices: one being the wavelet and another being the cosine transform.

In Ref. [35], implementations of possible digital ridgelet packets were discussed. One of these uses a basis on the Radon domain from a wavelet packet or cosine packet dictionary. This coincides with the polar cosine packets discussed before, which can be used to deal with features like both ridgelet and polar cosine basis functions.

It is clear that the Fourier Slice Theorem is the fundamental tool in implementing the Radon transform, and it links the curvelets, polar cosine, and Fourier transforms. The relationship between these multiscale lapped transforms can be illustrated schematically as in Figure 27.12.

### 27.2.9.3 Brushlets and Wave Atoms

The brushlets, proposed by Meyer and Coifman [19], partition the Fourier frequency plane by local cosine windowing, achieving basis functions of directional oscillating patterns localized in orientation, frequency, location, and scale. However, due to the nature of frequency implementation and the choice of the window, the basis functions are not well localized in space, with significant spreads. The recently introduced 2-D wave atoms frame [36] as implemented by using the Villemoes wavelet packets [37] in the frequency domain. The resulting basis functions are much like brushlets, but with only two bumps in the spatial domain.
The MPCT's basis functions are in essence same as the brushlets and wave atoms, but the transform is implemented by spatial windowing instead of frequency windowing. The MPCT and these two transforms are spatial-frequency duals of the same idea, like wavelet packets and the local trigonometric bases.


FIGURE 27.12 Relationships between MFT, local radon, curvelet, and MPCT.

### 27.2.10 Image Denoising in the PCT Domain

In order to demonstrate the effectiveness of the MPCT transform, the transform is applied to the task of noise removal in 2-D by thresholding the transformed coefficients.

The MPCT implementation used in the denoising has the following configuration:

1. Level of decomposition, or the total number of scales is set to $J=5$.
2. Local window is $16 \times 16$, modulated with a squared cosine.
3. Windows are overlapped by $50 \%$.
4. Threshold for each scale is computed as

$$
\begin{equation*}
\mathcal{T}_{s}=a \frac{\sqrt{2 \log M^{2}} \sigma}{1.23^{J-s}} \tag{27.37}
\end{equation*}
$$

with $a$ set to $a=0.08$ for the MPCT and $a=0.062$ for the MPCPT. In the above equation, $\sigma$ is the standard deviation of the noise. The best basis is computed according to the cost function [38]:

$$
\begin{equation*}
\mathcal{M}\left(f, \mathcal{T}_{s}\right)=\sum_{i=1}^{N} \Phi\left(\left|\left\langle f, \psi_{k}[i]\right\rangle\right|^{2}\right) \tag{27.38}
\end{equation*}
$$

where

$$
\Phi(u)= \begin{cases}u-\sigma^{2} & \text { if } u \leq \mathcal{T}_{s}^{2}  \tag{27.39}\\ \sigma^{2} & \text { if } u>\mathcal{T}_{s}^{2}\end{cases}
$$

### 27.2.11 Denoising Results

The potential of nonlinear filtering in the PCT domain is demonstrated here for two standard images: barbara which contains some directional and nondirectional periodic textures and lena which can be regarded as one of the "curvelet-friendly" images, since it mainly consists of linear singularities at different scales. These images are given in Figure 27.13.

It can be seen from the denoising results in Figures 27.14 and 27.15 that the wave atoms approach produces unpleasant artifacts on lena, due to the fact that its basis functions are not well localized


FIGURE 27.13 Two standard images for denoising experiments.


FIGURE 27.14 Comparative denoising results on detailed 10 dB barbara.
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FIGURE 27.15 Comparative denoising results on detailed 15 dB lena.
in space and due to its inability to model edges well. The curvelet transform, MPCT, and MPCPT are all constructed by block-based local transforms on top of the Laplacian pyramid. The MPCT gives consistently better numerical results than curvelets, as well as well-matched visual results. Although the underlying local operator has an oscillatory pattern instead of anisotropic ridge forms, the overlapping blocks effectively compensate for the drawback in edge areas by confining the oscillations locally. In textural regions, the MPCT shows significant gains over the curvelets. The MPCT packet denoising, as expected, combines the merits of both curvelet transform and the MPCTs into one setting.

The difference in the numerical results between the MPCT-II and MPCT-X is compatible with the nonlinear approximation results in Section 27.2.5. The MPCT-X generally performs better with heavier noise, and MPCT-II can outperform MPCT-X by a significant margin when there is less noise. However, visually, the two implementation do not differ significantly. Overall, the MPCPT can be regarded as the winner for its better visual quality as well as numerical error measures.

### 27.3 Planelets

We now turn our attention to planelets, a special-purpose nonseparable representation for 3-D image data.

### 27.3.1 Introduction

As mentioned earlier in this chapter, locally planar structures, such as moving edges or interfaces between volumes, convey most of the information in 3-D image data. Preservation of such features requires a basis in which they are sparsely represented. An obvious choice might, therefore, seem to be the Fourier basis, since a planar surface in a volume corresponds to a line in the Fourier domain. Of course, this misses the key epithet: local; all image data show only local planarity, with curvature a significant feature at larger scales.

Planelets are designed specifically to efficiently represent planar singularities in 3-D image data. Extraction of such planar features may be useful in various applications, such as video denoising, video coding, geometry estimation [39], and tracking of objects in video sequences. Planelet representation offers translation invariance, good orientation-selectivity, localization in both space and time, invertibility, and efficient computation. The planelet basis has a combination of scaling, locality, and directional characteristics which are well matched to the locally planar surfaces of interest in applications.

Planelets can be regarded as a modification of the complex wavelet bases proposed in Refs. [40,41]. The computational complexity of a planelet transform is $O(n)$, where $n$ is the number of points in analysis window. The computational complexity of planelet denoising is essentially equivalent to a windowed Fourier transform (WFT) and it does not require any motion estimation. In its current form, the representation provides a nonorthogonal basis and is redundant by less than $14 \%$.

### 27.3.2 Continuous Planelet Transform

A prototypical planelet basis function in 1-D is of the following form:

$$
\begin{equation*}
f_{\xi, \omega, a}(x)=\operatorname{win}\left(\frac{x-\xi}{a}\right) \exp \left[-j \frac{\omega(x-\xi)}{a}\right], \tag{27.40}
\end{equation*}
$$

where $\xi, \omega$, and $a$ are, respectively, the location, frequency, and scale parameters of the function. The function $\operatorname{win}(\cdot)$ is a window function, chosen alongwith the sampling interval to ensure invertibility
of the discrete form of the transform. In 2-D, the planelet basis can be regarded as a modification of the complex wavelet bases proposed in Refs. [40,41], which show both translation invariance and directional selectivity, and may be used as an alternative to the ridgelet representation. In 3-D, the basis comprises of the set of Cartesian products over $\xi, \omega$ at each scale $a$. That the continuous transform defined by Wilson et al. [40] is invertible follows directly from the observation that it is simply the MFT [40].

### 27.3.3 Discrete Planelet Transform

The discrete form, however, is significantly different from that described in Ref. [40]. The discrete planelet transform (DPT) is a combination of two well-known image transforms: the Laplacian pyramid [42] and the WFT. In some ways, it is similar to the octave band Gabor representation proposed in Ref. [43], but avoids some of the more unpleasant numerical properties of the Gabor functions. The DPT of a video sequence $x$, in vector form, at scale $m$ is given by

$$
\begin{equation*}
\hat{X}_{m}=\mathcal{F}_{n}\left(I-G_{m, m+1} G_{m+1, m}\right) x_{m} \tag{27.41}
\end{equation*}
$$

where
$\hat{X}_{m}$ denotes the DPT at scale $m$
$\mathcal{F}_{n}$ is the WFT operator with window size $n \times n \times n$
$I$ is the identity operator
$x_{m}$ is the Gaussian pyramid representation of $x$ at level $m$

$$
\begin{equation*}
x_{m}=\prod_{0}^{m-1} G_{l+1, l} x \tag{27.42}
\end{equation*}
$$

$G_{m, m+1}, G_{m+1, m}$ are the raising and lowering operators associated with transitions between levels in the Gaussian pyramid

Invertibility follows directly from Equations 27.41 and 27.42.

## THEOREM 27.2

The representation defined by Equation 27.41 is invertible.

Proof: First we note that the WFT operator $\mathcal{F}_{n}$ has an inverse, which can be denoted by $\mathcal{F}_{n}^{-1}$. Second, we know from Burt and Adelson that the Laplacian pyramid is invertible, since, trivially,

$$
\begin{equation*}
x_{m}=x_{m}-G_{m, m+1} x_{m+1}+G_{m, m+1} x_{m+1} \tag{27.43}
\end{equation*}
$$

and the proof is completed by induction on $m$.
Importantly, although both the pyramid and WFT operators are Cartesian separable, the closeness of the Burt and Adelson filter to a Gaussian function gives the pyramid virtually isotropic behavior, which can be exploited well by the high-frequency resolution of a Fourier basis. The planelet basis functions resemble planar structures and have compact support in both space-time and spatiotemporal frequency.

### 27.3.4 Denoising Algorithm

The denoising algorithm works in three steps: forward DPT, adaptive thresholding, and inverse DPT. The coefficients of D forward DPT of the image volume are computed using the algorithm outlined in Section 27.3.3. Since the presence of additive Gaussian white noise means that almost all the DPT coefficients are affected by it, soft thresholding would reduce the contribution of noise to the restored image volume. Based on the assumption that the coefficients relatively small in magnitude at each resolution (i.e., below a certain threshold) are most probably due to the noise variation, coefficients with magnitude above a certain threshold are kept while the remaining ones are discarded. The inverse DPT, therefore, provides an estimation of the original uncorrupted image volume.

The choice of threshold is crucial to the performance of this type of transform domain denoising. Donoho and Johnstone [44] have shown that an adaptive threshold $\theta$ given by

$$
\begin{equation*}
\theta=\sigma \sqrt{2 \log n} \tag{27.44}
\end{equation*}
$$

is an asymptotically optimal choice for threshold value when denoising a 1-D noisy signal, where $n$ denotes the number of samples in the signal and $\sigma$ is standard deviation of the additive Gaussian white noise. Our experiments showed that using an adaptive threshold for coefficients at different resolutions gives better denoising results as compared to using same threshold value for transform coefficients at all resolutions. We use threshold value $\theta_{i}$ for coefficients at level $i$ of the pyramid as given by

$$
\begin{equation*}
\theta_{i}=\mathcal{L}(\sigma) \sqrt{2 \log n_{i}} \tag{27.45}
\end{equation*}
$$

where
$n_{i}$ denotes the number of pixels at level $i$ of the pyramid
$\mathcal{L}(\sigma)$ is a suitably chosen function of $\sigma$
The following expression for $\mathcal{L}(\sigma)$ was empirically chosen for our experiments:

$$
\begin{equation*}
\mathcal{L}(\sigma)=a \log _{10} \sigma+b \tag{27.46}
\end{equation*}
$$

where $a, b \in \Re$ and $b=2 a$.

### 27.3.5 Planar Feature Extraction

Planelets provide an ideal tool for representing local planes in a video sequence (or an image volume, in general) due to their ability to localize planar surfaces which correspond to lines in the Fourier domain. The presence of planar surface in a local analysis window can be inferred by computing the eigenvalues of the local inertia tensor in the window and analysing them. The parameters for orientation of the local planar surface and translation from center of the window can also be estimated by analyzing the most significant coefficients in the locality. Consider a video sequence synthesized by moving the center of a circle on a sinusoidal wave in the time direction. Nonlinear approximations of this sequence using only $0.07 \%$ of the wavelet and planelet coefficients are shown in Figures 27.16a and b, respectively. It is clear from this example that the planelet approximation of a video sequence containing locally planar surfaces can result in a smaller approximation error as compared to that using wavelets. Planelets, therefore, can also be used for a piecewise planar


FIGURE 27.16 Nonlinear approximation of a video sequence containing a moving circle using (a) wavelets and (b) planelets.
approximation of a video sequence. Moreover, the approximation can be made to be adaptive to the local scale of the planar surfaces.

### 27.4 3-D Wavelet Packets

The case for thresholding in spatiotemporal wavelet domain is supported by the fact that certain errors in motion estimation can be overcome by including the temporal direction in the realm of wavelet domain. Recent attempts to solve the video restoration problem have included combined spatial and temporal wavelet denoising [45], and the use of thresholding in nonseparable transform domains, such as oriented $3-\mathrm{D}$ ridgelets [46] and 3-D complex wavelets [47].

Although wavelet shrinkage performs significantly better than most other commonly used denoising methods, visual quality of the restored video can sometimes suffer from ringing type of artifacts, valleys
around the edges, due to the Gibbs phenomenon. The shift-variant nature of the wavelet transform worsens the effect of the Gibbs phenomenon, resulting in unpleasant artifacts. Translation invariant (TI) wavelet denoising of Coifman and Donoho [48] was developed to counter such artifacts by averaging out the translation dependence. Another feature of wavelet denoising is that it imposes a fixed dyadic wavelet basis on all types of input signals. Not only can the use of dyadic wavelets result in a blurred reconstruction, it can also limit the analysis of a locally occurring phenomenon in the spatiotemporal frequency domain. The solution to this problem lies in the use of basis functions which are well localized in spatiotemporal frequency as well as in space and time.

### 27.4.1 Adaptive 3-D WP Transform

The ability of wavelet packets to capture locally occurring frequency phenomena in a signal has led to their successful application to many problems including image coding [49,50]. The fundamental idea is to relax the restricted decomposition of only the lowpass subband and allow the exploration of all frequency bands up to the maximum depth. The discrete wavelet packet transform (DWPT) of a 1-D signal $x$ of length $N$ can be computed as follows:

$$
\begin{array}{rlrl}
w_{2 n, d, l} & =\sum_{k} g_{k-2 l} w_{n, d-1, k} & & l=0,1, \ldots, N 2^{-d}-1, \\
w_{2 n+1, d, l} & =\sum_{k} h_{k-2 l} w_{n, d-1, k} & l=0,1, \ldots, N 2^{-d}-1, \\
w_{0,0, l} & =x_{l} & & l=0,1, \ldots, N-1,
\end{array}
$$

where $d=1,2, \ldots, J-1$ is the scale index, with $J=\log _{2} N, n$ and $l$, respectively, denote the frequency and position indices, $\left\{h_{n}\right\}$ and $\left\{g_{n}\right\}$ correspond to the lowpass and highpass filters, respectively, for a two-channel filter bank and the transform is invertible if appropriate dual filters $\left\{\tilde{h}_{n}\right\},\left\{\tilde{g}_{n}\right\}$ are used on the synthesis side. These equations can be used to compute full wavelet packet (FWP) tree of the signal decomposition. However, this implies that a large number of combinations of basis functions is now available to completely represent the signal. A tree-prunning approach such as Ref. [51] can be used to efficiently select the best basis with respect to a cost function.

The 3-D DWPT can be computed by applying above equations separably in all three directions to get the FWP decomposition up to the coarsest resolution of subbands. The best basis can be selected in $O(N \log N)$ time, where $N$ denotes the number of samples (frame resolution times the number of frames) in the video sequence. Given the goal here is to capture the significant spatiotemporal frequency phenomena in a video sequence, we used the Coifman-Wickerhauser entropy [51] as a cost function to select the best basis.

### 27.4.2 Restoration Algorithm

The effect of the Gibbs phenomenon can be weakened by averaging the restored signal over a range of circular shifts [48]. For this reason, we apply soft threhsolding to the 3-D wavelet packet coefficients of the shifted (in all three directions) noisy video sequence. A modified BayesShrink [52] method is used to compute the optimal value of threshold adaptively for each subband. Threshold $\theta_{b}$ for a subband of length $N$ in an $L$-level WP decomposition is given by

$$
\theta_{b}=\sqrt{\log N / L}\left(\frac{\sigma^{2}}{\sqrt{\max \left(\sigma_{b}^{2}-\sigma^{2}, 0\right)}}\right)
$$

where
$\sigma_{b}^{2}$ is the subband variance
$\sigma^{2}$ is the noise variance

If $\sigma^{2}$ is not known, a robust median estimate for noise standard deviation $\hat{\sigma}$ is obtained as follows:

$$
\hat{\sigma}=\mathcal{E}\{\hat{\Sigma}\}, \quad \hat{\sigma}_{i}=\frac{\operatorname{Median}\left(\left|Y_{i}\right|\right)}{0.6745}
$$

where $\hat{\sigma}_{i} \in \hat{\mathbb{\Sigma}}, Y_{i} \in\{\mathcal{Y}\}$, set of all HHH bands in the decomposition tree, and the mean $\mathcal{E}$ is taken only on the smaller half of the sorted $\hat{\Sigma}$ excluding the smallest value.

### 27.5 Discussion and Conclusion

The denoising algorithms presented in Sections 27.3.4 and 27.4.2 were tested against a number of other algorithms for restoration of several standard video sequences, three of which are included here: Miss America, Hall, and Football, all at a resolution of $128^{3}$. The video sequences were corrupted with additive white Gaussian noise, with the SNR of the noisy sequences being $0,5,10$, and 15 dB . Table 27.3 gives denoising results in terms of SNR for these noisy sequences using the following algorithms: TI hard thresholding in 3-D wavelet domain (TIW3-D) 3-D wavelet packet (WP3-D) with BayesShrink [52], both non-TI and TI 3-D wavelet packet (TIWP3-D) with the modified form of

TABLE 27.3 SNR Results for Three Standard Video Sequences

|  |  | Denoising Algorithm (Transform + Thresholding) |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Video | Noise | TIW3D | WP3D | WP3D | TIWP3D | Planelet |
| Sequence | $(\mathrm{dB})$ | Hard | Bayes | Proposed | Proposed | SURE |
|  | 0 | 17.9 | 17.2 | 17.4 | $\mathbf{1 8 . 9}$ | 17.3 |
|  | 5 | 19.5 | 19.0 | 19.3 | $\mathbf{2 0 . 7}$ | 19.6 |
| Miss America | 10 | 21.5 | 21.1 | 21.5 | $\mathbf{2 3 . 0}$ | 21.5 |
|  | 15 | 23.9 | 23.1 | 23.8 | $\mathbf{2 5 . 2}$ | 23.5 |
|  | 0 | 14.7 | 14.8 | 15.0 | $\mathbf{1 6 . 7}$ | 14.8 |
|  | 5 | 16.6 | 17.2 | 17.3 | $\mathbf{1 8 . 9}$ | 17.2 |
|  | 10 | 19.0 | 19.5 | 19.8 | $\mathbf{2 1 . 3}$ | 19.5 |
| Hall | 15 | 21.7 | 22.1 | 22.5 | $\mathbf{2 4 . 1}$ | 21.8 |
|  | 0 | 11.9 | 11.9 | 12.0 | $\mathbf{1 2 . 8}$ | 12.1 |
|  | 5 | 13.1 | 12.9 | 13.3 | $\mathbf{1 4 . 3}$ | 13.2 |
|  | 10 | 15.0 | 13.9 | 15.2 | $\mathbf{1 6 . 9}$ | 14.7 |
|  | 15 | 18.0 | 15.3 | 17.9 | $\mathbf{2 0 . 0}$ | 16.6 |

BayesShrink described in Section 27.4.2, and nonseparable planelet [53] domain thresholding using SUREShrink [54] method. Comparative SNR curves for individual frames for two of the test sequences are provided in Figure 27.17. For all our experiments, the proposed algorithm produces by far the best results in terms of both overall and individual SNR. Some of the frames of the test sequences restored by our algorithm and TIW3-D-Hard, a 3-D realization of the algorithm in Ref. [48], are shown in Figure 27.18. While TIW3-D restores clean and smooth version of the original frames, some of the details are restored by TIWP3-D.


FIGURE 27.17 Frame-by-frame comparative results (a) Miss America and (b) Football.


FIGURE 27.18 Denoising results for three standard video sequences. Frame\# 90 of Miss America: (a) Original, (b) Noisy (SNR $=0 \mathrm{~dB})$, (c) TIW3D-Hard (SNR = 17.9 dB ), and (d) TIWP3D (SNR = 18.9 dB ); Frame\# 106 of Hall: (e) Original, (f) Noisy (SNR = 10 dB ), (g) TIW3D-Hard (SNR = 19.0 dB ), and (h) TIWP3D (SNR = 21.3 dB ); Frame\# 60 of Football: (i) Original, (j) Noisy (SNR $=5 \mathrm{~dB}$ ), ( k ) TIW3D-Hard (SNR $=13.1 \mathrm{~dB}$ ), and (l) TIWP3D $(\mathrm{SNR}=14.3 \mathrm{~dB})$.

For comparison purposes, computational complexity for each of the algorithms considered is also provided in Table 27.4. It is clear from this table that the planelet algorithm of Ref. [53] is the least computationally expensive, whereas the TI implementations of 3-D wavelet and 3-D WP are towards the more expensive side with TIWP3-D being the most expensive due to the additional one-off cost of best basis selection.

TABLE 27.4 Computational Complexity of the Tested Algorithms

| Algorithm | Complexity |
| :--- | :--- |
| TIW3D Hard | $O\left(N+l^{3} N\right)$ |
| WP3D Bayes | $O(N \log N)$ |
| WP3D Proposed | $O(N \log N)$ |
| TIWP3D Proposed | $O\left(N \log N+l^{3} N\right)$ |
| Planelet SURE | $O(n)$ |

[^70]In conclusion, planelets are an efficient representation tool for 3-D functions with planar singularities. Such singularities are commonly found in video sequences in the form of moving luminance edges. A piecewise planar approximation of a video sequence can be obtained by using a very small fraction of transform coefficients in the planelet domain. The ability of planelets to extract planar features from a video sequence makes them an attractive tool for analysis in various applications. It is worth noting that while being the least expensive, the planelet method [53] produces SNR results which are still comparable to those of TIW3-D-Hard. These results also suggest that the localization of spatiotemporal frequency, achieved by TIWP3-D, is a desirable feature of the domain in which video sequences are represented.
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### 28.1 Introduction

Consumer-level digital cameras were introduced in mid-1990s; in about a decade, the digital camera market has grown rapidly to exceed film camera sales. Today, there are point-and-shoot cameras with more than 8 million pixels; professional digital single lens reflex (SLR) cameras with more than 12 million pixels are available; resolution, light sensitivity, and dynamic range of the sensors have been improved significantly. Image quality of digital cameras has become comparable to that of film cameras.

During an image capture process, a digital camera performs a significant amount of processing to produce a viewable image. This processing includes auto focus, white balance adjustment, color interpolation, color correction, compression, and more. A very important part of the imaging pipeline is color filter array interpolation or demosaicking.

To produce a high-quality color image, there should be at least three color samples at each pixel location. One approach is to use beam-splitters along the optical path to project the image onto three separate sensors as illustrated in Figure 28.1. Using a color filter in front of each sensor, three full-channel color images are obtained. This is a costly approach as it requires three sensors and these sensors should be aligned precisely. A more convenient approach is to put a color filter array (CFA) in front of the sensor to capture one color component at a pixel and then interpolate the missing two color components. Because of the mosaic pattern of the CFA, this interpolation process is known as demosaicking.


FIGURE 28.1 Illustration of optical paths for multichip and single-chip digital cameras.


FIGURE 28.2 Several CFA designs are illustrated. From left to right: (a) This is the most commonly used CFA pattern: the Bayer CFA pattern. It consists of red, green, and blue samples. It leads to very good color reproduction performance. (b) This is the Bayer pattern with subtractive primaries: yellow, magenta, and cyan. The color filters have high transmittance values; therefore, good performance in low-light conditions is expected. (c) This pattern uses red, green, blue, and emerald. It is recently used in some Sony cameras. (d) This is a pattern commonly used in video cameras; it consists of yellow, magenta, cyan, and green. (e) This pattern consists of yellow, cyan, and green filters, and unfiltered pixels. The unfiltered pixels improve light sensitivity. (f) This is a pattern that is introduced very recently by Kodak. It has red, green, blue, and unfiltered pixels.

A variety of patterns exist for the color filter array. Some of these patterns are illustrated in Figure 28.2. Among these, the most common array is the Bayer color filter array. The Bayer array measures the green image on a quincunx grid and the red and blue images on rectangular grids. The green image is measured at a higher sampling rate because the peak sensitivity of the human visual system lies in the medium wavelengths, corresponding to the green portion of the spectrum (see Figure 28.3). Although this chapter discusses the demosaicking problem with reference to the Bayer CFA, the discussions and algorithms can in general be extended to other patterns.
The simplest solution to the demosaicking problem is to apply a standard image interpolation technique to each channel separately. However, this neglects the correlation among color channels and results in visible artifacts. For example, in Figure 28.4, Bayer sampling is applied on a full-color image and later bicubic interpolation is applied on each channel. The resulting image suffers from color artifacts. This result motivates the need to find a specialized algorithm for the demosaicking problem. There have been many algorithms published on this topic; this chapter surveys the main approaches.

### 28.2 Imaging Model

Most demosaicking algorithms model the imaging process as subsampling from a full-color image to a mosaicked data. This is a sufficient model when the goal is only to estimate the missing color samples. (When the goal is to obtain a higher resolution image, then the modulation transfer function of the camera should also be taken into account.)


FIGURE 28.3 (a) Luminous efficiency of human visual system. Photopic response is the luminance response of the cone receptors. Scotopic response is the luminance response of the rod receptors, that is, response in low-light conditions. (b) Typical color filter responses in a digital camera.

According to this model, a full-color channel $S$, where $S=R$ for red, $S=G$ for green, and $S=B$ for blue, is converted to a mosaicked observation $z$ according to a CFA sampling pattern:

$$
\begin{equation*}
z=\sum_{S=R, G, B} z_{S}=\sum_{S=R, G, B} M_{S} S, \tag{28.1}
\end{equation*}
$$

where
$z_{R}, z_{G}, z_{B}$ are the subsampled color channels
mask $M_{S}$ takes a color sample at a pixel according to the CFA pattern


FIGURE 28.4 Bicubic interpolation used for color filter array interpolation results in numerous artifacts. (a) Original image and (b) bicubic interpolation.


FIGURE 28.5 The mosaicked image $z$ and the sampled components $z_{R}, z_{G}$, and $z_{B}$ for the Bayer pattern.

For example, at a red pixel location, $\left[M_{R}, M_{G}, M_{B}\right]$ is $[1,0,0]$.
In Ref. [1], the masks are explicitly written for a Bayer CFA in terms of cosine functions:

$$
\begin{align*}
& z_{R}(i, j)=M_{R}(i, j) R(i, j)=\frac{1}{4}(1-\cos \pi i)(1+\cos \pi j) R(i, j) \\
& z_{G}(i, j)=M_{G}(i, j) G(i, j)=\frac{1}{2}(1+\cos \pi i \cos \pi j) G(i, j)  \tag{28.2}\\
& z_{B}(i, j)=M_{B}(i, j) B(i, j)=\frac{1}{4}(1+\cos \pi i)(1-\cos \pi j) B(i, j),
\end{align*}
$$

where $(i, j)$ indicate the pixel coordinates, starting with ( 0,0 ). Figure 28.5 illustrates the CFA image $z$ and the sampled components $z_{R}, z_{G}$, and $z_{B}$.

### 28.3 Demosaicking Methods

### 28.3.1 Single-Channel Interpolation

Single-channel interpolation methods treat each channel separately without utilizing any interchannel correlation. Standard image interpolation techniques, such as bilinear interpolation, bicubic interpolation, spline interpolation, and adaptive methods (e.g., edge-directed interpolation) are applied to each color channel individually. These methods, in general, do not perform as well as the methods that use interchannel correlation.

Among these methods, bilinear interpolation is commonly used as a part of other demosaicking methods. Figure 28.6 provides the linear filters used to perform bilinear interpolation.

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
0 & 1 / 4 & 0 \\
-1 / 4 & 1 & 1 / 4 \\
0 & 1 / 4 & 0
\end{array}\right]} \\
& \text { (a) }
\end{aligned}
$$

### 28.3.2 Constant-Hue-Based Interpolation

One commonly used assumption in demosaicking is that the hue (color ratios or differences) within an object in an image is constant. Although this is a simplification of image formation, it is a reasonable assumption within small neighborhoods of an image. This perfect interchannel correlation assumption is formulated such that the color ratios or differences within small neighborhoods are constant. This prevents abrupt changes in color intensities, and has been extensively used for the interpolation of the chrominance (red and blue) channels [2-6]. This approach is called the constant-hue-based interpolation approach.

As a first step, these algorithms interpolate the luminance (green) channel, which is typically done using bilinear or edge-directed interpolation. The chrominance (red and blue) channels are then estimated from the interpolated "red hue" (red-to-green ratio) and "blue hue" (blue-to-green ratio). To be more explicit, the interpolated "red hue" and "blue hue" values are multiplied by the green value to determine the missing red and blue values at a particular pixel location. The hues can be interpolated with any method (bilinear, bicubic, edge-directed, etc.).

As mentioned, instead of interpolating the color ratios, it is also possible to interpolate the color differences or the logarithm of the color ratios. This is illustrated in Figure 28.7.

It is also possible to update all color channels iteratively. That is, the green channel is interpolated first. The red/blue channels are interpolated using constant-hue-based interpolation. The green channel is then updated using the interpolated red/blue channels; and so on [7].

The constant difference idea is sometimes combined with median filtering and used as a postprocessing step to reduce color artifacts [5,8,9]. For example, in Ref. [9], the interpolated color channels are updated as follows:

$$
\begin{align*}
& G^{\prime}(i, j)=\frac{(R(i, j)-\underset{(i, j)}{\operatorname{median}}(R-G))+(B(i, j)-\underset{(i, j)}{\operatorname{median}(B-G))}}{2}, \\
& R^{\prime}(i, j)=G^{\prime}(i, j)+\underset{(i, j)}{\operatorname{median}(R-G),}  \tag{28.3}\\
& B^{\prime}(i, j)=G^{\prime}(i, j)+\underset{(i, j)}{\operatorname{median}}(B-G),
\end{align*}
$$



FIGURE 28.7 Constant-hue-based interpolation is illustrated for the interpolation of red channel. (From Gunturk, B. K., et al., IEEE Signal Process. Mag., 22, 44, 2005. With permission.)
where $\operatorname{median}_{(i, j)}(\cdot)$ returns the median within a small neighborhood of $(i, j)$. In Ref. [8], red and blue channels are updated first as given in the above equation, followed by the green channel update. This procedure is repeated several times.

### 28.3.3 Edge-Directed Interpolation

Although nonadaptive algorithms can provide satisfactory results in smooth regions of an image, they usually fail in textured regions and edges. Edge-directed interpolation is an adaptive approach, where edge detection is performed for each pixel in question, and interpolation is done along the edges rather than across them.
In the demosaicking problem, edge-directed interpolation is first applied to the green channel, which is sampled more densely and therefore is less likely to be aliased. Red and blue channel interpolations follow, based on the edge directions found for the green channel. A simple way of performing edge detection is to compare the absolute difference among the neighboring pixels [10]. Referring to Figure 28.8, horizontal and vertical gradients at a missing green location can be calculated from the horizontally and vertically adjacent green pixels. If the horizontal gradient is larger than the vertical gradient, suggesting a possible edge in the horizontal direction, interpolation is performed along the vertical direction. If the vertical gradient is larger than the horizontal gradient, interpolation is performed only in the horizontal direction. When the horizontal and vertical gradients are equal, the green value is obtained by averaging its four neighbors. It is also possible to compare the gradients against a predetermined threshold value [10].
The edge-directed interpolation approach in Ref. [10] can be modified by using larger regions (around the pixel in question) with more complex predictors and by exploiting the texture similarity in different color channels. In Ref. [4], the red and blue channels (in the $5 \times 5$ neighborhood of the missing pixel) are used instead of the green channel to determine the gradients. In order to determine the horizontal and vertical gradients at a blue (red) sample, second-order derivatives of blue (red) values are computed in the corresponding direction. This algorithm is illustrated in Figure 28.9.
Once the missing samples of the green channel are computed, the red and blue channels are interpolated. A typical approach for the red/blue interpolation is con-stant-hue-based interpolation, which was explained in Section 28.3.2.
In the algorithms explained so far, the edge direction is determined first, and then the missing sample is estimated by interpolating along the edge. This is a "hard" decision process. Instead, the likelihood of an edge in a certain direction can be found, and the interpolation can be done based on the edge likelihoods. Such

$\Delta \mathrm{H}=|\mathrm{G} 2-\mathrm{G} 4| / /$ horizontal gradient $\Delta \mathrm{V}=|\mathrm{G} 1-\mathrm{G} 5| / /$ vertical gradient
if $\Delta H>\Delta V$, $\mathrm{G} 3=(\mathrm{G} 1+\mathrm{G} 5) / 2$
else if $\Delta \mathrm{H}<\mathrm{V}$, $\mathrm{G} 3=(\mathrm{G} 2+\mathrm{G} 4) / 2$
else

$$
\mathrm{G} 3=(\mathrm{G} 1+\mathrm{G} 5+\mathrm{G} 2+\mathrm{G} 4) / 4
$$

FIGURE 28.8 Edge-directed interpolation in Ref. [10] is illustrated. $G 1, G 2, G 4$, and $G 5$ are measured green values; $G 3$ is the estimated green value at pixel 3. (From Gunturk, B. K., et al., IEEE Signal Process. Mag., 22, 44, 2005. With permission.)

$\Delta \mathrm{H}=|(\mathrm{R} 3+\mathrm{R} 7) / 2-\mathrm{R} 5| / /$ horizontal gradient
$\Delta \mathrm{V}=|(\mathrm{R} 1+\mathrm{R} 9) / 2-\mathrm{R} 5| / /$ vertical gradient
if $\Delta \mathrm{H}>\Delta \mathrm{V}$, $\mathrm{G} 5=(\mathrm{G} 2+\mathrm{G} 8) / 2$
else if $\Delta \mathrm{H}<\mathrm{V}$,

$$
\mathrm{G} 5=(\mathrm{G} 4+\mathrm{G} 6) / 2
$$

$\mathrm{G} 5=(\mathrm{G} 2+\mathrm{G} 8+\mathrm{G} 4+\mathrm{G} 6) / 4$

FIGURE 28.9 Edge-directed interpolation in Ref. [4] is illustrated for estimating the green (G) value at pixel 5. The red $(R)$ values are used to determine the edge direction. When the missing green pixel is at a blue pixel, the blue values are used to determine the edge direction. (From Gunturk, B. K., et al., IEEE Signal Process. Mag., 22, 44, 2005. With permission.)


Define:
$d_{i}^{S}=S(i+1)-S(i-1)$
$e_{i}^{S}=\frac{1}{\sqrt{1+\left(d_{i}^{S}\right)^{2}}}$

- Interpolate the green at the missing locations:

$$
G(i)=\frac{e_{i-1}^{R} G(i-1)+e_{i+1}^{R} G(i+1)}{e_{i-1}^{R}+e_{i+1}^{R}}
$$

- Repeat for three times:
- Interpolate the red using the ratio rule:

$$
R(i)=G(i) \frac{e_{i-1}^{G} \frac{R(i-1)}{G(i-1)}+e_{i+1}^{G} \frac{R(i+1)}{G(i+1)}}{e_{i-1}^{G}+e_{i+1}^{G}}
$$

- Correct the green to fit the ratio rule:

$$
G(i)=R(i) \frac{e_{i-1}^{R} \frac{G(i-1)}{R(i-1)}+e_{i+1}^{R} \frac{G(i+1)}{R(i+1)}}{e_{i-1}^{R}+e_{i+1}^{R}}
$$

FIGURE 28.10 Reference [6] is illustrated for a one-dimensional signal. $S$ is a generic symbol for red $(R)$ and green (G). $d_{i}^{S}$ is the gradient for channel $S$ at location $i$; and $e_{i}^{S}$ is the corresponding edge indicator.
an algorithm is presented in Ref. [6]. The algorithm defines edge indicators in several directions as measures of edge likelihood in those directions, and determines a missing pixel intensity as a weighted sum of its neighbors. If the likelihood of an edge crossing in a particular direction is high, the edge indicator returns a small value, which results in less contribution from the neighboring pixel of that direction. The algorithm for one-dimensional signals is illustrated in Figure 28.10. The green channel is interpolated first; the red and blue channels are interpolated from the red/green and blue/green ratios. The color channels are then updated iteratively to obey the color-ratio rule. The extension to twodimensional images is given in Ref. [6].

A similar algorithm is proposed in Ref. [9], where edge indicators are determined in a $7 \times 7$ window for the green and a $5 \times 5$ window for the red/blue channels. In this case, the edge indicator function is based on the $L_{1}$ norm (absolute difference) as opposed to the $L_{2}$ norm of Ref. [6]. In Ref. [11], gradients are filtered adaptively using local means and variances before deciding edge directions. Based on the edge directions, interpolation is done horizontally, vertically, or bidirectionally. This edge direction selection procedure is illustrated in Figure 28.11.

### 28.3.4 Using Gradients as Correction Terms

Linear interpolation methods have much less computational complexity compared to nonlinear methods, but do not perform as well. When interchannel correlation is included in the linear interpolation, much better performance can be achieved. Recently, the authors of Ref. [12] demonstrated that gradients in one

| $i-2$ | $i-1$ | $i$ | $i+1$ | $i+2$ |
| :--- | :--- | :--- | :--- | :--- |

Calculate horizontal gradients

$$
\Delta H(i)=2(G(i+1)-G(i-1))+(R(i+2)-R(i-2))
$$

Calculate mean and variance of horizontal gradients

$$
\begin{aligned}
& \mu_{i}=\frac{1}{3} \sum_{j=i-1}^{i+1} \Delta H(j) \\
& \sigma_{i}^{2}=\frac{1}{3} \sum_{j=i-1}^{i+1}\left(\Delta H(j)-\mu_{j}\right)^{2}
\end{aligned}
$$

Filter the horizontal gradients

$$
\Delta H^{*}(i)=\mu_{i-1}+\frac{\sigma_{i-1}^{2}}{\sigma_{i-1}^{2}+\sigma_{i+1}^{2}}\left(\mu_{i+1}-\mu_{i-1}\right)
$$

Repeat the same procedure to obtain vertical gradients $\Delta V^{*}(i)$
If $\left|\Delta H^{\star}(i)\right|<\alpha\left|\Delta V^{\star}(i)\right|$, then interpolate horizontally
Else if $\left|\Delta V^{\star}(i)\right|<\alpha\left|\Delta H^{\star}(i)\right|$, then interpolate vertically
Else interpolate bidirectionally
FIGURE 28.11 Reference [11] is illustrated. Gradients are calculated, and then adaptively filtered. The interpolation direction at a pixel is selected based on the relative magnitude of filtered gradients. $\alpha$ is a number in the range [0-1].
channel can improve the interpolation performance in another one; and it can be put in a linear interpolation framework: Suppose, the green value at a red location will be estimated by adding the gradient of the red channel to an initial estimate:

$$
\begin{equation*}
\hat{G}(i, j)=\hat{G}_{\text {bilinear }}(i, j)+\alpha \Delta_{R}(i, j), \tag{28.4}
\end{equation*}
$$

where
$\hat{G}_{\text {bilinear }}(i, j)$ is the initial estimate obtained through bilinear interpolation
$\alpha$ is a scale factor that controls the amount of correction
$\Delta_{R}(i, j)$ is the gradient of the red channel defined as follows:

$$
\Delta_{R}(i, j)=R(i, j)-\frac{1}{4} \sum_{(m, n)=\left\{\begin{array}{l}
(0,-2)),(0,2),\}  \tag{28.5}\\
(-2,0),(2,0)
\end{array}\right\}} R(i+m, j+n) .
$$

Similarly, the red pixel values at green and blue locations can be estimated using green and blue gradients:

$$
\begin{equation*}
\hat{R}(i, j)=\hat{R}_{\text {bilinear }}(i, j)+\beta \Delta_{G}(i, j) \tag{28.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{R}(i, j)=\hat{R}_{\text {bilinear }}(i, j)+\gamma \Delta_{B}(i, j) . \tag{28.7}
\end{equation*}
$$

Specific green and blue gradient definitions are given in Ref. [12]. (Similar equations can be written for the green pixels at blue locations and for the blue pixels at green and red locations.) To determine appropriate values for the gain parameters $\alpha, \beta, \gamma$, Ref. [12] uses training images to find the least squares estimates for the gain parameters. These gain parameters are then approximated by integer multiples of

$G$ at $R$ locations

$G$ at $B$ locations
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$R$ at $G$ locations (vertical $R$ neighborhood)

$B$ at $G$ locations (vertical $B$ neighborhood)

$R$ at $B$ locations
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FIGURE 28.12 Filters (From Malvar, H. S., et al., Proc. IEEE Int. Conf. Acoustics, Speech and Signal Processing, Montreal, Canada, 3, 485-488, 2004. With permission.)
small powers of $1 / 2$. The final results are $\alpha=1 / 2, \beta=5 / 8$, and $\gamma=3 / 4$. The equivalent linear FIR filter coefficients for each interpolation case are shown in Figure 28.12.

It is possible to incorporate edge-directed interpolation idea to this approach. Reference [13] presents such an algorithm. The gradient terms are added in either horizontal or vertical directions. The direction is chosen adaptively based on edge direction estimates. (Historically earlier than Ref. [12], Ref. [13] does not use training to obtain the optimal coefficients.) Figure 28.13 illustrates this algorithm.

### 28.3.5 Frequency-Domain Approach

There are two observations that are important for the demosaicking problem. The first is that for natural images, there is a high correlation among the red, green, and blue channels. All three channels are very


FIGURE 28.13 Graphical illustration. (From Gunturk, B. K., et al., IEEE Signal Process. Mag., 22, 44, 2005. With permission.)




FIGURE 28.14 Frequency domain analysis of CFA sampling. (a) Suppose this is the frequency spectrum of the red, green, and blue channels; (b) frequency spectrum of the sampled green channel; and (c) frequency spectrum of the red/blue channels. Note that while there is no aliasing for the green channel, red and blue channels are aliased. The green channel can be fully recovered with a low-pass filter whose pass-band is outlined in the middle figure. For the red/blue channels, such a low-pass filtering operation cannot eliminate the aliasing.
likely to have the same texture and edge locations. (Because of the similar edge content, we expect this interchannel correlation to be even higher when it is measured between the high-frequency components of the channels [14].) The second observation is that digital cameras often use a CFA in which the luminance (green) channel is sampled at a higher rate than the chrominance (red and blue) channels. Therefore, the green channel is less likely to be aliased, and details are preserved better in the green channel than in the red and blue channels. This is illustrated in Figure 28.14.

### 28.3.5.1 Alias Canceling Interpolation

In Ref. [15], it is assumed that the high-frequency contents of green and red/blue channels are identical; therefore, high-frequency content of the green image is used to remove aliasing in the red and blue images. First, the red and blue images are interpolated with a rectangular low-pass filter according to the rectangular sampling grid. This fills in the missing values in the grid, but allows aliasing distortions into the red and blue output images. These output images are also the missing high-frequency components needed to produce a sharp image. However, because the green image is sampled at a higher rate, the highfrequency information can be taken from the green image to improve an initial interpolation of the red and blue images. A horizontal high-pass filter and a vertical high-pass filter are applied to the green image. This provides the high-frequency information that the low sampling rate of the red and blue images cannot preserve. Aliasing occurs when high-frequency components are shifted into the lowfrequency portion of the spectrum, so if the outputs of the high-pass filters are modulated into the low-frequency regions, an estimate of the aliasing in the red and blue images can be found. This estimate is used to reduce the aliasing in the red and blue images, as illustrated in Figure 28.15. This method relies


FIGURE 28.15 An illustration of Ref. [15] by John Glotzbach. High-frequency information from the green image is modulated and used to cancel aliasing in the red image. (From Gunturk, B. K., et al., IEEE Signal Process. Mag., 22, 44, 2005. With permission.)
on the assumption that the high-frequency information in the red, green, and blue images is identical. If this assumption does not hold, the addition of the green information into the red and blue images can add unwanted distortions. This method also makes the assumption that the input image is band-limited within the diamond-shaped Nyquist region of the green quincunx sampling grid (the region outlined in Figure 28.14). When this assumption fails, the aliasing artifacts are enhanced instead of reduced because the green image also contains aliasing. This system is composed entirely of linear filters, making it efficient to implement.

### 28.3.5.2 Frequency-Domain Filtering

In Ref. [1], the CFA-sampled image is reorganized into newly defined luminance and chrominance components. Analyzing the CFA sampling in Fourier domain, filters that recover these components are designed. The derivation is as follows. Using Equation 28.2, the mosaicked image can be written as

$$
\begin{align*}
z(i, j)= & z_{R}(i, j)+z_{G}(i, j)+z_{B}(i, j) \\
= & \frac{1}{4}(R(i, j)+2 G(i, j)+B(i, j)) \\
& +\frac{1}{4}(B(i, j)-R(i, j))(\cos \pi i-\cos \pi j) \\
& +\frac{1}{4}(-R(i, j)+2 G(i, j)-B(i, j)) \cos \pi i \cos \pi j \tag{28.8}
\end{align*}
$$



FIGURE 28.16 Filter design in Ref. [1]. Left: Luminance and chrominance components when the Fourier transform of the mosaicked image is taken. The red line outlines the passband of the filter. The radii $r_{1}$ and $r_{2}$ are design parameters, whose values are determined empirically. Middle and Right: Fourier domain and spatial domain representations of the filter used in Ref. [1].

In this equation, $L(i, j)=(1 / 4)[R(i, j)+2 G(i, j)+B(i, j)]$ is defined as the luminance component, and $C_{1}(i, j)=(1 / 4)[B(i, j)-R(i, j)]$ and $C_{2}(i, j)=(1 / 4)[-R(i, j)+2 G(i, j)-B(i, j)]$ as the chrominance components. With these definitions, Equation 28.8 becomes

$$
\begin{equation*}
z(i, j)=L(i, j)+C_{1}(i, j)(\cos \pi i-\cos \pi j)+C_{2}(i, j) \cos \pi: \cos \pi j \tag{28.9}
\end{equation*}
$$

where

$$
\left[\begin{array}{c}
L  \tag{28.10}\\
C_{1} \\
C_{2}
\end{array}\right]=\left[\begin{array}{ccc}
1 / 4 & 1 / 2 & 1 / 4 \\
-1 / 4 & 0 & 1 / 4 \\
-1 / 4 & 1 / 2 & -1 / 4
\end{array}\right]\left[\begin{array}{l}
R \\
G \\
B
\end{array}\right]
$$

When the Fourier transform of Equation 28.9 is taken, the luminance component stays in the baseband, the $C_{1}$ component will be modulated at frequencies $(0.5,0)$ and $(0,0.5)$, and the $C_{2}$ component will be modulated at frequency $(0.5,0.5)$. This is illustrated in Figure 28.16. By designing appropriate filters, the luminance and chrominance components can be recovered. Using the inverse of the matrix given in Equation 28.10, the red/green/blue values are obtained. Figure 28.16 also shows the filter to recover the luminance component.

An extension of this approach is given in Ref. [16], where it is noticed that the $C_{1}$ component suffers from spectral overlap, and the overlap often occurs in only one of the (horizontal/vertical) directions. Therefore, a weighted sum of the horizontally and vertically filtered $C_{1}$ components is taken, where the weight is less for the one with least crosstalk.

Reference [17] gives another extension of Ref. [1]. This time adaptive filtering is applied on the luminance component. The luminance values at green locations are estimated using a filter similar to the one in Ref. [1]; while the values at red/blue locations are estimated as a weighted sum of neighboring luminance values, where the weights are selected according to the horizontal and vertical gradients (edge indicators).

### 28.3.6 Homogeneity-Directed Interpolation

Instead of choosing the interpolation direction based on edge indicators, Ref. [8] uses local homogeneity as an indicator. The homogeneity-directed interpolation imposes the similarity of the luminance and chrominance values within small neighborhoods, and it leads to very good perceptual results. The
underlying idea is to interpolate color channel horizontally and vertically, and to pick up either the horizontally interpolated pixel values or the vertically interpolated pixel values at every pixel location based on the homogeneity.

Reference [8] defines the homogeneity as follows. Suppose that $R(i, j), G(i, j), B(i, j)$ are the values in the RGB space, and $L(i, j), a(i, j), b(i, j)$ are the corresponding luminance and chrominance values in the CIELab space. Three neighbor sets of $(i, j)$ are defined. The first one is the set of pixel locations that are close in space:

$$
\begin{equation*}
N_{D}(i, j)=\left\{(m, n) \mid\left[(m-i)^{2}+(n-j)^{2}\right]^{1 / 2} \leq \varepsilon_{D}\right\} . \tag{28.11}
\end{equation*}
$$

The other two neighbor sets are the sets of pixel locations with similar luminance and chrominance values:

$$
\begin{equation*}
N_{L}(i, j)=\left\{(m, n)| | L(m, n)-L(i, j) \mid \leq \varepsilon_{L}\right\} \tag{28.12}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{C}(i, j)=\left\{(m, n) \mid\left([a(m, n)-a(i, j)]^{2}+[b(m, n)-b(i, j)]^{2}\right)^{1 / 2} \leq \varepsilon_{C}\right\} . \tag{28.13}
\end{equation*}
$$

Then the homogeneity is defined as

$$
\begin{equation*}
H(i, j)=\frac{\operatorname{size}\left[N_{D}(i, j) \cap N_{L}(i, j) \cap N_{C}(i, j)\right]}{\operatorname{size}\left[N_{D}(i, j)\right]} \tag{28.14}
\end{equation*}
$$

Referring to Figure 28.17, the algorithm works as follows. The RGB data is first interpolated horizontally and vertically. (The green channel is interpolated using red and blue data as correction terms, as in Ref. [13]. The red and blue channels are interpolated from the interpolated red-green difference and bluegreen difference as shown in Figure 28.7.) The interpolated images are then converted to the CIELab space. The homogeneity maps for horizontally and vertically interpolated images are found. The homogeneity maps are smoothed with a $3 \times 3$ averaging filter. At each pixel, either the horizontally or the vertically interpolated color values are taken depending on which has the largest homogeneity.
In Ref. [8], the neighborhood parameter $\varepsilon_{D}$ is kept constant, while $\varepsilon_{L}$ and $\varepsilon_{C}$ are determined adaptively at each pixel such that they reflect typical variations among pixels of the same object. This


FIGURE 28.17 Block diagram of the homogeneity-directed interpolation (From Hirakawa, K. and Parks, T. W., IEEE Trans. Image Process., 14, 360, 2005. With permission.)
is achieved by analyzing the four nearest neighbors of the pixel in question. $\varepsilon_{L}$ at location $(i, j)$ is calculated as follows:

$$
\begin{align*}
\varepsilon_{L H}(i, j) & =\max \{|L(i-1, j)-L(i, j)|,|L(i+1, j)-L(i, j)|\} \\
\varepsilon_{L V}(i, j) & =\max \{|L(i, j-1)-L(i, j)|,|L(i, j+1)-L(i, j)|\}  \tag{28.15}\\
\varepsilon_{L}(i, j) & =\min \left\{\varepsilon_{L H}(i, j), \varepsilon_{L V}(i, j)\right\}
\end{align*}
$$

where the first two equations give the maximum variations in horizontal and vertical directions, and the last equation picks up the minimum of these, by which the maximum variation within the object is determined. $\varepsilon_{C}$ is determined similarly.

### 28.3.7 Projections onto Convex Sets Approach

The algorithm presented in Ref. [15] proposes to decompose the green channel into its frequency components and then add the high-frequency components of the green channel to the low-pass filtered red and blue channels. This is based on the observation that the high-frequency components of the red, blue, and green channels are similar and the fact that the green channel is less likely to be aliased. One problem with this approach is that the high-frequency components of the red, green, and blue channels may not be identical. Therefore, replacement of the high-frequency components of the red and blue channels with those of the green channel may not work well. Reference [14] proposes an algorithm that ensures data consistency at the cost of higher computational complexity. The algorithm defines two constraint sets, one ensuring that the restored images are consistent with the measured data and the other imposing similar high-frequency components in the color channels, and reconstructs the color channels using the projections onto convex sets (POCS) technique.

### 28.3.7.1 Constraint Sets

The first constraint set guarantees that the restored color channels are consistent with (are identical to) the color samples captured by the digital camera.

The second constraint set is a result of the high interchannel correlation. Reference [14] shows that color channels have very similar detail (high-frequency) subbands. This information would not be enough to define constraint sets if all channels lost the same amount of information in sampling. However, the red and blue channels lose more information (details) than the green channel when captured with a color filter array. Therefore, it is reasonable to define constraint sets on the red and blue channels that force their high-frequency components to be similar to the high-frequency components of the green channel. The similarity is imposed such that the detail coefficients are within a fixed proximity.

### 28.3.7.2 Alternating Projections Algorithm

The block diagram of the POCS algorithm is given in Figure 28.18. The projection onto the observation constraint set inserts the observed data into their corresponding locations in the current image. This is illustrated in Figure 28.19. The projection operation onto the detail constraint set is illustrated in


FIGURE 28.18 Block diagram of the algorithm given in Ref. [14]. Red/green/blue channels are interpolated first. The red/blue channels are then updated by iteratively projecting on the detail and observation constraint sets.


FIGURE 28.19 Projection onto observation constraint set (From Gunturk, B. K., Altunbasak, Y. and Mersereau, R. M., IEEE Trans. Image Process., 11, 997, 2002. With permission.)


FIGURE 28.20 Projection onto detail constraint set [14]. $h_{0}$ and $h_{1}$ are the low-pass and high-pass analysis filters. $g_{0}$ and $g_{1}$ are the corresponding synthesis filters.

Figure 28.20. By alternately applying these two projections onto the initial red and blue channel estimates, these channels are enhanced.

### 28.3.8 Spectral Response Modeling

The last group of methods models the image formation process and formulates the demosaicking problem based on this model. To understand this approach, we first need to understand the imaging process. The image acquisition process is usually modeled as a linear process between the light radiance arriving at the camera and the pixel intensities produced by the sensors. An image sensor has a specific spectral response $L_{S}(\lambda)$, which is a function of the spectral wavelength $\lambda$, and a spatial response $h_{S}(x, y)$, which results from optical blur and the spatial integration at each sensor site. (Typical spectral sensor sensitivities are illustrated in Figure 28.3. The $\lambda$ space is typically modeled as a $7-11$ dimensional space.) The imaging process can be formulated as

$$
\begin{equation*}
S(x, y)=\iiint L_{S}(\lambda) h_{S}(x-u, y-v) r(u, v, \lambda) \mathrm{d} u \mathrm{~d} v \mathrm{~d} \lambda+N_{S}(x, y) \tag{28.16}
\end{equation*}
$$

where
$S(x, y)$ is the pixel value at spatial location $(x, y)$
$r(x, y, \lambda)$ is the incident radiance
$N_{S}(x, y)$ is the additive noise that is a result of thermal/quantum effects and quantization
There are couple of assumptions in this formulation: (1) the input-output relation is assumed to be linear; (2) the spatial blur $h_{S}(x, y)$ is assumed to be space-invariant and independent of wavelength; and (3) only the additive noise is considered. These assumptions are reasonable for practical purposes.

Since we are dealing with digital data, we need to have the discrete version of Equation 28.16

$$
\begin{equation*}
S(i, j)=\sum_{l} \sum_{m, n} L_{S}(l) h_{S}(i-m, j-n) r(m, n, l)+N_{S}(i, j) \tag{28.17}
\end{equation*}
$$

The color filters sample the signal $S(i, j)$ to produce a mosaicked data $z(i, j)$ as given in Equation 28.21. Therefore, the observation model is a linear system, which can be written in the compact form

$$
\begin{equation*}
\mathbf{z}=\mathbf{H r}+\mathbf{N} \tag{28.18}
\end{equation*}
$$

where
$\mathbf{r}, \mathbf{z}$, and $\mathbf{N}$ are the stacked forms of $r(m, n, l), z(i, j)$, and CFA-sampled $N_{S}(i, j)$, respectively
$\mathbf{H}$ is the matrix that includes the combined effects of optical blur, sensor blur, spectral response, and CFA sampling

In Refs. [18-20] the minimum mean square error (MMSE) solution of Equation 28.18 is given:

$$
\begin{equation*}
\mathbf{r}^{\mathrm{MMSE}}=E\left[\mathbf{z z}^{\mathrm{T}}\right]\left(E\left[\mathbf{z z}^{\mathrm{T}}\right]\right)^{-1} \mathbf{z} \tag{28.19}
\end{equation*}
$$

where $E[\cdot]$ is the expectation operation. In Ref. [20], the point spread function (PSF) is taken as an impulse function; and $\mathbf{r}$ is represented as a weighted sum of spectral basis functions to reduce the dimensionality of the problem. (Later, Ref. [21] extended Ref. [20] to include the PSF in the reconstruction.) In Ref. [19], adaptive reconstruction and ways to reduce computational complexity are discussed. Reference [18] constructs a FIR filter based on a wide sense stationary assumption.

### 28.4 Demosaicking of Video and Super-Resolution Reconstruction

When there are multiple images, it is possible to estimate the missing samples than in the case of a single image. Even if a color sample does not exist in an image as a result of Bayer sampling, that particular sample could have been captured in another frame (due to motion). By warping all captured samples onto the common frame to be demosaicked, a better estimate of a missing sample can be obtained.

Figure 28.21 illustrates this multiframe interpolation idea. In the figure, red channels of three Bayersampled images are shown. The grid locations with "triangles," "circles," and "squares" show the red samples in these images. We would like to estimate the missing samples in the middle image. The other two images are warped onto the middle image. The estimation problem now becomes an interpolation problem from a set of nonuniformly sampled data. Taking the weighted of these samples, where the weights are inversely proportional with the distance to the pixel in question, the missing sample can be estimated.


FIGURE 28.21 I: Input images are warped onto reference frame. II: Weighted average of samples are taken to find values on the reference sampling grid.

This idea can be combined with the other demosaicking ideas, such as constant-hue-based interpolation, to formulate a solution. When these multiple frame are available, we can now talk about a spatiotemporal neighborhood instead of a spatial neighborhood of a pixel.
It is also possible to obtain subpixel resolution by combining multiple images. This is known as superresolution reconstruction, and it was recently applied to CFA sampled color images. The imaging model for super-resolution reconstruction starts with a high-resolution image: Let $x_{S}$ be a color channel of a highresolution image, where a channel can be red $\left(x_{R}\right)$, green $\left(x_{G}\right)$, or blue $\left(x_{B}\right)$. The $i$ th observation, $S^{(i)}$, is obtained from this high-resolution image through spatial warping, blurring, and downsampling operations:

$$
\begin{equation*}
S^{(i)}=D C W^{(i)} x_{S}, \quad \text { for } S=R, G, B, \quad \text { and } \quad i=1,2, \ldots, K, \tag{28.20}
\end{equation*}
$$

where
$K$ is the number of input images
$W^{(i)}$ is the warping operation (to account for the relative motion between observations)
$C$ is the convolution operation (to account for the point spread function of the camera)
$D$ is the downsampling operation (to account for the spatial sampling of the sensor)
The full-color image $\left(R^{(i)}, G^{(i)}, B^{(i)}\right)$ is then converted to a mosaicked observation $z^{(i)}$ according to a CFA sampling pattern:

$$
\begin{equation*}
z^{(i)}=\sum_{S=R, G, B} M_{S} y_{S}^{(i)} \tag{28.21}
\end{equation*}
$$

as we explained earlier. Then, the super-resolution problem becomes estimation of the high-resolution image $x_{S}, S=R, G, B$, from low-resolution mosaicked data $z^{(i)}, i=1,2, \ldots, K$. A typical flowchart of super-resolution reconstruction is illustrated in Figure 28.22.


FIGURE 28.22 Typical super-resolution reconstruction algorithm is illustrated. The algorithm starts with a highresolution image estimate. Simulated observations are obtained by forward imaging operations, including the CFA sampling. The residuals are computed on Bayer pattern samples for each channel, and then back-projected. The notation in the figure is as follows. $W^{(i)}$ : Spatial warping onto $i$ th observation, $C$ : Convolution with the PSF, $D$ : Downsampling by the resolution enhancement factor, $U$ : Upsampling by zero insertion, $W_{b}^{(i)}$ : Back-warping to the reference grid.

In Ref. [22], data fidelity and regularization terms are combined to produce high-resolution images. The data fidelity term is based on a cost function that consists of the the sum of residual differences between actual observations and high-resolution image projected onto observations (simulated observations). Regularization functions are added to this cost function to eliminate color artifacts and preserve edge structures. These additional constraints are defined as luminance, chrominance, and orientation regularization [22]. A similar algorithm is presented in Ref. [23]. Reference [24] extends the POCS algorithm of Ref. [14] to multiple frames, where observation constraint set is obtained through bilateral filtering of samples.

### 28.5 Related Research Problems

In this chapter, we have covered some of the basic demosaicking approaches. There are various others, such as the Bayesian estimation based $[25,26]$ and the neural network based [27]. There are also research problems that are related to the CFA sampling, some of which are listed below:
Denoising: Denoising becomes critical in a digital camera pipeline, especially for images captured in lowlight conditions and with high ISO speed. Although standard denoising algorithms can be combined with standard demosaicking algorithms, denoising and demosaicking can be done jointly. Reference [28] proposes such a joint technique based on the total least squares denoising method. The technique reports superior image quality compared to sequential applications of standard denoising and demosaicking algorithms.
Compression: Compression is the last process in a digital camera pipeline. Typically, demosaicking is done on raw CFA data to obtain full-color images, which are later compressed with a compression algorithm, such as the JPEG for still images or the MPEG for videos. The image/video compression algorithms generally decompose images into luminance and chrominance channels and then downsamples chrominance channels to achieve higher compression rates. Because of this downsampling, it seems redundant to do demosaicking before compression. Compression could be done on CFA data; and demosaicking could be added to the end of the decoding processing. Recent studies [29,30] show that, with this alternative processing chain, higher image quality can be achieved at low compression rates. Also, the processing cost is reduced at the camera side.

Camera identification and forgery detection: Due to the demosaicking process, pixels in a digital image are correlated; since different cameras use different demosaicking algorithms, the correlation among the pixels can be used to identify the camera or to detect image forgeries, such as cropping and pasting a region from one image to another [31,32].
Optimal spectral sensitivity functions: Selection of the spectral sensitivity functions is an important part of the digital camera design. The Bayer RGB CFA is known for its superior color reproduction; while the CMYG CFA has better signal-to-noise ratio performance in low-light conditions. Methods for designing optimal spectral sensitivities for color reproduction have been studied earlier [33]. Recently, importance of spectral sensitivities on demosaicking [34] and design of optimal sensitivities for both color and spatial reproduction [35] are discussed.

### 28.6 Evaluation of Demosaicking Algorithms

Since raw CFA data is not available for most digital cameras, demosaicking methods have been compared based on simulations: Full color images are sampled according to a CFA pattern; the original and the restored images are later compared quantitatively. (This neglects many of the processes in the camera pipeline, most importantly, optical low-pass filtering. Therefore, simulation results may be misleading;


FIGURE 28.23 Result images for example lighthouse image. (a) Original image, (b) bilinear interpolation, (c) edgedirected interpolation in Ref. [10], (d) constant hue-based interpolation in Ref. [3], (e) weighted sum in Ref. [6], (f) second-order gradients as correction terms in Ref. [13], (g) Bayesian approach in Ref. [25], (h) homogeneity-directed in Ref. [8], (i) pattern matching (Chang) in Ref. [39], (j) Alias cancellation in Ref. [15], and (k) POCS in Ref. [14].
the demosaicking algorithms should be tested on raw data; different cameras may have different demosaicking algorithms working best for them.) Two commonly used quantitative measures for evaluating demosaicking algorithms are mean square error and peak signal-to-noise ratio. Euclidean distances in the perceptually uniform CIELab and CIELuv spaces and the s-CIELab [36] are better measures considering the human visual perception.

For the demosaicking algorithms, the Kodak color image database [37] has become a standard test image set. Many algorithms evaluate their performances using these images, enabling comparison among different algorithms. Figure 28.23 provides a visual comparison of several demosaicking algorithms available in 2005 [38]. Recent papers present improvement over these methods.

In addition to the restoration performance, computational complexity is also an important factor for demosaicking algorithms due to the limited resources of a digital camera. The trade-off between the image quality and computational time should be considered in designing the camera pipeline.

### 28.7 Conclusions and Future Directions

As the sensor technology and processing power of digital cameras advance, the image quality of digital still and video cameras will continue to improve. Eventually, the image quality of consumer level digital cameras will catch and exceed the quality of film cameras. Digital video cameras will be able to produce images with the quality of digital still cameras.

Although the manufacturers are able to fit more and more pixels in a fixed size chip, higher pixel count does always not correspond to higher image quality. As the dimensions of the photosensitive region of a pixel decrease, the dynamic range and noise performance of the sensor decreases. The solution is therefore to produce larger size sensor chips and to increase the fill ratio (photosensitive region area/pixel area).

There is also research to develop alternative sensor technologies. For example, a recent technology exploits the absorption characteristics of silicon to eliminate CFA and increase resolution. The blue portion of the light is absorbed at the surface of a silicon, while the red portion penetrates deeper. By putting detectors at various depths, color information can be extracted without the need of a CFA. However, for such a sensor, the color components are convoluted, the color reproduction and noise performance could be problematic. Another approach is to place microgratings above pixels. These microgratings diffract light according their spectral content, and detectors capture different spectral information.

Although these technologies look promising, single-chip image capture, and therefore, demosaicking seem to remain essential for some time. Soon HDTVs will become widespread, and higher image quality from digital video cameras will be expected. Some of the demosaicking algorithms that we explained in this article cannot be included in a camera due to the limited resources. However, the computational power of cameras will increase, and advanced image processing algorithms will be utilized in digital cameras. The research on the inter-channel correlation can also help in modeling and restoration of multi-frame and hyper-spectral data.
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linear phase and balanced frequency response, 24-19-24-21
low-pass product filter, 24-13
number of zeros, 24-13-24-14
perfect reconstruction condition, 24-12
smoother wavelet, 24-21-24-24
Hilbert pairs
à trous algorithm, 24-43-24-44
common-factor dual-tree filter design, 24-45
dual-tree wavelet transform, 24-44-24-45
metrics for shift dependence, 24-50-24-52
Q-shift dual-tree filter design, 24-46-24-50
shift dependence and shift invariance, 24-43
IIR filter
all-pass filter design, 24-25-24-26
causal and anticausal filtering, 24-24
transformation-based design, 24-26-24-28
types, 24-24
lifting scheme
construction, 24-34-24-36
implementation, 24-37-24-39
M-band filter bank
lifting, 24-42-24-43
type 1 polyphase decomposition, 24-41-24-42
type 2 polyphase decomposition, 24-42
types, 24-43
multirate filtering, 24-5-24-6
nonlinear filter bank, 24-40-24-41
polyphase representation analysis and synthesis outputs, 24-30
decomposition, 24-29-24-30
even- and odd-indexed coefficients, 24-29
linear phase structure, 24-32-24-33
orthogonal lattice structure, 24-32
total system polyphase matrix, 24-31-24-32
signal sparsity, 24-2
wavelets and scaling functions
analysis side equation, 24-9
convergence condition, 24-11
equivalent transfer function, 24-10-24-11
Fourier domain, 24-10
impulse and frequency responses, 24-8-24-9
piecewise constant function, 24-11
synthesis side equation, 24-9-24-10
vanishing moments (VM), 24-11
Dual-amplifier twin- $T$ biquads
band-rejection filter, 13-6-13-7
Cauer low-pass and high-pass filter, 13-8-13-9
high-pass filter, 13-7-13-8
low-pass filter, 13-7
twin- $T$ resonator, 13-5-13-6
voltage transfer ratios, 13-7
3-D wavelet packets
adaptive transform, 27-27
restoration algorithm, 27-27-27-28
thresholding, 27-26
wavelet denoising, 27-26-27-27
DWPT, see Discrete wavelet packet transform

## E

Elliptic approximation
Chebyshev rational function, 2-26-2-27
elliptic and ordinary sine function, 2-28-2-29
elliptic rational functions, 2-31
filter rank ordering, 2-32
gain and characteristic functions, 2-24
gain plot, 2-31
Jacobian elliptic functions, 2-27
minimax error, 2-30-2-31
phase compensation, 2-32
rational approximation, 2-25
running integral, 2-27-2-28
sine transformation, 2-29-2-30
Weierstrass theorem, 2-23,

$$
2-25-2-26
$$

Elliptic filters
elliptic integral, 19-18
equiripples, 19-17
magnitude response square, 19-17, 19-19
pole and coefficient calculation, 19-18-19-19
rational function, 19-18
Equiripple FIR filters, 18-15-18-16
alternation theorem, 18-19
amplitude response, 18-17-18-18
antisymmetrical impulse response and odd filter length
error function, 18-32
frequency response, 18-31-18-32
problem formulation, 18-33
Remez algorithm, 18-34
arbitrary amplitude response, 18-35
cubic-interpolation search method, 18-25-18-26
digital differentiators, 18-34-18-35
error function, 18-16-18-17
frequency response, 18-16
multiband filter, 18-35, 18-37
noniterative/iterative methods, 18-15-18-16
piecewise-constant amplitude-response specification, 18-30
Remez exchange algorithm
exhaustive step-by-step search, 18-21-18-23
extremal initialization, 18-20-18-21
iterative multivariable algorithm, 18-20
maxima of error function, 18-21
superfluous potential external rejection, 18-23-18-24
selective step-by-step search method, 18-24-18-25
transfer function, 18-16
weighted-Chebyshev method, 18-16

## F

Fan filter banks (FFBs), 25-8
Fast Fourier transform (FFT) approximate minimax FIR filter, 22-13-22-14
window-based 2-D FIR filter design, 22-10
FDNR, see Frequency-dependent negative resistors
Field programmable gate array (FPGA)
GNURadio, 21-8
programmable logic implementation
FIR filter, 21-12-21-13
IIR filter, 21-13-21-14
Filter noise analysis, 11-27-11-29
Fingerprint enhancement and recognition, 25-28
Finite-impulse response (FIR) filters
code segment
ADSP-21020 architecture, 21-4-21-5
Motorola 56001 architecture, 21-6-21-7
TMS320C30 architecture, 21-3
TMS320C50 architecture, 21-5
2-D filter implementation, 22-24
equiripple FIR filters
alternation theorem, 18-19
amplitude response, 18-17-18-18
antisymmetrical impulse response and odd filter length, 18-31-18-34
arbitrary amplitude response, 18-35
cubic-interpolation search method, 18-25-18-26
digital differentiators, 18-34-18-35
error function, 18-16-18-17
frequency response, 18-16
multiband filter, 18-35, 18-37
noniterative/iterative methods, 18-15-18-16
piecewise-constant amplitude-response specification, 18-30
Remez exchange algorithm, 18-20-18-24
selective step-by-step search method, 18-24-18-25
transfer function, 18-16
weighted-Chebyshev method, 18-16
filter banks, 22-25-22-26
frequency response
antisymmetric impulse response and $N=$ even, 18-5
antisymmetric impulse response and $N=o d d$, 18-4-18-5
masking approach, 18-38-18-45
symmetric impulse response and $N=$ even, 18-4
symmetric impulse response and $N=o d d, 18-3-18-4$
linear phase property
difference equation, 18-2
impulse response, 18-3
phase and group delay functions, 18-2
phase response, 18-2-18-3
transfer function, 18-1-18-2
$L_{p}$ norm, 22-11-22-12
multistage frequency-response masking approach
complexity minimization, 18-48-18-49
implementation form, 18-47
synthesis, 18-47-18-48
three-stage filter, 18-47
transfer function, 18-46-18-47
narrowband filter design
amplitude response, 18-51-18-52
Jing-Fam approach, 18-49, 18-55, 18-57-18-58
multiplier, minimization, 18-52-18-53
order of $F(z)$ and $G(z), 18-52$
passband and stopband ripples, 18-56
single-stage design, 18-57
subfilter design, 18-51
synthesis, 18-50-18-51, 18-57-18-58
transfer function, 18-49, 18-51, 18-55-18-56
narrow transition band, 18-38
nonlinear-phase low-pass filter, 22-4-22-5
programmable logic implementation, 21-12-21-13
roundoff noise, 20-6-20-7
separable filter design, 22-16-22-17
special-purpose implementation
ASIC comparison, 21-10-21-11
Motorola 56200 architecture, 21-9-21-10
parallelism and pipelining, 21-9
180 MHz sampling rate, 21-9-21-10
wavelets
antialiasing condition, 24-12
biorthogonal filter bank, 24-16
Daubechies wavelets, 24-16-24-19
high-pass filter, 24-14
LeGall 3,5-tap filter, 24-14-24-15
linear interpolation, 24-14
linear phase and balanced frequency response, 24-19-24-21
low-pass product filter, 24-13
number of zeros, 24-13-24-14
perfect reconstruction condition, 24-12
smoother wavelet, 24-21-24-24
wideband filter design, 18-53-18-54
window-based filter design, 22-6-22-10
windowing techniques

Bartlett window, 18-10
Blackman window, 18-12-18-14
filter coefficient, 18-6
Hamming window, 18-11-18-12
Hanning window, 18-10-18-12
ideal low-pass filter response, 18-7
Kaiser window, 18-13-18-15
rectangular window, 18-7-18-9
zero locations, 18-5-18-6
zero-phase filters, 22-4-22-5
Finite wordlength effects
coefficient quantization error
alternate realization structure, 20-16-20-17
clustered root, 20-16
definition, 20-15
grid, 20-15-20-16
realizable pole locations, 20-16-20-17
transfer function, 20-15
fixed-point quantization error
sum of products, 20-2-20-3
types, 20-3-20-4
floating-point quantization error, 20-4-20-5
limit cycles
definition, 20-12
filter realization structure, 20-14
implementation sequence, 20-13
second-order filter, 20-12-20-13
number representation, 20-1-20-2
overflow oscillations, 20-14-20-15
realization, 20-17-20-18
roundoff noise
FIR filter, 20-6-20-7
fixed-point IIR filter, 20-7-20-10
floating-point IIR filter, 20-10-20-12
zero-mean white noise filter, 20-5
First-order $R C$ network, 1-25
Fixed-point processors, 21-2
FLF, see Follow-the-leader feedback

Floating-point processors, 21-2
Follow-the-leader feedback (FLF) topology
feedback resistors, 15-11
first-order lowpass functions, 15-8
GIC bandpass sections, 15-11-15-12
lowpass-to-bandpass transformation, 15-8
matrix expression, 15-9
primary resonator block (PRB) design process, 15-10-15-11
second-order bandpass biquads, 15-7
summer and feedback factor implementation, 15-6-15-7
Foster canonical form
LCM one-port network, 7-3
RC one-port network, 7-8-7-10
Fourier slice theorem, 27-6-27-7
Fourier transform
analog filter, 1-16-1-17
Bartlett window, 18-10
Blackman window, 18-13
Hamming window, 18-11-18-12
Hanning window, 18-10-18-11
Rectangular window, 18-7-18-8
FPGA, see Field programmable gate array
Frequency-dependent negative resistors (FDNR), 15-27
Frequency-domain analysis
graphical construction amplitude and phase responses, 1-13
frequency response evaluation, 1-13-1-14
gain and phase shift, 1-13
transfer function, 1-12-1-13
loss function, 1-14-1-15
sinusoidal response, 1-11-1-12
Frequency-response masking approach
complementary periodic filter pair, 18-40
error function, 18-43
$F(L \omega)$ design, 18-43
filter synthesis problem, 18-44
low-pass filter design, 18-40-18-42
passband and stopband ripples, 18-42
prototype transfer function, 18-40
subfilter order, 18-44-18-45
transfer function, 18-38-18-39
transition bandwidth, 18-44
zero-phase frequency response, 18-39-18-40
Frequency sampling, 22-10-22-11
Frequency transformations
bandpass transformation imaginary frequency axis, 3-8-3-9
narrow-band approximation, 3-8
network transformation, 3-9-3-10
passband and stopband specifications, 3-8-3-9
rational function, 3-7
band-reject transformation characterization, 3-10-3-11
frequency responses, 3-11
LPP transfer function, 3-12
network transformation, 3-12-3-13
frequency scaling
LP network transformation, 3-3-3-4
LPP transfer function, 3-2-3-3
high-pass transformation, 3-5-3-6
impedance scaling, 3-4
low-pass prototype, 3-1-3-2
Friend biquad, 12-12-12-13
Function sensitivity, 4-3-4-4

## G

Gain-bandwidth
noninverting and inverting amplifier, 11-23-11-25
Sallen-Key second-order low-pass filter, 11-26-11-27
transfer function, 11-26
Generalized impedance converter (GIC)
dual-amplifier biquads all-pass building block, 13-14-13-15
bandpass building block, 13-12-13-13
Cauer high-pass building block, 13-17-13-18
Cauer low-pass building block, 13-15-13-16
high-pass building block, 13-13-13-14
low-pass building block, 13-10
notch filter building block, 13-14-13-15
resonator, 13-9
time constant and conductance ratio, 13-11
transfer function, 13-12
voltage transfer ratio, 13-9-13-10
three-amplifier biquads, 13-18-13-19
$g_{m}$-C filters
cascade realization
capacitor values, 16-25-16-26
filter parameters, 16-24
low-pass filter structure, 16-25-16-26
low-pass $g_{m}-C$ section, 16-24-16-25
circuit symbols, 16-15
difference current, 16-16
gyrators
definition, 16-20
inductive admittance, 16-21
inverting and noninverting transconductor, 16-20-16-21
passive equivalent circuit, 16-21-16-22
integrators
floating/grounded capacitor, 16-17-16-18
$g_{m}$-C-op amp integrator, 16-19
nominal correction, phase errors, 16-19-16-20
parasitic capacitors, 16-18-16-19
quality factor, $16-18$
transfer function, 16-17
ladder simulations
element replacement methods, 16-26-16-29
signal-flow graph methods, 16-29-16-31
MOS device, 16-16
resistors, 16-15-16-16
small-signal equivalent circuit, 16-14-16-15
transconductor, 16-14
GNURadio, 21-7-21-8
Gorski-Popiel's method
inductance networks, 15-25-15-26
$L C$ ladder realization, 15-26
sixth-order $L C$ bandpass filter, 15-26-15-27
Graphical construction, frequency-domain analysis
amplitude and phase responses, 1-13
frequency response evaluation, 1-13-1-14
gain and phase shift, 1-13
transfer function, 1-12-1-13
Group delay function, 2-20-2-21
Gyration resistance, 20

## H

Haar filters
all-pass filter, 24-25-24-26
4-level tree, 24-8-24-9
Half-plane symmetric filter, 23-14
Hamming window amplitude spectrum, 18-11-18-12
2-D FIR filter design, 22-8-22-9
magnitude response, 18-12-18-13
Hanning window
amplitude spectrum, 18-10-18-11
expression, 18-10
magnitude response, 18-10, 18-12
High-order filters
cascade realization
Åckerberg-Mossberg circuit, 15-5-15-6
biquadratic function, 15-3
intermediate gain-scaled transfer functions, 15-4
$n$ th-order transfer function, 15-2-15-3
sixth-order transfer function, 15-5
ladder simulations
dynamic range
maximization, 15-18-15-23
element substitution, 15-23-15-27
signal-flow graph methods, 15-13-15-18
low-gain active filter, 11-16-11-17
multiple-loop feedback realizations
feedback resistors, 15-11
first-order lowpass functions, 15-8
GIC bandpass sections, 15-11-15-12
leapfrog topology, 15-12
lowpass-to-bandpass transformation, 15-8
matrix expression, 15-9
primary resonator block (PRB) design process, 15-10-15-11
second-order bandpass biquads, 15-7
summer and feedback factor implementation, 15-6-15-7
High-pass filters (HPF)
analog prototype filters
analog and digital frequency, 19-27
frequency response, 19-28-19-29
inverse Chebyshev filter transfer function, 19-28
LPF to HPF transformation, 19-27
specification, 19-27-19-28
configuration, 23-24-23-25
derivation, 23-23-23-24
digital frequency transformation,
19-33-19-34

1-D multirate filter banks, 24-14
Nyquist point, 23-25
Sallen and Key filter, 11-9-11-10
transfer function, 23-23-23-24
Hilbert pairs
à trous algorithm, 24-43-24-44
common-factor dual-tree filter design, 24-45
dual-tree wavelet transform, 24-44-24-45
metrics, shift dependence
aliasing energy ratio, 24-51
analysis and reconstruction, 24-50-24-51
dual-tree complex wavelet transform (DT-CWT), 24-51-24-52
shift invariance and shift dependence, 24-50
Q-shift dual-tree filter design
impulse response, 24-46
iterative energy minimization method, 24-48-24-49
zero-forcing method, 24-47
shift dependence and shift invariance, 24-43
HPF, see High-pass filters
Hurwitz polynomials, 5-7-5-8, 9-10

## I

Image denoising, 25-26-25-28
Impulse response, 1-8
Independent component analysis (ICA), 27-3
Infinite impulse response (IIR) filters
allpass filter
block diagram, 19-10
cascade filter, 19-9-19-10
magnitude response, 19-8
phase response, 19-9
pole-zero reciprocal pair, 19-8-19-9
analog low-pass filter (LPF)
Butterworth filter, 19-11-19-13
Chebyshev filter, 19-13-19-16
elliptic filter, 19-17-19-19
inverse Chebyshev filter, 19-15-19-17
specification, 19-11
analog prototype filters
bandpass filter, 19-28-19-31
bandstop filter, 19-32
design steps, 19-20
high-pass filter, 19-27-19-29
low-pass filter, 19-24-19-26
transformation, 19-20-19-24
causality, 19-2-19-3
code segment
Motorola 56001 architecture, 21-7
TMS320C30 architecture, 21-3-21-4
TMS320C50 architecture, 21-5-21-6
computer-aided design
least squares $\left(\mathcal{L}_{2}\right.$-norm) criterion, 19-36-19-40
weighted Chebyshev ( $\mathcal{L} \propto$-norm) criterion, 19-40
digital frequency transformation
bandpass filter, 19-34-19-35
bandstop filter, 19-35-19-36
design process, 19-32-19-33
high-pass filter, 19-33-19-34
low-pass filter, 19-33
digital LPF specification, 19-11-19-12
direct form realizations
cascade second-order filter, 19-6
coefficient quantization, 19-7-19-8
parallel second-order filter, 19-7
system function, 19-5-19-6
1-D multirate filter banks
all-pass filter design, 24-25-24-26
causal and anticausal filtering, 24-24
transformation-based design magnitude response, 24-28
phase response,
24-27-24-28
prototype linear phase
low-pass filter, 24-27
types, 24-24
fixed-point IIR filter
first-order filter, 20-7
limit cycle, 20-13
normalized fixed-point roundoff noise variance, 20-9
quantization, noise source, 20-8
roundoff noise-to-signal ratio, 20-8-20-9
second-order filter, 20-8-20-9
state-space filter realization,
20-10
transfer function, 20-7-20-8
floating-point IIR filter
first-order filter, 20-10-20-11
limit cycle, 20-13
normalized floating-point roundoff noise variance, 20-12
roundoff noise-to-signal ratio, 20-11-20-12
second-order filter, 20-11-20-12
zero-mean white noise, 20-10
frequency response
complex function, 19-3-19-4
group delay, 19-5
magnitude square, 19-4
phase response, 19-5
lattice digital filters
injected numerator structure, 19-41-19-42
injector gains, 19-44-19-45
reflection coefficient, 19-42-19-44
tap gains, 19-44
tapped numerator structure, 19-41-19-42
third-order one-multiplier injected numerator filter, 19-42-19-43
minimum phase filter, 19-8
poles and zeros, 19-3
programmable logic implementation, 21-13-21-14
special-purpose implementation, 21-11
stability
optimization techniques, 19-40-19-41
second-order system, 19-3-19-4
system function and impulse response, 19-1-19-2
Inverse Chebyshev filters, 19-15-19-17
Iris recognition, 25-28
Iterative filter design algorithm, 22-13-22-14

## J

Jing-Fam approach, 18-49, 18-55, 18-57-18-58

K
Kaiser window
definition, 18-15
magnitude response, 18-14-18-15
prolate spheroidal wave function, 18-14
spectral properties, 18-15
stopband attenuation, 18-13-18-14
Kirchhoff current law equation, 5-1

## L

Ladder simulations
dynamic range maximization active circuit, 15-22-15-23
feed-in resistors, 15-23
fourth-order elliptic lowpass ladder filter, 15-20-15-21
passive series branch, 15-19-15-20
passive shunt branch, 15-20
signal-level scaling, 15-18-15-19
transmittance, 15-21
voltage and current maxima, 15-21
element replacement methods
circuit capacitor value, 16-28-16-29
component values, 16-27
dual-input OTA, 16-27-16-28
third-order elliptic low-pass ladder, 16-28-16-29
transconductor-C simulation, 16-26-16-27
transfer function, 16-28
element substitution
Antoniou's general impedance converter (GIC), 15-24
Gorski-Popiel's method, inductor replacement, 15-25-15-27
impedance converter, 15-23-15-24
MOSFET-C method
elliptic LC low-pass filter, 16-12
implementation, 16-13-16-14
transfer function magnitude, 16-12
$V-I$ relationship, 16-12-16-13
signal-flow graph methods
block diagram, 15-13-15-14
fourth-order all-pole lowpass ladder, 15-17-15-18
impedance- and signal-level scaling, 15-16
inverting lossy Miller integrator, 15-14
ladder structure, 15-13
noninverting lossy phase-lead integrator, 15-14
series and shunt ladder branch, 15-15-15-16
signal-flow graph (SFG) methods
fifth-order elliptic low-pass function, 16-29-16-30
third-order elliptic low-pass filter, 16-30-16-31
Ladder structures
analysis-synthesis ladder structure, 25-17-25-18
biorthogonal property, 25-19-25-20
closed-form Lagrange formula, 25-18
digital fan-shaped filter, 25-17
magnitude response, 25-18-25-19
regular biorthogonal wavelet generation, 25-18
two-channel biorthogonal analysis filter bank, 25-19
wavelet construction, 25-16
Laplace transform
analog filter characteristics, 1-3-1-4
analog IIR filter, 19-11
Laplacian statistics
filtering structure, 26-8-26-9
location estimation, 26-9-26-10
$\alpha$-stable distributed samples, 26-10-26-11
weighted median (WM) filter, 26-9
Lattice digital filters
injected numerator structure, 19-41-19-42
injector gains, 19-44-19-45
reflection coefficient,
19-42-19-44
tap gains, 19-44
tapped numerator structure, 19-41-19-42
third-order one-multiplier injected numerator filter, 19-42-19-43
LC ladder
zero-producing step, 8-4-8-5
zero-shifting step, 8-2-8-4
LCM one-port network
admittance function, 7-3
driving-point immittance, 7-2
first and second Cauer canonical form, 7-4
first and second Foster canonical form, 7-3
input impedance, 7-1
reactance function, 7-2-7-3, 7-5-7-6
Leapfrog topology, 15-12
Learning vector quantization (LVQ) algorithm, 25-25
Least squares ( $\mathcal{L}_{2}$-norm) criterion adaptive weighted least square
(WLS), 19-37-19-38
eigenfilter approach, 19-39-19-40
quadratic programming, 19-38
transfer function, IIR filter, 19-36
weighted square error, 19-36-19-37
LeGall 3,5-tap filter, 24-14-24-15
Lifting schemes; see also Ladder structures
construction
analysis polyphase matrix types, 24-34-24-35
elementary matrix, 24-34
perfect reconstruction (PR)
filter bank, 24-35
synthesis polyphase matrix, 24-35-24-36
implementation
division process,
24-37-24-38
dual lifting, 24-38-24-39
Matlab function, 24-37
scaling matrix, 24-39
Linear filtering, 26-7-26-8
Linear programming, 22-10-22-11

Linear shift-invariant system, 22-2
LM-estimation
definition, 26-11
generalized Cauchy density, 26-11-26-14
arg $\min$ and $\log$ functions,

$$
26-13-26-14
$$

error norm, 26-14-26-15
GCD function, 26-11-26-12
heavy-tailed distribution, 26-12
impulsive sequence, 26-12
minimization problem, 26-13
real-valued weights and optimization, 26-26-26-27
running meridian smoothers, 26-21-26-26
medianity parameter, 26-21-26-22
meridian estimator, 26-22
mode-type estimator, $\delta \rightarrow 0$, 26-23-26-24
properties, 26-25
sample median, $\delta \rightarrow \infty$, 26-22-26-23
sample meridian, 26-21
weighted meridian, 26-25-26-26
running myriad smoothers, 26-14-26-21
fixed point weighted myriad search, 26-21
linearity parameter, 26-14-26-15
minimization problem, 26-18
mode-type estimator, $\gamma \rightarrow 0$, 26-17
normalized linear estimation, $\gamma \rightarrow \infty, 26-19$
no undershoot/overshoot, 26-17
objective function, 26-15-26-16
sample mean, $\gamma \rightarrow \infty$, 26-16-26-17
sample myriad, 26-14
shift and sign invariance, 26-18
unbiasedness, 26-18
weighted mode-type estimation, $\gamma \rightarrow 0$, 26-19-26-20
weighted myriad, 26-18

Low-gain active filters
first-order filter realizations, 11-6-11-7
first-order transfer functions, 11-1-11-2
frequency response, 11-4-11-5, 11-6, 11-7
higher order filters, 11-16-11-17
nonideality influence
gain-bandwidth, 11-23-11-27
noise analysis, 11-27-11-29
sensitivity analysis, 11-22-11-23
slew rate, 11-27
second-order biquadratic filters
biquadratic transfer function, 11-11-11-12
$R C$ network realization, 11-14-11-15
single-amplifier low-gain realization, 11-12-11-13
two-amplifier low-gain biquad configuration, 11-14
second-order positive-gain filter
bandpass circuit, 11-8-11-9
high-pass filter, 11-9-11-10
low-pass filter, 11-6-11-8
notch filter circuits,
11-10-11-11
second-order transfer functions
biquadratic transfer function, 11-3-11-4
high-pass and bandpass transfer functions, 11-3
low-pass filter, 11-2
tuning active filters, 11-6
Low-pass filters (LPF)
analog prototype filters bilinear transformation, 19-26
impulse invariant method, 19-24-19-25
1-D analog transfer function
2-D zero-phase filter, 23-21
rotation angle, 23-20-23-21
subfilter stability and realization, 23-20
1-D discrete transfer function, 23-21-23-22
digital frequency transformation, 19-33
nonessential singularity elimination, 23-22-23-23
Sallen and Key filter, 11-6-11-8
Low-pass transfer function
bandpass transformation
bandpass network
transformation, 3-9-3-10
bandpass transfer function, 3-7
imaginary frequency axis, 3-8
narrow-band approximation, 3-8
passband and stopband specifications, 3-8-3-9
band-reject transformation
band-rejection network transformation, 3-12-3-13
LPP transfer function, 3-12
transformation responses, 3-11-3-12
high-pass transformation
frequency range, 3-5-3-6
HP circuit, 3-6
imaginary axis, 3-5
network transformation, 3-6
LPF, see Low-pass filters

## M

Magnitude truncation, 3
Maximally flat magnitude (MFM), 2-9-2-10
Maximum likelihood estimation generalized Cauchy density $\arg \mathrm{min}$ and $\log$ functions, 26-13-26-14
error norm, 26-14-26-15
GCD function, 26-11-26-12
heavy-tailed distribution, 26-12
impulsive sequence, 26-12
minimization problem, 26-13
generalized Gaussian density
additive noise, 26-5
definition, 26-5-26-6
minimization problem, 26-6-26-7
$M$-band filter bank
lifting, 24-42-24-43
type 1 polyphase decomposition, 24-41-24-42
type 2 polyphase decomposition, 24-42
types, 24-43
McClellan transformation
Chebyshev polynomial, 22-17
frequency response, 22-17-22-21
nonlinear optimization problem, 22-21
window-based 2-D FIR filter design, 22-7-22-8
zero-phase filter, 22-17
$M$-estimation
filtering structure, 26-5
Gaussian statistics, linear filtering, 26-7-26-8
generalized Gaussian density, 26-5-26-7
additive noise, 26-5
definition, 26-5-26-6
minimization problem, 26-6-26-7
Laplacian statistics
filtering structure, 26-8-26-9
location estimation, 26-9-26-10
median filtering, 26-8-26-11
$\alpha$-stable distributed samples, 26-10-26-11
weighted median (WM) filter, 26-9
MFM, see Maximally flat magnitude
Mikhael-Bhattacharyya biquad, 13-18
Minimal mean-square-error approximation, 23-38
Minimax algorithm
Charalambous minimax algorithm, 23-32-23-33
objective function, 23-31-23-32
Minimum-phase filters, 1-17-1-19
MOSFET-C method
balanced linear MOSFET conductance, 16-3-16-4
balanced symmetrical op amp, 16-4
cascade realization
aspect ratios, $16-11$
gain constant, 16-10-16-11
high-order function, 16-9-16-10
$n$ th-order transfer function, 16-10
equivalent resistor circuit, 16-4
first- and second-order sections

Tow-Thomas biquad, 16-7-16-8
transfer function, 16-8-16-9
integrators
active $R C$ integrator, 16-5
differential MOSFET-C integrator, 16-5-16-6
equivalent circuit, 16-5
four-MOSFET configuration, 16-6
lossy integrator, 16-6-16-7
ladder simulations
elliptic $L C$ low-pass filter, 16-12
implementation, 16-13-16-14
transfer function magnitude, 16-12
$V-I$ relationship, 16-12-16-13
MOS transistor, 16-3
Mother wavelet, 24-8-24-11
Multiband filter, 18-35, 18-37
Multiple-amplifier biquads
all-pass-based biquads, 13-25-13-26
decoupled time constants
dual-amplifier bandpass filter, 13-2
dual op-amp bandpass filter section, 13-4-13-5
dual op-amp high-pass filter section, 13-4
dual op-amp low-pass filter section, 13-3
Sallen and Key bandpass circuit, 13-2
transfer voltage ratio, 13-2, 13-4
dual-amplifier twin- $T$ biquads
twin- $T$ band-rejection filter, 13-6-13-7
twin- $T$ Cauer low-pass and high-pass filter, 13-8-13-9
twin- $T$ high-pass filter, 13-7-13-8
twin- $T$ low-pass filter, 13-7
twin- $T$ resonator, 13-5-13-6
voltage transfer ratios, 13-7
GIC-derived dual-amplifier biquads
all-pass building block, 13-14-13-15
bandpass building block, 13-12-13-13
Cauer high-pass building block, 13-17-13-18
Cauer low-pass building block, 13-15-13-16
high-pass building block, 13-13-13-14
low-pass building block, 13-10
notch filter building block, 13-14-13-15
resonator, 13-9
time constant and conductance ratio, 13-11
transfer function, 13-12
voltage transfer ratio, 13-9-13-10
GIC-derived three-amplifier biquads, 13-18-13-19
single- to multiple-amplifier biquadratic filter, 13-1
state-variable-based biquads
Åkerberg-Mossberg biquad, 13-24-13-25
analog computer structure, 13-20-13-21
Berka-Herpy biquad, 13-24-13-25
low-pass transfer function, 13-21
noninverting integrator, 13-24
op-amp realization, Tow-Thomas filter, 13-22-13-23
output amplifier, 13-21-13-22
Tow-Thomas biquad, 13-23-13-24
Multiple-feedback (MFB) filters
all-pole designs
equal-capacitor design, 12-5
low-pass structure, 12-3-12-4
realization, 12-3-12-5
transfer ratio, 12-4-12-5
design
finite amplifier gain effects, 12-8-12-9
sensitivity, 12-8
tuning function, 12-9-12-10
MMFB structure
bandpass transfer function, 12-10-12-11
biquadratic structure, 12-12-12-13

## N

Narrowband filter
amplitude response, 18-51-18-52
Jing-Fam approach, 18-49, 18-55, 18-57-18-58
multiplier, minimization, 18-52-18-53
order of $F(z)$ and $G(z), 18-52$
passband and stopband ripples, 18-56
single-stage design, 18-57
subfilter design, 18-51
synthesis, 18-50-18-51, 18-57-18-58
transfer function, 18-49, 18-51, 18-55-18-56
NMOS transistor, switch resistance, 17-19-17-20
Nondiagonal nonsingular integer matrix, 22-22
Nonlinear filtering
image denoising
adaptive transform, 27-27
best basis selection, 27-16-27-17
brushlets and wave atoms, 27-20, 27-22
butterfly-based digital implementation, 27-9-27-12
continuous planelet transform, 27-23-27-24
continuous transform, 27-5-27-7
definition, 27-1
denoising algorithm, 27-25
discrete planelet transform (DPT), 27-24
discrete transform, 27-7-27-8
fixed/adaptive transform, 27-4
image data corruption, 27-1-27-2
inverse problem, 27-2
mapping function, 27-3
multiresolution Fourier transform, 27-19-27-20
multiscale polar cosine transform, 27-17-27-19, 27-22
nonlinear approximation, 27-12-27-16
planar feature extraction, 27-25-27-26
polar cosine packets, 27-16
radon-based digital implementation, 27-9
restoration algorithm, 27-27-27-28
ridgelet and curvelet transform, 27-20, 27-22
separable/nonseparable transform, 27-3-27-4
spatiotemporal denoising method, 27-2
standard images, 27-21
standard video sequences, 27-28-27-31
texture representation, 27-5
thresholding, 27-26
transform domain, 27-3
wavelet denoising, 27-26-27-27
statistical signal models
additive noise extraction, 26-27
baseband communication, 26-28-26-29
corrupted image sample, 26-2-26-3
definition, LM-estimation, 26-11
filtering structure, 26-5
Gaussian statistics, linear filtering, 26-7-26-8
generalized Cauchy density, 26-11-26-14
generalized Gaussian density, 26-5-26-7
highpass filtering, 26-29-26-31
Laplacian statistics, median filtering, 26-8-26-11
optimal estimation-based filter development, 26-2
power line communications (PLCs), 26-29-26-30
real-valued weights and optimization, 26-26-26-27
running meridian smoothers, 26-21-26-26
running myriad smoothers, 26-14-26-21
signal processing, 26-1-26-2
symmetric $\alpha$-stable distributions, 26-28
Nonlinear-phase low-pass filter, 22-4-22-5
Nonminimum-phase transfer functions, 1-20-1-21
Norton equivalent, 9-1-9-2
Nyquist points, 23-25

## 0

On-chip spectrum/vector analyzer, 17-31
2-Opamp (OA) CGIC biquad composite GIC biquad, 14-18, 14-19
configuration, 14-2-14-3
design
second-order BP filter, 14-8-14-9
second-order Butterworth
LPF, 14-7-14-8
second-order HP filter, 14-9
sixth-order Chebyshev low-pass filter, 14-10-14-11
sixth-order elliptic bandpass filter, 14-11-14-12
and tuning procedure, 14-6-14-7
$3 G$ and $4 G$ ports, $14-2$
realization, 14-4-14-5
second-order transfer function, 14-3-14-4
sensitivity analysis, 14-4, 14-6
stability properties, 14-4
universal biquad, 14-11, 14-13-14-14
3-Opamp (OA) CGIC biquad design and tuning procedure, 14-15-14-16
sixth-order elliptic BP filter design, 14-16-14-17
structure, 14-11, 14-14-14-15

Operational transconductance amplifier (OTA) filters, see $g_{m}$ - $C$ filters

## P

Padukone-Mulawka-Ghausi biquad, 13-19
Parallel/series ladders
Cauer canonical form, 8-14-8-15
open-circuit voltage ratio, 8-15-8-16
RC $\alpha$ - and $\beta$-ladder, 8-12-8-13
realization, 8-13-8-14
scale factors, 8-12
transfer admittance level, 8-13-8-14
two ladder networks, 8-11
Parks-McClellan algorithm, 25-18
Passive cascade synthesis
Darlington type-D Section cascade connection, 6-12 impedance matrix, 6-13-6-14
positive-real impedance, 6-11-6-12
transmission matrix, 6-12-6-13
index set, 6-4
Richards section, 6-10-6-11
two-port network, 6-1-6-2
type-E section
Brune section, 6-7-6-9
Darlington type-C section, 6-7
impedance and transmission matrix, 6-6-6-7
Passive immittances, one-port network
average electric and magnetic energy, 5-3
driving-point impedance, 5-2, 5-4
Hurwitz polynomial, 5-7-5-8
Kirchhoff current law equation, 5-1
positive-real function, 5-4-5-5
real rational function, 5-5-5-6
resistive, capacitive and inductive branch, 5-2-5-3
RLCM one-port network, 5-1-5-2
Sturm's theorem, 5-8
Passive RLC filters, 1-23

PLCs, see Power line communications
Polar cosine transform
best basis selection, 27-16-27-17
brushlets and wave atoms, 27-20, 27-22
butterfly-based digital implementation
Cartesian separable basis function, 27-10-27-11
forward and inverse transforms, 27-9-27-10
Fourier magnitude spectrum, 27-11-27-12
frequency spectrum, 27-10
continuous transform
Fourier slice theorem, 27-6-27-7
polar Fourier transform, 27-6
Radon transform, 27-6
real-to-complex ridge profile, 27-5
ridge function, 27-5-27-6
discrete transform, 27-7-27-8
multiresolution Fourier transform, 27-19-27-20
multiscale polar cosine transform
basis functions and frequency tiling, 27-18-27-19
construction, 27-17-27-18
denoising results, 27-22
nonlinear approximation
ghosting artifact, 27-14, 27-16
image patches, 27-12
PSNR curves, 27-12-27-14
reconstructions, 27-12, 27-14-27-15
polar cosine packets, 27-16
radon-based digital implementation, 27-9
ridgelet and curvelet transforms, 27-20, 27-22
standard images, 27-21
texture representation, 27-5
Polar Fourier transform, 27-6-27-7
Polar trigonometric transforms, 27-7
Polynomial filter, 2-11
Positive-real function, 5-4-5-5

Power line communications (PLCs), 26-29-26-30
Primary resonator block (PRB), 15-10-15-11
Programmable switched-capacitor filter
block diagram representation, 17-29
topology versatility, 17-29-17-30
transfer function, 17-28-17-29
Programmable switched-capacitor oscillator
BPF-based SC oscillator, 17-32-17-33
finite-impulse-response (FIR) filter, 17-34
four-level quasi-sinusoidal wave generator, 17-33-17-34
high-quality-factor ( $Q$-factor), 17-32-17-33
linearity, 17-33
measured frequency spectrum, 17-34-17-35
sinewave oscillator, 17-32

## Q

Q factors, see Quality factors
Quadrant fan filter, 23-9-23-10
Quadrature mirror filter (QMF), 25-12-25-16
Quality factors, 1-26
Quantization error
coefficient quantization error alternate realization structure, 20-16-20-17
clustered root, 20-16 definition, 20-15 grid, 20-15-20-16 realizable pole locations, 20-16-20-17 transfer function, 20-15
fixed-point quantization error sum of products, 20-2-20-3 types, 20-3-20-4
floating-point quantization error, 20-4-20-5
Quasi-Newton algorithm, 23-29-23-30
Quincunx sampling matrix diamond and fan filter banks, 25-8
nonsingular real matrix, 25-3-25-5
quadrature mirror filter (QMF), 25-13-25-14

## R

Raised-cosine window, see Hanning window
Rational function, 5-6-5-8
RC one-port networks
continued-fraction expansion, 7-8-7-9
first and second Cauer canonical form, 7-9
first and second Foster canonical form, 7-8-7-10
input impedance, 7-6-7-7
RC impedance function, 7-7
Reactance function, 7-2-7-3, 7-5-7-6
Rectangular window
causal and desired impulse response, 18-7
definition, 18-7
2-D FIR filter design, 22-9
log-magnitude response, 18-8-18-9
spectrum, 18-8
Relative coefficient sensitivity, 4-4
Relative sensitivity, 4-1-4-2
Remez exchange algorithm
exhaustive step-by-step search, 18-21-18-23
extremal initialization, 18-20-18-21
iterative multivariable algorithm, 18-20
maxima of error function, 18-21
superfluous potential external rejection, 18-23-18-24
Resistively terminated network design
Butterworth networks
element values, 9-6-9-7
input impedance, 9-5
input reflection coefficient, 9-4-9-5
LC ladder, 9-6
minimum-phase solution, 9-5
recurrence formula, 9-6
transducer power gain, 9-4
Chebyshev networks
element values, 9-10-9-11
input impedance, 9-10
input reflection coefficient, 9-9
minimum-phase solution, 9-9-9-10
transducer power-gain, 9-9
input and output reflection coefficients, 9-1
maximum average power, 9-3
Norton equivalent, 9-1-9-2
sinusoidal steady state, 9-2
Thévenin equivalent, 9-1-9-2
transfer voltage ratio and impedance, 9-4
Richards function
arbitrary positivereal constant, 6-2-6-3
real nonnegative constant
impedance matrix, 6-5-6-6
index set, 6-4
transmission matrix, 6-5
RLC load formulas
Butterworth networks
all-pass function, 10-15-10-16
Butterworth transducer power-gain, 10-15
equalizer back-end impedance, 10-16-10-17
final reactive element, 10-17
LC ladder network, 10-17-10-18
load impedance, 10-14
minimum-phase solution, 10-15
Chebyshev networks
all-pass function, 10-23
equalizer back-end impedance, 10-24
Laurent series expansion, 10-23
$R C \omega_{c} \sinh \mathrm{a}<2 \sin \gamma_{1}$ and $\mathrm{L}_{\mathrm{b} 1} \geq \mathrm{L}, 10-25$
$R C \omega_{c} \sinh \mathrm{a}<2 \sin \gamma_{1}$ and $\mathrm{L}_{\mathrm{b} 1}<\mathrm{L}, 10-25$
$R C \omega_{c} \sinh a \geq 2 \sin \gamma_{1}$ and $\mathrm{L}_{\mathrm{b} 1}<\mathrm{L}, 10-24-10-25$
$R C \omega_{\mathrm{c}} \sinh \mathrm{a} \geq 2 \sin \gamma_{1}$ and

$$
\mathrm{L}_{\mathrm{b} 1} \geq \mathrm{L}, 10-24
$$

transducer power-gain, 10-22
RLCM one-port network, 5-1-5-2
Robust nonlinear estimators/filters additive noise extraction, 26-27
baseband communication,
26-28-26-29
highpass filtering, 26-29-26-31
power line communications
(PLCs), 26-29-26-30
symmetric $\alpha$-stable distributions, 26-28
Root sensitivity
pole sensitivity, 4-5-4-7
semirelative root sensitivities, 4-5
Rotation-invariant classification system, 25-25

## S

Sallen and Key filter
bandpass circuit, 11-8-11-9, 13-2
high-pass filter, 11-9-11-10
low-pass filter, 11-6-11-8
Second-order filters
biquadratic filters
biquadratic transfer function, 11-11-11-12
RC network realization, 11-14-11-15
single-amplifier low-gain realization, 11-12-11-13
two-amplifier low-gain biquad configuration, 11-14
Butterworth LPF, 14-7-14-8
positive-gain filter
bandpass circuit, 11-8-11-9
high-pass filter, 11-9-11-10 low-pass filter, 11-6-11-8 notch filter circuits, 11-10-11-11
Semirelative coefficient sensitivity,

$$
4-4-4-5
$$

Sensivity and selectivity
active RC filters, 4-19, 4-30
bounds, 4-18-4-19
cascaded realization, active filters
CAD methods, 4-24
operational amplifier, 4-26
polynomial coefficient, 4-23
Q-factor, 4-26-4-28
stages, 4-25-4-26
coefficient sensitivity, 4-4-4-5
comparative errors, 4-30-4-31
computations, adjoint network
branch impedance and branch admittance matrices, 4-21-4-22
port variable separation, 4-21
Tellegen theorem, 4-20
transfer function calculation, 4-22
definition, 4-1-4-2
doubly terminated matched lossless filters
Fettweis-Orchard theorem, 4-29-4-30
high- $Q$ transfer function poles, 4-28
steady-state sinusoidal operation, 4-28-4-29
transducer function, 4-29
function sensitivity, 4-3-4-4
invariants
filter function, 4-16
frequency scaling, 4-17-4-18
homogeneous function, 4-15
impedance scaling, 4-17
passive RC circuits, 4-17
scaling operation, 4-15-4-16
limitations, 4-19
multiparameter sensitivities and sensitivity measures
average sensitivity index, 4-9, 4-11
multivariable statistical measure, 4-14
quadratic sensitivity index, 4-10, 4-12-4-13
sensitivity row vector, 4-9-4-10
worst-case sensitivity index, 4-10, 4-12-4-13
reduction methods, 4-22-4-23
root sensitivities
pole sensitivity, 4-5-4-7
semirelative root sensitivities, 4-5
statistical model, 4-7-4-8
Separable product filters
half-plane symmetric filter, 23-14
prescribed specification, 23-15-23-16
quadrantally symmetric filter, 23-12-23-13
transfer function, 23-11-23-12
Sinewave generator, 17-31-17-33

Single-amplifier multiple-feedback filters
all-pole designs
equal-capacitor design, 12-5
low-pass structure,
12-3-12-4
transfer ratio, 12-4-12-5
design
finite amplifier gain effects, 12-8-12-9
sensitivity, 12-8
tuning function, 12-9-12-10
modified multiple-loop feedback (MMFB) structure
bandpass transfer function, 12-10-12-11
biquadratic structure, 12-12-12-13
structures
all-pole realization, 12-3-12-5
double ladder multiple-feedback network, 12-2-12-3
infinite-gain single-amplifier structure, 12-1-12-2
voltage transfer function, 12-2
Singular-value decomposition (SVD)
Antoniou and Lu method
amplitude response matrix, 23-35-23-36
error compensation procedure, 23-39
error correction section, 23-36-23-39
Deng and Kawamata method
design procedure, 23-41-23-43
2-D filter realization, 23-43
matrix decomposition, 23-41
problem formulation, 23-34-23-35
Sinusoidal response Nth-order analog filter, 1-11
steady-state sinusoidal response, 1-11-1-12
Sixth-order Chebyshev low-pass filter, 14-10-14-11
Sixth-order elliptic BP filter
2-OA CGIC biquad, 14-11-14-12

3-OA CGIC biquad, 14-16-14-17
Slew rate, 11-27
Spatially adaptive wavelet thresholding (SAWT) algorithm, 25-27
Spectral transformation
complex transformation, 23-7-23-8
Constantinides transformation
application, 23-11
1-D digital filter design, 23-9-23-10
2-D discrete transfer function, 23-10
low-pass transfer function, 23-10-23-11
linear transformation
algebraic structure, 23-5
frequency response, multiplication table, 23-5-23-6
product of functions, 23-6-23-7
zero-phase filter, 23-7
quadrant fan filter, 23-9-23-10
symmetric fan filter, 23-8-23-9
Standard video sequences
computational complexity, 27-30
piecewise planar approximation, 27-31
SNR results, 27-28-27-29
Step response, 1-8
SVD, see Singular-value decomposition
Switched-capacitor filters
analog switches, 17-19-17-21
biquadratic filter, 17-23-17-24
channel mobile charge, 17-17
clock feedthrough, 17-15-17-16
continuous-time filter, 17-1
dynamic range, 17-17-17-18
first-order blocks
offset and gain compensated integrator, 17-6
reduced capacitance spread, 17-5-17-6
standard stray-insensitive integrator, 17-4-17-5
transfer function, 17-5
fully differential filter
charge redistribution analysis, 17-23
folded cascode amplifier and CMFB circuit, 17-22-17-23
hold and integrate functions, 17-21
single-ended amplifier, 17-22
low-voltage operational amplifiers, 17-18-17-19
noise
1/f noise, 17-12
op-amp noise contribution, 17-13-17-14
switched-capacitor integrator, 17-14
switches, 17-14-17-15
thermal noise, 17-12
op-amp finite parameters, 17-10-17-11
programmable filter
block diagram representation, 17-29
topology versatility, 17-29-17-30
transfer function, 17-28-17-29
programmable oscillator
BPF-based SC oscillator, 17-32-17-33
finite-impulse-response (FIR) filter, 17-34
four-level quasi-sinusoidal wave generator, 17-33-17-34
high-quality-factor (Q-factor), 17-32-17-33
linearity, 17-33
measured frequency spectrum, 17-34-17-35
sinewave oscillator, 17-32
properties, 17-1-17-2
reduced area, 17-30-17-31
sixth-order bandpass ladder filter
floating LC tank circuit, 17-26
frequency response, 17-27-17-28
grounded LC tank circuit, 17-25
lossless discrete integrator (LDI) transformation, 17-27
passive LC tank, 17-26
RC active implementation, 17-25-17-26

RLC low-pass prototype, 17-24-17-25
spectrum analyzer, 17-31-17-33
switched-capacitor biquadratic section
capacitance spread, 17-7-17-8
decoupled structure., 17-8-17-9
high-sampling rate and high- $Q$ condition, 17-9-17-10
ideal transfer function, 17-9
Q-sensitivity and total capacitance, 17-10
$z$-domain, 17-6-17-7
voltage gain amplifiers
clock phase, 17-3-17-4
leakage current, 17-2-17-3
open-loop dc gain, 17-4
$z$-domain transfer function, 17-3

## T

Tarmy-Ghausi circuit, 13-25-13-26
Texas Instruments
ADSP-21020 chip architecture, 21-4-21-5
Motorola 56001 architecture, 21-6-21-7
TMS320C30 architecture, 21-3-21-4
TMS320C50 architecture, 21-5
TMS320C80 chip, 21-7
Texture analysis and segmentation Bamberger pyramid, 25-25-25-26
classification system, 25-25
multichannel method, 25-24-25-25
Thévenin's theorem, 1-24
Third-order Butterworth transfer function, 2-11
Time-shifting theorem, 1-17
Tow-Thomas biquad, 16-7-16-8
Translation invariant (TI) wavelet denoising, 27-27
Transmission coefficient, 9-1-9-4
Two-channel undecimated checkerboard filter bank (UCFB), 25-21-25-22
Two-dimensional FIR filters
arbitrary specification
Chebyshev approximation, 22-6
frequency sampling and linear programming, 22-10-22-11
iterative method, approximate minimax design, 22-13-22-14
$L_{p}$ norm, 22-11-22-12
window-based filter design, 22-6-22-10
filter banks, 22-25-22-26
frequency transformation method
Chebyshev polynomial, 22-17
frequency response, 22-17-22-21
nonlinear optimization problem, 22-21
zero-phase filter, 12-17
implementation, 22-24
nonrectangular transformations and sampling rate conversions
diamond filter transfer function, 22-22-22-23
half-band filter, 22-23
parallelogram-shaped passband region, 22-21, 22-22
prototype filter impulse response, 22-22
straight-line boundaries, 22-21
upsampling transformation and decimation, 22-22
preliminary design considerations
design techniques, 22-6
filter specification and approximation criteria, 22-3-22-4
linear shift-invariant system, 22-2
zero-phase FIR filter and symmetry consideration, 22-4-22-5
separable filter design, 22-16-22-17
Two-dimensional IIR filters analog filter transformation
piecewise-constant amplitude response specification, 23-2
rotated filter, 23-3
two-variable reactance function, 23-3-23-5
discrete transfer function, 23-26
$\mathrm{HP}, \mathrm{BP}$, and BS filter realization
configuration, 23-24-23-25
Nyquist point, 23-25
subfilter contour plot, 23-23-23-24
least $p$ th optimization
elemental error function, 23-27
minimax algorithm, 23-31-23-33
problem formulation, 23-28-23-29
quasi-Newton algorithm, 23-29-23-30
linear digital filter
amplitude and phase response, 23-1-23-2
group delay function, 23-2
transfer function, 23-1-23-2
lowpass (LP) filter
1-D analog transfer function, 23-18-23-21
1-D discrete transfer function, 23-21-23-22
nonessential singularity elimination, 23-22-23-23
separable product filter design
half-plane symmetric filter, 23-14
prescribed specification, 23-15-23-16
quadrantally symmetric filter, 23-12-23-13
transfer function, 23-11-23-12
singular-value decomposition (SVD)
Antoniou and Lu method, 23-35-23-39
Deng and Kawamata method, 23-41-23-43
problem formulation, 23-34-23-35
spectral transformation complex transformation, 23-7-23-8

Constantinides transformation, 23-9-23-11
linear transformation, 23-5-23-7
quadrant fan filter, 23-9-23-10
symmetric fan filter, 23-8-23-9
two-variable network theory
design procedure, 23-44-23-45
input admittance, 23-44
$\left(1+\mathrm{N}_{1}+\mathrm{N}_{2}+\mathrm{N}_{\mathrm{r}}\right)$-port $2-V$ lossless network, 23-43-23-44
skew-symmetric matrix, 23-44
Two dimensional (2-D) two-channel fan filter bank
BDFB design, ladder structure
analysis-synthesis ladder structure, 25-17-25-18
biorthogonal property, 25-19-25-20
closed-form Lagrange formula, 25-18
digital fan-shaped filter, 25-17
magnitude response, 25-18-25-19
regular biorthogonal wavelet generation, 25-18
two-channel biorthogonal analysis filter bank, 25-19
wavelet construction, 25-16
FFB design, 1-D quadrature mirror filter (QMF)
change-of-variables scheme, 25-12-25-13
checkerboard magnitude response, 25-13-25-14
2-D polyphase filter, 25-14
FIR PR filter, 25-12
four directional filter, 25-15-25-16
image decomposition, 25-15, 25-17
polyphase representation, 25-13
two-channel analysis structure, 25-14
Two-port synthesis
LC ladder
zero-producing step, 8-4-8-5
zero-shifting step, 8-2-8-4
parallel/series ladders
Cauer canonical form, 8-14-8-15
open-circuit voltage ratio, 8-15-8-16
RC $\alpha$ - and $\beta$-ladder, 8-12-8-13
realization, 8-13-8-14
scale factors, 8-12
transfer admittance level, 8-13
two ladder networks, 8-11
RC ladder, 8-7-8-9
sigan transmission, 8-1-8-2
transfer current and voltage ratio, 8-1
Type-E section
Brune section
positive-real impedance, 6-9-6-10
two-port network, 6-8
type-A and type-B section, 6-8-6-9
Darlington type-C section, 6-7
impedance and transmission matrix, 6-6
Type-I Chebyshev filters, see Chebyshev filters
Type-II Chebyshev filters, see Inverse Chebyshev filters

## $\mathbf{U}$

Undecimated á trous wavelet transform, 27-20
Undecimated checkerboard filter bank (UCFB), 25-21-25-22
Undecimated discrete wavelet transform (UDWT), 25-20, 25-27-25-28
Undecimated fan filter bank (UFFB), 25-21-25-22

## V

VCCS, see Voltage-controlled current sources
VCVS, see Voltage-controlled voltage sources
Video demosaicking filters bicubic interpolation, 28-2, 28-4
camera identification and forgery detection, 28-19
compression, 28-18
constant-hue-based
interpolation, 28-5-28-6
demosaicking definition, 28-1
denoising, 28-18
digital camera, 28-1
edge-directed interpolation
direction selection, 28-7-28-8
edge indicator, 28-7
green channel, 28-6-28-7
hard decision process, 28-6
evaluation, 28-19-28-20
frequency-domain approach
alias canceling interpolation, 28-10-28-11
filtering, 28-11-28-12
high correlation, 28-9-28-10
luminance channel sampling, 28-10
gradients
gain parameter, 28-8-28-9
graphical illustration, 28-9-28-10
green and blue gradients, 28-8
linear FIR filter coefficients, 28-9
linear interpolation, 28-7-28-8
red channel, 28-8
homogeneity-directed interpolation
block diagram, 28-13
definition, 28-13
luminance and chrominance values, 28-12-28-13
neighborhood parameter, 28-13-28-14
human visual system, 28-2-28-3
imaging model
cosine function, 28-4
full-color channel, 28-3
subsampling, 28-2
optimal spectral sensitivity function, 28-19
projections onto convex sets (POCS) technique, 28-14-28-15
single-channel interpolation method, 28-4
spectral response modeling, 28-15-28-16
super-resolution reconstruction Bayer sampling, 28-16
CFA sampling pattern, 28-17
high-resolution image,
28-17-28-18
missing sample estimation, 28-16
multiframe interpolation, 28-16-82-17
regularization function, 28-18
VLSI implementation, digital filters architectural approach, 21-1 computational structure, 21-1 design automation, 21-1-21-2 general-purpose processor ADSP-21020 chip architecture, 21-4-21-5
digital equipment company (DEC) Alpha family, 21-8
fixed- and floating-point processor, 21-2
GNURadio, 21-7-21-8
historical perspective, 21-2
Intel Pentium family, 21-8
Motorola 56001 architecture, 21-6-21-7
TMS320C30 architecture, 21-3-21-4
TMS320C50 architecture, 21-5
TMS320C80 chip, 21-7
wireless personal communications system (PCS), 21-8
programmable logic implementation
application-specific integrated circuit (ASIC), 21-11
field programmable gate array (FPGA), 21-12
FIR filter, 21-12-21-13
IIR filter, 21-13-21-14
special-purpose implementation
bit-serial implementation, 21-9
extensive pipelining, 21-8
FIR filter, 21-9-21-11
IIR filter, 21-11
multiplier architecture, 21-9
parallelism, 21-8

Voltage-controlled current sources (VCCS), 4-18
Voltage-controlled voltage sources (VCVS), 4-18
Voltage doubler, 17-19-17-21
Voltage gain amplifiers
clock phase, 17-3-17-4
leakage current, 17-2-17-3
open-loop dc gain, 17-4
$z$-domain transfer function, 17-3
Voltage transfer function, 1-24
2- $V$ strictly Hurwitz polynomial, 23-43-23-45

## W

Weierstrass theorem, 2-25-2-26
Weighted Chebyshev ( $\mathcal{L} \infty$-norm) criterion, 19-40

Weighted median (WM) filter, 26-9
Wideband filter, 18-53-18-54
Window-based filter design cutoff boundary, 22-9
Hamming window, 22-8-22-9
IIR sequence, 22-6-22-7
impulse and frequency responses circularly symmetric low-pass filter, 22-8-22-9
2-D filter, 22-9-22-10
ideal filter, 22-7
McClellan transformation, 22-7-22-8
rectangular window, 22-9
separable window, 22-7, 22-9-22-10
surface sampling, 22-7

## Z

Zero-mean white noise filter, 20-5
Zero of transmission
binomial expansion formula, 10-4
classification, 10-3-10-4
definition, 10-2
input impedance, 10-3
Laurent series expansion, 10-4
Zero-phase filter
causal and noncausal filters, 23-7
1-D analog transfer function, 23-21
singular-value decomposition, 23-38-23-39


[^0]:    * See Chapter 4 of Fundamentals of Circuits and Filters.

[^1]:    * See Chapter 3 by J. R. Deller, Jr. in Fundamentals of Circuits and Filters.

[^2]:    * See Chapters 18 through 27 of this volume.

[^3]:    * Such a function is said to be meromorphic $[2,3]$.

[^4]:    * See Section 22.1 of Fundamentals of Circuits and Filters.

[^5]:    * See Chapter 22.1 of Fundamentals of Circuits and Filters.

[^6]:    * See Chapter 8 of Computer Aided Design and Design Automation, contribution of J.G. Rollins.

[^7]:    * To be precise, the elliptic approximation is not a closed-form method, since the transfer function coefficients are given in terms of certain infinite series. However, these series converge very rapidly and can be treated as closed-form formulas for most practical purposes (see Ref. [1, Chapter 5]).

[^8]:    * Complex filters are quite possible to construct, as recent work [3] shows.
    ${ }^{\dagger}$ A function analytic in a region is completely determined by its values along any line segment in that region-in this case, by its value along the $j \omega$ axis.

[^9]:    * For active realizations, those containing dependent sources, this condition is not necessary.

[^10]:    * The negative sign on the radical gives $\omega<0$ and the preceding treatment only considers positive $\omega$.

[^11]:    * A monic polynomial is one where the leading coefficient (highest power of $\omega$ ) is unity.

[^12]:    * If the name of the Russian mathematician is transliterated from the French, in which the first non-Russian translations were given, it is spelled Tchebychev.

[^13]:    ${ }^{*}$ Since $\cos (x)=\cosh (j x)$.

[^14]:    * Since $s$ is complex anyway, nothing is to be gained from using the hyperbolic form.

[^15]:    * For practical designs, a great deal of precision is required for higher-order filters.

[^16]:    * The derivatives are easy to compute, but this is omitted here for reasons of space.

[^17]:    ${ }^{*}$ Here, we are explicitly observing that the characteristic function to be approximated is even in $\omega$.

[^18]:    * One should note that this function is continuous on the compact set composed of the two closed intervals.

[^19]:    * There can be degeneracy in the general approximation problem, but the constraints of the problem being discussed here preclude this from occurring.

[^20]:    * A complex conjugate pole pair can be expressed as $s_{\mathrm{p}}, S_{\mathrm{p}}{ }^{*}=u_{\mathrm{p}} \pm j \omega_{\mathrm{p}}=\omega_{\mathrm{c}} e^{ \pm j \theta}=\left(\omega_{\mathrm{c}}, Q\right)$, where the pole quality factor $Q$ is given by $Q=\frac{1}{2} \cos \theta$ and $\omega_{\mathrm{c}}=\left(G_{\mathrm{p}}^{2}+\omega_{\mathrm{p}}^{2}\right)^{\frac{1}{2}}, \theta=\operatorname{tg}^{-1} \frac{\omega_{\mathrm{p}}}{G_{\mathrm{p}}}$.

[^21]:    * L.P. Huelsman, An algorithm for the low-pass to bandpass transformation, IEEE Trans. Education, EH, 72, March 1968.

[^22]:    * The term "constraint specifications" is used here in the sense of redefining either a stopband frequency or a passband frequency so that one of the transition bands becomes narrower, which corresponds to tighter design specifications.

[^23]:    * A formal definition will be given in Chapter 7.

[^24]:    * A resonator is a circuit without input and output terminals that only serves to show the feedback mechanism.

[^25]:    ${ }^{*}$ Only assuming $\alpha_{12}=1$.

[^26]:    * Wasfy B. Mikhael, "Chapter 9: Biquad II," in RC Active Filter Design Handbook, Stephenson, New York: Wiley, 1985.

[^27]:    ${ }^{\text {a }}$ These elements can be set equal to zero.
    ${ }^{\text {b }}$ A special case of Circuit 12-namely, the all-pass case-has also been independently proposed by J. T. Lim, Bell Northern Research, Canada, as communicated privately by him to Dr. A. Antoniou.

[^28]:    * This can readily be understood by examining the different realizations to be obtained from this layout.

[^29]:    Notes: $Y_{7}-Y_{10}=G_{7}-G_{10}$ always.
    $Y_{11}-s C_{1}, Y_{12}=s C_{2}$.
    ${ }^{\text {a }}$ These elements can be set to zero.
    ${ }^{\mathrm{b}}$ For all-pass $G_{2}=0, G_{7}=G_{1}$.

[^30]:    * The realizability conditions for passive $L C$ filters are more restrictive than those for active $R C$ filters; specifically, the numerator $N(s)$ of Equation 16.1 must be strictly even or odd so that only $j \omega$-axis transmission zeros can be realized.

[^31]:    * Pole-zero pairing also affects to some extent the sensitivity performance, but the effect usually is not very strong and will not be discussed in this chapter. For a detailed treatment see Ref. [3].

[^32]:    * Such as, e.g., placing a lowpass at the input may be preferred to avoid unnecessary high-frequency signals from entering the filter.

[^33]:    * As are all other multiple-loop feedback circuits.

[^34]:    * For practical FLF (PRB) designs, this step of scaling the signal levels is very important because an inadvertently poor choice of gain constants can result in very large internal signals and, consequently, very poor dynamic range.

[^35]:    * These two circuits are good candidates for building two-integrator loops as required in Figure 15.7 because the op-amp in the Miller integrator causes a phase lag, whereas the op-amps in the noninverting integrator cause a phase lead of the same magnitude. In the loop, these two phase shifts just cancel and cause no errors in circuit performance. Notice that the Åckerberg-Mossberg biquad in Figure 15.2 is also constructed as a loop of these two integrators.

[^36]:    * Using a more realistic op-amp model, $A(s) \approx \omega_{t} / s$, one can show [5, Chapter 6] that Equation 16.46 to a firstorder approximation is multiplied by $\left(1+j \omega / \omega_{t}\right) \approx \exp \left(j \omega / \omega_{t}\right)$ for the series arm (plus sign in Equation 16.46) and by $\left(1-j \omega / \omega_{t}\right) \approx \exp \left(-j \omega / \omega_{t}\right)$ for the shunt arm [minus sign in Equation 16.46]. Thus, in the loop gains determined by the product of an inverting and a noninverting branch, op-amp effects cancel to a first order, justifying the assumption of ideal op-amps. See footnote in Section 15.4.1.

[^37]:    * Observe that for greater flexibility we permitted a different scaling resistor $R_{\mathrm{a} i}, i=1, \ldots, 4$, in each branch.

[^38]:    * To optimize the performance of the GIC, i.e., to make it optimally independent of the finite gain-bandwidth product of the op-amps, the GIC elements should be chosen as follows: For an arbitrary load $Z_{\mathrm{L}}(s)$ one chooses $\omega_{c} C=1 /{ }^{*} Z_{\mathrm{L}}\left(j \omega_{c}\right)^{*}$. $\omega_{c}$ is some critical frequency, normally chosen at the upper passband corner. If the load is resistive, $Z_{\mathrm{L}}=R_{\mathrm{L}}$, select $C=1 /\left(\omega_{c} R_{\mathrm{L}}\right)[6]$.

[^39]:    * Spiral inductors of a few nanohenry or microhenry in size, however, can be used at gigahertz frequencies. Typically, they are extremely lossy, with quality factors of the order of only 10 . Since such low values of $Q$ are unacceptable for the design of high-quality selective filters, the inductor losses must be reduced. This is accomplished by placing a simulated negative resistor (Figure 16.17 c ) in series or parallel with the inductor. Similarly, since the spiral inductor itself cannot be tuned, variable current-shunting circuitry is employed to change the effective inductor value; see Ref. [4].
    ${ }^{\dagger}$ However, keeping the number of active devices small remains important because active devices consume power and generate noise.

[^40]:    * All resistors must be voltage-driven from one side and see the same voltage, usually virtual ground, on the other.

[^41]:    * Because the circuit is completely symmetrical, it is only necessary to derive the equations for one side, e.g., for $V_{o}$; the expressions for the other side, i.e., $-V_{\mathrm{o}}$, are the same.

[^42]:    * Note that transmission zeros on the $j \omega$-axis can be added [3, Chapter 10.8] to a linear-phase network, such as a Bessel filter, without changing the phase because a zero factor, $\left(\omega_{z}^{2}-\omega^{2}\right)$, is a purely real number on the $j \omega$-axis.

[^43]:    * Such "negative resistors" are often used to cancel losses, for example to increase the dc gain of transconductors or the quality factors of filter stages. Specifically, a negative resistor can be employed to increase the quality factor of the inductor in Figures 16.21 and 16.22.
    ${ }^{\dagger}$ A gyrator is a two-port circuit whose input impedance is inversely proportional to the load impedance: $Z_{\text {in }}(s)=r^{2} / Z_{\text {load }}(s)$. If $Z_{\text {load }}=1 /(s C)$, the input is inductive, $Z_{\text {in }}(s)=s r^{2} C=s L . r$ is called the gyration resistance (see the discussion to follow).

[^44]:    * To implement small values of variable capacitor, MOS transistors connected as varactors can be used. The capacitor can be varied, e.g., via substrate bias.

[^45]:    * Increasing $g_{m}$ is generally not a satisfactory solution because it also increases the parasitics.
    ${ }^{\dagger}$ Obviously, the highest operating frequencies are obtained for $C=0$, that is, when a parasitic capacitor $C_{\mathrm{p}}$ is used as the integrating capacitor $C$. In that case, operating frequencies in the gigahertz range can be realized: $g_{m} / C \approx 2 \pi \times 1 \mathrm{GHz}$ for $g_{m}=100 \mu \mathrm{~S}$ and $C_{\mathrm{p}} \approx 15 \mathrm{fF}$. Naturally, because of the uncertainty in the design values, an automatic tuning scheme is unavoidable.

[^46]:    * As stated, Antoniou's GIC is really an impedance converter, not a gyrator (see Equation 15.63 and Figure 15.17). The GIC converts a load resistor into an inductive input impedance, rather than inverting a capacitor as described in Equation 16.35b.

[^47]:    * With modern submicron CMOS processes, the self-resonance frequency of electronic inductors can be as high as a few gigahertz with quality factors in the range of a few 100 . See Ref. [9].
    ${ }^{\dagger}$ As was mentioned, the input conductances can normally be neglected.

[^48]:    * A similar commercially successful design in bipolar technology is discussed in Ref. [12].

[^49]:    * This assumption is for convenience of design and layout because it permits a given transconductance cell to be used throughout the circuit. However, using different transconductance values in different sections has the advantage that capacitor values may be equalized, since by Equation 17.50 the capacitors are proportional to $g_{m}$.

[^50]:    * The number of floating capacitors is of course doubled because of the balanced differential structure of the active implementation.

[^51]:    * Had we used this "resistor," the current into the integration node would have been realized as $g_{m} V_{\mathrm{i}}=g_{m} V_{\mathrm{i}} \times\left(1 / g_{m}\right) \times g_{m}$, clearly a redundant method.
    $\dagger$ This can generally be achieved in $g_{m}-C$ ladder simulations; the only exception occurs for those $L C$ ladders that require unequal terminating resistors, such as even-order Chebyshev filters; in that case, one of the transconductors will also be different.

[^52]:    * In the designs reported to date, frequency-control blocks built around some type of phase-locked loop scheme, using a multiplier or an EXOR gate as phase detector, have been found most successful, but magnitude-locking approaches similar to those employed for $Q$ control have also been used. A largely digital approach to frequency and $Q$ tuning is discussed in Ref. [10].
    ${ }^{\dagger}$ Because magnitude errors can be shown in many cases to be proportional to errors in quality factor, the QControl block is normally implemented around an amplitude-locking scheme, where the filter's magnitude response at a given frequency is locked to a known reference level.
    ${ }^{\ddagger}$ For example, an on-chip laser-trimmed resistor or an external resistor set to determine the bias for OTAs. It works for applications with very low quality factors or where no component drifts are expected during operation.

[^53]:    * An interior band edge is one in the range $0<\omega<\pi$, i.e., not at $\omega=0$ or $\pi$.

[^54]:    * See Section 18.3.2.3.

[^55]:    ${ }^{*}$ Here $\omega_{1}=2 \pi f_{1}$ and $\omega_{2}=2 \pi f_{2}$ are the horizontal and vertical angular frequencies, respectively.

[^56]:    ${ }^{*}$ Chebyshev polynomials are recursively defined as follows: $T_{0}(x)=1, T_{1}(x)=x$, and $T_{n}(x)=2 x T_{n-1}(x)-T_{n-2}(x)$.

[^57]:    ${ }^{*} 1=T_{0}(x), x=T_{1}(x)-T_{0}(x), x^{2}=\left(t_{0}(x)+T_{2}(x)\right), x^{3}=\left(3 T_{1}(x)+T_{3}(x)\right)$ etc.

[^58]:    * See the end of Section 24.1 for a discussion of causality assumptions related to this.

[^59]:    * Halfband filters are defined as filters that satisfy $H_{\mathrm{HB}}(z)+H_{\mathrm{HB}}(-z)=1$. The even index coefficients are zero except for the center (zero index) coefficient, which is one half.

[^60]:    * Like polynomials but with both positive and negative powers of $z$.

[^61]:    * There is no loss of generality here as any general matrix satisfying Equation 24.93 can be made into a matrix with unit determinant by muliplying the first (second) row with $z^{-K} / c$. This is equivalent to the introducing a scaling factor of $1 / c$ and the delay $z^{-2 K}$ in the low-pass (high-pass) filter which does not significantly change its filtering properties.

[^62]:    * Boldface capital letters denote matrices and boldface lowercase letters denote vectors.

[^63]:    ${ }^{*}$ In this chapter $z_{0}$ and $z_{1}$ are used to denote the 2-D z-transform complex variables.

[^64]:    * For cases in which the number of observation samples is an even number, the median value is set as the average of the two central samples in the ordered set.

[^65]:    Source: Aysal, T. C. and Barner, K. E., IEEE Trans. Signal Process., 55, 3949, 2007. With permission.

[^66]:    * In the case where the signal alphabet is known at the receiver, the linear, median, myriad, and meridian estimators are readily extended to detectors.

[^67]:    * The clean multitone signal and the desired high-frequency signal are utilized as the input and desired signals, respectively. For more detail see Refs. [28,29,31].

[^68]:    * Parts of this chapter have appeared in the Proceedings of Baiona SPC'2003, ICIP'2004, and WIAMIS'2004, and ICIP'2005. Much of the material in Section 27.2 appears in Yao's PhD thesis, submitted to the University of Warwick in October 2007, and is in preparation for submission to a journal.

[^69]:    * An overcomplete representation is one that employs more basis functions than are required for an exact reconstruction of the original image data.

[^70]:    Note: $N$ and $n$, respectively, denote sequence size and the planelet window size, and $l$ denotes length of the wavelet filter.

